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Abstract: Impedance measurements with a magneto-elastic active sensor
are explored for inferring the magneto-mechanical impedance (MMI) of a
metallic structure. It is shown that the MMI contains electrical response of
the sensor and both electrical and mechanical structural responses. An ana-
lytical model is suggested that accounts for electrical characteristics of the
sensor, sensor/structure electromagnetic interaction, and multimodal struc-
tural dynamic behavior. The model is validated with a set of MMI experi-
ments demonstrating feasibility of deducing structural natural frequencies
and structural vibration modes.
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1. Introduction

Impedance measurements are widely used in structural engineering for vibration testing, non-
destructive evaluation and structural health monitoring. Application of impedance measure-
ment to vibration diagnosis is discussed in numerous publications and monographs including
works of ASME (1958) and Skudrzyk (1968). Lange (1972) provided details on utilizing me-
chanical impedance measurements for nondestructive inspection. Alternatively, structural im-
pedance at relatively high frequencies can be inferred via the electromechanical impedance
(EMI) testing pioneered by Liang et al. (1994). The EMI method employs thin piezoelectric
wafers permanently bonded to a structural element. The electrical impedance of a piezoelectric
wafer sensor is measured and, because of the mechanical coupling at the sensor/structure inter-
face and the electromechanical transformation enabled by the sensor, the resultant electrical
impedance reflects structural dynamic response of the host structure. A central point of me-
chanical and electromechanical impedance measurements is that both measurement methods
explore structural dynamic characteristics of test specimens.

In this letter we discuss magneto-mechanical impedance (MMI) measurements. This
term is used to reflect the principle of the method in which the mechanical response is obtained
through impedance measurements facilitated by the electromagnetic interaction between the
magneto-elastic sensor and the metallic structure. It is possible that one of the first measure-
ments of the magneto-mechanical impedance was conducted by Johnson et al. (1994). In this
initial work involving relatively large set of transducers, multimodal structural response was not
considered as well as a continuous structural model. The aim of this letter is to show that MMI
measurements can be used for structural dynamic identification involving multiple resonances
and to provide an analytical model incorporating contributions of the continuous structure, the
electromagnetic coupling, and the sensing element.

2. Analytical model for magneto-mechanical impedance sensing

Magneto-mechanical impedance sensing is based on the effect of electromagnetic generation
and reception of elastic waves thoroughly described by Banik and Overhauser (1977). By anal-
ogy to the EMI method employing an array of piezoelectric wafer active sensors for local im-
pedance measurements, we intend to utilize a network of magneto-elastic active sensors
(MEAS) for MMI measurements at various structural locations (Zagrai and Cakan, 2007). The
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sensor consists of an electromagnetic coil and a nickel plated neodymium magnet depicted in
Fig. 1. Because of these two elements, the impedance of the sensor is dominated by the fre-
quency dependent inductive component.

For the sensor arrangement depicted in Fig. 1, configuration of magnetic field is com-
plex. As it can be seen in the figure, field lines at the center of the sensor show distinct z com-
ponent, but field lines further away from the center are primarily oriented along x direction.
When the MEAS is positioned on or above the structural surface, these magnetic induction field
lines extend into the metallic structure adjacent to the sensor. An electric current flowing in the
sensor coil induces eddy currents in the specimen, which flow in the opposite direction. Mutual
orientation of the induced eddy currents and a vector of magnetic induction B define the Lor-
entz force acting on electrons. This force is transferred to lattice ions and is responsible for
generation of the elastic wave. In the CW regime, emission and reflection of elastic waves result
in standing waves at respective structural natural frequencies. Consequently, the structural dy-
namic behavior is reflected in the MEAS impedance signature due to a reverse transduction
mechanism.

In this letter, a continuous one-dimensional nonferromagnetic metallic structure is
considered. The structure is excited by a harmonically varying Lorentz force FL�x , t�= �J
�B� ·ei�t defined by a product of the electric current J and magnetic induction B. In the vicinity
of the sensor, FL is not uniform and is comprised of vertical and horizontal components. The
former excites flexural vibrations in a one-dimensional structure modeled with the Euler–
Bernoulli beam theory

�A ·
�2w�x,t�

�t2 + EI ·
�4w�x,t�

�x4 = FL�x,t� . �1�

Equation (1) incorporates the following parameters of the beam: � is the density, A is the cross-
sectional area, E is the Young’s modulus, and I is the moment of inertia. If dimensions of a
sensor are much smaller than the major dimension of a structure, spatial distribution of the
excitation force may be ignored and the single-point excitation may be assumed.

FL�x,t� = Jy · Bx · ba · ��x − xa� · ei�t, �2�

where Jy and Bx are electric current and magnetic induction in the beam, � is the excitation
frequency, ba is the y-axis dimension of the sensor equal to beam’s width, � �x-xa� is the Dirac
delta function, and xa is the MEAS position.

The solution of Eq. (1) for the displacement of the beam, w�x , t�, is sought in terms of
modal expansion

(a)

Pancake coil with
multiple layers

Permanent
Magnet Signal

B

Metallic Structure

(b)

S

N
B

J

FL

FL Structure

z

xy

Fig. 1. �Color online� �a� Schematics of a MEAS; �b� electro-magneto-elastic interaction of MEAS and the metallic
structure.
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w�x,t� = �
n=0

�

Wn�x� · Tn�t� , �3�

with the temporal component, Tn�t�=Cn ·ei�t, and the spatial mode-shape corresponding to
free-free boundary conditions: Wn�x�=An�cosh �nx+cos �nx−�n�sinh �nx+sin �nx��. The

mode-shape parameters An=1/��0
LWn

2�x�dx, �n, �n can be calculated numerically; e.g., for
free-free boundary conditions and for n�5, �n=	�2n+1� /2L, �n=1. Natural frequencies of
the system are obtained as �n=�n

2cw, where the sound speed cw=�EI /�A.
Substituting the modal expansion (3) into Eq. (1), employing the orthogonality condi-

tion, and introducing damping via a damping ratio 
n for each vibration mode, the modal par-
ticipation factor is determined

Cn =
1

�A
�
n=0

� �
0

L

Wn�x� · FL�x�dx/��n
2 + 2i�n��n − �2� . �4�

The displacement (3) yields

w�x,t� = �
n=0

�
Wn�x� · Wn�xa� · Jy · ba · Bx

�A · ��n
2 + 2i�n��n − �2�

· ei�t. �5�

Considering a reciprocal effect of inducing the electromagnetic field due to the propagating
elastic wave (Turner et al., 1969), displacement (5) can be used to determine the resulting volt-
age

V = ẇ�xa,t� · Bx · �
0

ba

dy = ẇ�xa,t� · Bx · ba, �6�

where ẇ�xa , t� represents velocity measured at location xa. The magneto-mechanical impedance
is presented in terms of the voltage/current ratio

Zstr��� =
V

Jy
= �

n=0

�
i� · �Wn�xa� · ba · Bx�2

�A · ��n
2 + 2i�n��n − �2�

. �7�

Impedance (7) was obtained under an assumption of perfect electromagnetic coupling between
MEAS and the structure. In addition, this expression does not contain the impedance contrib-
uted by the sensing element. To incorporate both effects in the MMI model, a transformer and
an associated equivalent electrical circuit are introduced. An equivalent electrical circuit, which
includes inductance of the sensor LMEAS, resistance of the sensor RMEAS, inductance and resis-
tance of the metallic structure LS and RS, and the dynamic impedance Zstr ���, is illustrated in
Figure 2. In this circuit, generation of the elastic wave and the associated resonance phenom-

Zstr
~

M

Ls
LMEAS

RMEAS

A

A`

Rs

Fig. 2. Equivalent circuit for magneto-elastic active sensing.
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enon contribute into the diagram across points A-A�. Analysis of the transformer circuit leads to
the following formulation for the cumulative impedance seen by the magneto-elastic sensor:

Z��� = RMEAS + i�LMEAS +
�2M2

i�LS + RS + Zstr���
. �8�

In Eq. (8) the mutual inductance M accounts for the electromagnetic coupling between the
sensor the structure. For practical calculations, it is convenient to consider a coupling coeffi-
cient ranging from 0 (no coupling) to 1 (perfect coupling) rather than the mutual inductance. In
the theory of the electromagnetic coupling, the electromagnetic coupling coefficient kC is pre-
sented as a ratio of the mutual inductance M to the square root of participating inductances
LMEAS and LS,

kC = M/�LSLMEAS. �9�

Using the definition of the coupling coefficient (9), the expression for magneto-mechanical
impedance (8) can be rewritten as follows:

Z��� = RMEAS + i�LMEAS +
�2LMEASLS · kC

2

i�LS + RS + Zstr���
. �10�

Equation (10) describes the magneto-mechanical impedance measured at MEAS terminals and
incorporates three distinct contributions: mechanical dynamic response via Zstr ���, electro-
magnetic coupling, and sensor characteristics.

3. Experimental testing

Experiments were performed on the aluminum 2024T3 beam specimen with the following di-
mensions: length—304.8 mm, width—25.4 mm, thickness—1.587 mm. Exact material prop-
erties were not reported by manufacturer, therefore, approximate values for modulus of elastic-
ity E=73.1 GPa and density �=2780 kg/m3 were considered in this study. To imitate free-free
boundary conditions, the beam was suspended in air using thin fishing line. MEAS utilized in
this study consisted of a multilayer coil with approximately 500 turns of No. 30 AGW wire and
a grade N42 nickel neodymium magnet of 3.2 mm thickness. The diameter of a magnet was
19.1 mm, which was slightly smaller than the diameter of the coil. Noticeable manifestation of
the structural dynamic response was observed with the single magnet MEAS. However, the
amplitude of the MMI peaks could be increases by utilizing more magnets in the sensor. Non-
contact measurements with the sensor lift-off of 1 mm were conducted in two locations along
the beam: at the midspan �1/2—length) and at 1 /4 of beam’s length. Terminals of the magneto-
elastic active sensor were connected to HP 4192A impedance analyzer. The excitation signal
supplied by the analyzer was swept in the lower kilohertz frequency range to obtain the MMI
response of the aluminum beam. The raw data obtained in the experiment with the MEAS
positioned at the 1/4 of beam’s length are presented in Fig. 3 as a solid red line.

The analytical model discussed in the preceding section was utilized to calculate the
magneto-mechanical impedance of the magneto-elastic sensor positioned next to the structural
surface. The calculations were performed on a personal computer by coding Eqs. (7) and (10) in
the mathematical software. Inductance and resistance of MEAS, LMEAS=1.9 mH and RMEAS
=10 �, were determined experimentally from the impedance measurements of the sensor. Ad-
ditional parameters participating in the model, LS, RS, and kC, were estimated as LS=0.1 µH,
RS=0.8 m� and kC=0.4. Results of theoretical calculations are presented in Fig. 3 as a solid
blue line. The figure indicates an agreement between experimental and theoretical magneto-
mechanical impedances of the metallic beam. The position of impedance peaks match particu-
larly well and the slope of the impedance curve is consistent with the experimental data. Minor
discrepancies between theoretical and experimental MMI responses may be attributed to limi-
tations of the considered one-dimensional structural model and idealizations associated with
the sensor field distribution and strength of the electromagnetic coupling.
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Manifestation of the structural dynamic response in the MMI signature has been vali-
dated in two tests with MEAS positioned at different locations underneath the beam. In these
noncontact measurements, the gap between the sensor and the beam was kept constant while
MEAS was positioned at the middle and at the 1/4 length of the beam. The MMI response of
the free-free beam was measured in 0.3–5 kHz frequency range and the acquired data were
processed to eliminate the inductive impedance slope. Figure 4 illustrates sensor positions and
corresponding MMI responses. Noticeable in Figs. 4(b) and 4(c), distribution of impedance
peaks depend on the position of the exciting/receiving transducer. This is consistent with struc-
tural dynamics theory suggesting that a vibration mode may not be excited if position of the
excitation point coincides with modal nodes. To illustrate that this principle also holds in MMI

experiment
theory

Fig. 3. �Color online� Theoretically calculated and experimentally measured MMI responses of an aluminum beam.
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Fig. 4. �Color online� �a� Schematic of an aluminum beam showing several vibration modes and position of
magneto-elastic active sensors. Magneto-mechanical impedances of the aluminum beam measured at the 1 /2 �b� and
at the 1 /4 �c� of beam’s length.
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measurements, consider several vibration modes and their MMI manifestation. Calculated
natural frequencies of third, fourth, fifth, and other modes are indicated with red dots in Fig.
4(c). The discrepancy between experimental and calculated values is below 2%. Spatial distri-
butions of these modes and MMI measurement points are presented in Fig. 4(a). When MEAS
is positioned at the middle of the beam, mostly odd modes are excited including the third and
the fifth. Negligible amplitude of the fourth mode is observed. However, when the magneto-
elastic sensor is positioned at the quarter of the beam’s length, the third and the fourth modes are
noticeable while the fifth mode is diminished. This experimental observation supports the no-
tion of associating magneto-mechanical impedance peaks with structural dynamic response. As
it can be seen from formulations (5), (7), and (10), the presented theoretical model accounts for
the structural modal behavior and as such opens possibilities for modal analysis via MMI.

4. Conclusions

The presented work indicates that by sweeping excitation frequencies within wide band, a
magneto-mechanical impedance signature of the structural element can be obtained, which in-
corporates electrical responses of both the transducer and the metallic element and the multi-
modal structural dynamic response. An analytical model of the MMI response has been devel-
oped, which explores the Lorentz force actuation mechanism in nonferromagnetic metals. The
model accounts for multimodal vibrations of the structural element, electrical characteristics of
the measuring sensor and electromagnetic interaction between the structure and the sensor. The
model has been validated against experiments with results demonstrating good agreement be-
tween theoretical and experimental MMI responses. Theoretical and experimental studies sug-
gest several important aspects of the MMI technology.

(a) It is known that amplitude of elastic waves generated via the Lorentz force mechanism is
rather small. Efficiency of this excitation mechanism is at least an order of magnitude
lower than excitation achievable with piezoelectric transducers of the same size. Although
low efficiency of the magneto-elastic transformation may pose difficulties in applications
involving relatively large structural elements, MMI responses with well-pronounced
peaks can be obtained for metallic components of smaller size. Measurements may be
noticeably improved by utilizing a larger sensor, adding more turns to the sensor coil
(increases LMEAS), considering stronger magnets (increases B), and augmenting the
sensor/structure electromagnetic coupling.

(b) MMI response depends on position of the measuring transducer. Consistent with struc-
tural dynamics theory, the best excitation is achieved for vibration modes with maxima at
the sensor location. Insignificant amplitude is observed for vibration modes with nodes
coinciding with the sensor location. Therefore, MMI provides opportunities for non-
contact structural dynamic identification and modal analysis.
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Abstract: In this letter, a new feature extraction technique based on modu-
lation spectrum derived from syllable-length segments of subband temporal
envelopes is proposed. These subband envelopes are derived from autore-
gressive modeling of Hilbert envelopes of the signal in critical bands, pro-
cessed by both a static (logarithmic) and a dynamic (adaptive loops) com-
pression. These features are then used for machine recognition of phonemes
in telephone speech. Without degrading the performance in clean conditions,
the proposed features show significant improvements compared to other
state-of-the-art speech analysis techniques. In addition to the overall pho-
neme recognition rates, the performance with broad phonetic classes is
reported.
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1. Introduction

Conventional speech analysis techniques start with estimating the spectral content of relatively
short (about 10–20 ms) segments of the signal (short-term spectrum). Each estimated vector of
spectral energies represents a sample of the underlying dynamic process in production of
speech at a given time frame. Stacking such estimates of the short-term spectra in time provides
a two-dimensional (time-frequency) representation of speech that represents the basis of most
speech features [for example (Hermansky, 1990)]. Alternatively, one can directly estimate tra-
jectories of spectral energies in the individual frequency subbands, each estimated vector then
representing the underlying dynamic process in a given subband. Such estimates, stacked in
frequency, also forms a two-dimensional representation of speech [for example (Athineos et al.,
2004)].

For machine recognition of phonemes in noisy speech, the techniques that are based on
deriving long-term modulation frequencies do not preserve fine temporal events like onsets and
offsets which are important in separating some phoneme classes. On the other hand, signal
adaptive techniques which try to represent local temporal fluctuation, cause strong attenuation
of higher modulation frequencies which makes them less effective even in clean speech (Tchorz
and Kollmeier, 1999).

In this letter, we propose a feature extraction technique for phoneme recognition that
tries to capture fine temporal dynamics along with static modulations using subband temporal
envelopes. The input speech signal is decomposed into 17 critical bands (Bark scale decompo-
sition) and long temporal envelopes of subband signals are extracted using the technique of
frequency domain linear prediction (FDLP) (Athineos and Ellis, 2007). The subband temporal
envelopes of the speech signal are then processed by a static compression stage and a dynamic
compression stage. The static compression stage is a logarithmic operation and the adaptive
compression stage uses the adaptive compression loops proposed in Dau et al. (1996). The
compressed subband envelopes are transformed into modulation frequency components and
used as features for hybrid hidden Markov model-artificial neural network (HMM-ANN) pho-
neme recognition system (Bourlard and Morgan, 1994). The proposed technique yields more
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accurate estimates of phonetic values of the speech sounds than several other state-of-the-art
speech analysis techniques. Moreover, these estimates are much less influenced by distortions
induced by the varying communication channels.

2. Feature extraction

The block schematic for the proposed feature extraction technique is shown in Fig. 1. Long
segments of speech signal are analyzed in critical bands using the technique of FDLP (Athineos
and Ellis, 2007). FDLP forms an efficient method for obtaining smoothed, minimum phase,
parametric models of temporal rather than spectral envelopes. Being an autoregressive model-
ing technique, FDLP captures the high signal-to-noise ratio peaks in the temporal envelope. The
whole set of subband temporal envelopes, which are obtained by the application of FDLP on
individual subband signals, forms a two dimensional (time-frequency) representation of the
input signal energy.

The subband temporal envelopes are then compressed using a static compression
scheme which is a logarithmic function and a dynamic compression scheme (Dau et al., 1996).
The use of the logarithm is to model the overall nonlinear compression in the auditory system
which covers the huge dynamical range between the hearing threshold and the uncomfortable
loudness level. The adaptive compression is realized by an adaptation circuit consisting of five
consecutive nonlinear adaptation loops (Dau et al., 1996). Each of these loops consists of a
divider and a low-pass filter with time constants ranging from 5 to 500 ms. The input signal is
divided by the output signal of the low-pass filter in each adaptation loop. Sudden transitions in
the subband envelope that are very fast compared to the time constants of the adaptation loops
are amplified linearly at the output due to the slow changes in the low pass filter output, whereas
the slowly changing regions of the input signal are compressed. This is illustrated in Fig. 2,
which shows (a) a portion of 1000 ms of full-band speech signal, (b) the temporal envelope
extracted using the Hilbert transform, (c) the FDLP envelope, which is an all-pole approxima-
tion to (b) estimated using FDLP, (d) logarithmic compression of the FDLP envelope, and (e)
adaptive compression of the FDLP envelope.

Conventional speech recognizers require speech features sampled at 100 Hz (i.e., one
feature vector every 10 ms). For using our speech representation in a conventional recognizer,
the compressed temporal envelopes are divided into 200 ms segments with a shift of 10 ms.
Discrete cosine transform of both the static and the dynamic segments of temporal envelope
yields the static and the dynamic modulation spectrum respectively. We use 14 modulation
frequency components from each cosine transform, yielding modulation spectrum in the
0–70 Hz region with a resolution of 5 Hz. This choice is a result of series of optimization
experiments (which are not reported here).

3. Experiments and results

The proposed features are used for a phoneme recognition task on the HTIMIT database (Rey-
nolds, 1997). We use a phoneme recognition system based on the HMM-ANN paradigm (Bour-
lard and Morgan, 1994) trained on clean speech using the TIMIT database downsampled to
8 kHz. The training data consists of 3000 utterances from 375 speakers, cross-validation data
set consists of 696 utterances from 87 speakers, and the test data set consists of 1344 utterances
from 168 speakers. The TIMIT database, which is hand-labeled using 61 labels is mapped to the
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Fig. 1. Block schematic for the subband feature extraction. The steps involved are critical band decomposition,
estimation of subband envelopes using FDLP, static and adaptive compression, and conversion to modulation fre-
quency components by the application of cosine transform.
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standard set of 39 phonemes (Pinto et al., 2007). For phoneme recognition experiments in tele-
phone channel, speech data collected from nine telephone sets in the HTIMIT database are
used, which introduce a variety of channel distortions in the test signal. For each of these tele-
phone channels, 842 test utterances, also having clean recordings in the TIMIT test set, are
used. The system is trained only on the original TIMIT data, representing clean speech without
the distortions introduced by the communication channel but tested on the clean TIMIT test set
as well as the HTIMIT degraded speech.

The results for the proposed technique are compared with those obtained for several
other robust feature extraction techniques namely RASTA (Hermansky and Morgan, 1994),
auditory model based front-end (Old.) (Tchorz and Kollmeier, 1999), Multiresolution RASTA
(MRASTA) (Hermansky and Fousek, 2005), and the advanced-ETSI (noise-robust) distributed
speech recognition front-end (ETSI, 2002). The results of these experiments on the clean test
conditions are shown in the top panel of Table 1. The conventional perceptual linear prediction
(PLP) feature extraction used with a context of nine frames (Pinto et al., 2007) is denoted as
PLP-9. RASTA-PLP-9 features use a nine frame context of the PLP features extracted after
applying the RASTA filtering (Hermansky and Morgan, 1994). Old.-9 refers to the nine frame
context of the auditory model based front-end reported in (Tchorz and Kollmeier, 1999). The
ETSI-9 corresponds to a nine frame context of the features generated by the ETSI front-end.
The FDLP features derived using static, dynamic and combined (static and dynamic) compres-
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Fig. 2. �Color online� Static and dynamic compression of the temporal envelopes: �a� a portion of 1000 ms of
full-band speech signal, �b� the temporal envelope extracted using the Hilbert transform, �c� the FDLP envelope,
which is an all-pole approximation to �b� estimated using FDLP, �d� logarithmic compression of the FDLP envelope,
and �e� adaptive compression of the FDLP envelope.

Table 1. Recognition accuracies �%� of individual phonemes for different feature extraction techniques on clean
and telephone speech.

Clean speech

PLP-9 R-PLP-9 Old.-9 MRASTA ETSI-9 FDLP-Stat. FDLP-Dyn. FDLP-Comb.

64.9 61.2 60.3 63.9 63.1 63.1 59.7 65.4

Telephone speech
PLP-9 R-PLP-9 Old.-9 MRASTA ETSI-9 FDLP-Stat. FDLP-Dyn. FDLP-Comb.

34.4 46.2 45.3 47.5 47.7 50.8 48.7 52.7
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sion are denoted as FDLP-Stat., FDLP-Dyn., and FDLP-Comb. respectively (Sec. 2). The per-
formance on clean conditions for the FDLP-Dyn. and Old.-9 features validates the claim in
Tchorz and Kollmeier (1999) regarding the effects of the distortions introduced by adaptive
compression model on the higher signal modulations. The experiments on clean conditions also
illustrate the gain obtained by the combination of the static and dynamic modulation spectrum
for phoneme recognition. The bottom panel of Table 1 shows the average phoneme recognition
accuracy [100—PER, where PER is the phoneme error rate (Pinto et al., 2007)] for all the nine
telephone channels. The proposed features, on the average, provide a relative error improve-
ment of about 10% over the other feature extraction techniques considered.

4. Discussion

Table 2 shows the recognition accuracies of broad phoneme classes for the proposed feature
extraction technique along with a few other speech analysis techniques. For clean conditions,
the proposed features (FDLP-Comb.) provide phoneme recognition accuracies that are compe-
tent with other feature extraction techniques for all the phoneme classes. In the presence of
telephone noise, the FDLP-Stat. features provide significant robustness for fricatives and nasals
(which is due to modeling property of the signal peaks in static compression) whereas the
FDLP-Dyn. features provide good robustness for plosives and affricates (where the fine tempo-
ral fluctuations like onsets and offsets carry the important phoneme classification information).
Hence, the combination of these feature streams results in considerable improvement in perfor-
mance for most of the broad phonetic classes.

5. Summary

We have proposed a feature extraction technique based on the modulation spectrum. Subband
temporal envelopes, estimated using FDLP, are processed by both a static and a dynamic com-
pression and are converted to modulation frequency features. These features provide good ro-
bustness properties for phoneme recognition tasks in telephone speech.

Table 2. Recognition accuracies �%� of broad phonetic classes obtained from confusion matrix analysis on clean
and telephone speech.

Clean speech

Class PLP-9 MRASTA FDLP-Stat. FDLP-Dyn. FDLP-Comb.

Vowel 83.3 81.9 82.7 81.3 83.8
Diphthong 75.1 73.0 70.7 67.9 74.2

Plosive 81.6 80.5 79.5 78.2 81.6
Affricative 69.1 68.8 64.6 62.5 69.9
Fricative 81.8 80.1 80.0 77.8 81.9

Semivowel 72.2 71.6 70.7 69.5 73.5
Nasal 80.4 79.2 80.8 77.7 82.4

Telephone speech
Class PLP-9 MRASTA FDLP-Stat. FDLP-Dyn. FDLP-Comb.

Vowel 61.1 74.2 77.5 77.6 79.8
Diphthong 51.1 68.2 63.4 61.7 67.2

Plosive 46.9 52.5 56.1 59.0 59.0
Affricative 28.0 38.5 35.7 36.9 39.8
Fricative 63.3 70.7 78.5 74.0 79.4

Semivowel 55.8 61.3 60.5 60.7 63.8
Nasal 35.4 57.7 66.6 64.9 68.7
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time-reversed rooms
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Abstract: The effects of time-reversed room acoustics on word recognition
abilities were examined using virtual auditory space techniques, which al-
lowed for temporal manipulation of the room acoustics independent of the
speech source signals. Two acoustical conditions were tested: one in which
room acoustics were simulated in a realistic time-forward fashion and one in
which the room acoustics were reversed in time, causing reverberation and
acoustic reflections to precede the direct-path energy. Significant decreases in
speech intelligibility—from 89% on average to less than 25%—were ob-
served between the time-forward and time-reversed rooms. This result is not
predictable using standard methods for estimating speech intelligibility
based on the modulation transfer function of the room. It may instead be due
to increased degradation of onset information in the speech signals when
room acoustics are time-reversed.
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1. Introduction

Classic demonstrations have revealed that backwards playback of speech recordings in rever-
berant environments results in greatly increased audibility of the acoustic reflections and rever-
beration (Houtsma et al., 1987). Unfortunately, this time-reversal manipulation also causes the
speech source signal to become unintelligible, since it too is reversed in time. Objective mea-
sures of speech intelligibility would therefore not be valid measures of the time-reversal effects
of room acoustics in such demonstrations. Here, an improved method using virtual auditory
space (VAS) techniques to manipulate temporal aspects of (simulated) room acoustics indepen-
dent of the speech source signals is described and tested. Speech intelligibility was measured
for normal time-forward speech signals in two acoustical conditions: one in which room acous-
tics were simulated in a realistic time-forward fashion; and one in which the room acoustics
were reversed in time, causing reverberation and acoustic reflections to precede the direct-path
energy. This manipulation is interesting because it represents an extreme listening situation with
which listeners have likely had very little experience. It also does not affect the modulation
transfer function (MTF) of the room, which describes the way the room modifies the temporal
energy distribution of a sound signal and has been shown to be highly predictive of speech
intelligibility in rooms (Houtgast and Steeneken, 1973, 1985).

Of additional interest is the extent to which listeners might adapt to realistic “plau-
sible” listening environments (Clifton et al., 1994; Hartmann, 1997) and not to “implausible”
time-reversed environments, as well as the impact of realistic binaural input on these effects.
Results by Watkins (2005b) indicate that the prior listening exposure in reverberant environ-
ments returns performance in a categorical speech perception task to levels consistent with
those observed in much less reverberant listening situations, presumably through a process of
perceptual adaptation to the listening environment. The adaptation is decreased when the acous-
tics of the prior listening context are made implausible through time-reversal (Watkins, 2005b,
2005a), and does not appear to depend on binaural input (Watkins, 2005b), although binaural
listening is in general known to facilitate speech intelligibility in reverberant environments (Na-
belek and Robinson, 1982).
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2. Methods

2.1 Listeners

Ten listeners (four female) ages 19–51 years participated in the experiment. All had normal
hearing, as verified by standard (ANSI-S3.9, 1989) audiometric screening.

2.2 Stimuli

VAS techniques were used to simulate a reverberant room with dimensions of 5.7�4.3
�2.6 m and broadband reverberation time �T60� of approximately 1.5 s. To implement the
simulation, a simple model of a binaural room impulse response (BRIR) was constructed using
an image-model (Allen and Berkley, 1979) to simulate early reflections and a statistical model
of the late reverberant energy. The direct-path and 500 early reflections were all spatially ren-
dered using head-related transfer functions measured from 613 spatial locations surrounding a
single representative listener in an anechoic chamber, using methods fundamentally similar to
those described in detail by Wightman and Kistler (1989). This listener did not participate in
any subsequent behavioral testing. Each reflection was attenuated based on path-length, an av-
erage surface absorption coefficient, and the reflection order. Diffuse late reverberation was
simulated in the BRIR using independent Gaussian noise samples for each ear shaped by decay
functions derived from the Sabine equation (Sabine, 1922) in each of six octave bands ranging
from 125 to 4000 Hz. In general, this simulation technique is similar to those implemented in
other studies (Heinz, 1993; Naylor, 1993) and has been shown to produce simulations that are
perceptually similar to those derived from measurements in a real room (Zahorik, 2004).

Time-forward and time-reversed BRIRs were convolved (using MATLAB® software)
with time-forward sentences (adult talker) from the Hearing in Noise Test (HINT) sentence
corpus (Nilsson et al., 1994). The simulated spatial location of the speech source was 1.4 m in
front of the listener at ear level, in the approximate center of the virtual room. A graphical
description of this stimulus generation procedure is shown in Fig. 1. Multimedia examples of
the time-forward and time-reversed stimuli shown in Fig. 1 are available (Mm1 and Mm2),

Speech
Waveform

Room Impulse Responses

Results

Time-Forward Time-Reversed

1 s

* *

Fig. 1. Stimulus generation scheme for time-forward and time-reversed binaural room impulse responses �left ear
shown�. Results displayed are from Mm1 and Mm2.
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along with analogous stimuli generated using a different sentence (Mm3 and Mm4).

Mm. 1. Example of a sentence (“The tub faucet is leaking”) convolved with a time-forward BRIR.
This is a file of type “wav” �856 KB�.

Mm. 2. Example of a sentence (“The tub faucet is leaking”) convolved with a time-reversed BRIR.
This is a file of type “wav” �856 KB�.

Mm. 3. Example of a sentence (“The truck drove up the road”) convolved with a time-forward
BRIR. This is a file of type “wav” �793 KB�.

Mm. 4. Example of a sentence (“The truck drove up the road”) convolved with a time-reversed
BRIR. This is a file of type “wav” �793 KB�.

In addition to binaural simulations that would be representative of those received in a
real-room listening situation, diotic presentations—in which the simulated results for each ear
were summed and delivered to both ears—were tested to determine the extent to which natural
binaural information is important for speech recognition abilities in the simulated listening
environments.

All stimuli were presented over equalized Beyerdynamic DT-990-Pro headphones us-
ing a Digital Audio Labs CardDeluxe for D/A conversion (24-bit, 44.1 kHz) at moderate level
(approximately 65 dB SPL) within a double-walled sound isolation chamber (Acoustic Sys-
tems).

2.3 Design and procedure

Listeners were tested in both binaural and diotic presentation conditions of the two room acous-
tic conditions: time-forward and time-reversed. The four resulting conditions were run in
blocks, with order counterbalanced. Subjects were presented with each sentence stimulus one
time and asked to repeat as many words in the sentence as possible. Forty sentences were pre-
sented in two 20-sentence blocks for each condition. Sentence recognition scores (proportion of
correct words within a given sentence) were computed for each sentence based on the subject’s
responses. Subjects also completed an initial baseline condition in which ten sentences were
presented diotically in the absence of any room acoustic processing.

3. Results

3.1 MTF analyses

MTFs were computed for both time-forward and time-reverse BRIRs in octave bands with cen-
ter frequencies ranging from 125 Hz to 8 kHz, following methods described by Steeneken and
Houtgast (1980). Figure 2 displays MTF results for time-forward (filled symbols) and time-
reversed (open symbols) impulse responses in the 1-octave band centered at 1 kHz. The solid
curve represents a theoretical MTF (Houtgast and Steeneken, 1985) for a room with 1.5 s re-
verberation time �T60�, which has a low-pass magnitude characteristic. Close agreement may be
observed between most measured and predicted values, indicating that time reversal of the im-
pulse response does not affect the MTF. Similar results were observed in other octave bands (not
shown).

The Speech Transmission Index (STI) integrates results from MTFs measured in oc-
tave bands from 125 Hz to 8 kHz (Houtgast and Steeneken, 1985) and indicates the amount of
temporal modulation reduction imposed by the room (ranging from 0 “complete reduction” to 1
“no reduction”). As a result, high STI values have been shown to correspond to high levels of
speech intelligibility (Houtgast and Steeneken, 1973, 1985). Since STI is derived from the
MTF, it too should be unaffected by the time-reversal manipulation. STI values were computed
for both the time-forward and time-reversed room impulse responses using one of the HINT
sentence stimuli. As predicted, the values were very similar: 0.4549 (time-forward) and 0.4325
(time-reversed). Previous results indicate that these STI values would produce approximately
85% correct identification in a CVC-type task (Houtgast and Steeneken, 1973).
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It is important to note that past study of the MTF/STI concept in relation to speech
intelligibility and room acoustics has considered only the magnitude characteristics of MTFs
(Houtgast and Steeneken, 1973, 1985), yet MTFs are technically complex functions with both
magnitude and phase characteristics. Although it has been demonstrated that the time-reversal
manipulation in this study does not affect the magnitude characteristic of the MTFs (or the STI),
the phase characteristics of the MTFs were dramatically affected by this manipulation.

3.2 Word recognition

Figure 3(a) displays the mean word recognition scores for each of the experimental conditions.
All subjects performed predictably well in the baseline condition (no room simulation): cor-
rectly identifying all the words in the sentences presented. The addition of normal time-forward
acoustics of a reverberant room reduced word recognition scores to approximately 89% on
average. This result is roughly consistent with the 85% speech intelligibility prediction based on
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the STI for the simulated room. Sentence recognition scores were dramatically reduced for the
time-reversed acoustics (approximately 25% correct on average) relative to the time-forward
acoustics. A repeated-measures ANOVA on the arcsine-transformed (Kirk, 1982) word recog-
nition scores confirmed that this difference was highly significant, F�1,9�=1055, p�0.0001,
�2=0.992. These effects of time-reversing the room impulse response are not explainable on the
basis of MTF-type analyses, because the time-forward and time-reversed conditions yielded
nearly identical STI values. The effect is also readily apparent under informal listening situa-
tions, such as those demonstrated in Mm1 versus Mm2 and Mm3 versus Mm4.

Slight, but statistically significant, increases in performance were also observed (Fig.
3(a)) for binaural listening conditions relative to diotic listening, F�1,9�=5.35, p�0.05, �2

=0.373. This result is consistent with previous literature (Nabelek and Robinson, 1982).
To test for potential room adaptation effects, we compared average performance for

the first ten sentences presented in each block of trials versus the last ten sentences on a listener-
by-listener basis. If room adaptation takes place over the course of a trial block in which re-
peated listening from the same acoustic environment takes place, then word recognition perfor-
mance should also improve during the trial block. This result was observed for the time-forward
binaural condition only, where word recognition scores improved by nearly six percentage
points (see Fig. 3(b)). This improvement was highly significant, F�1,9�=31.23, p�0.001
(Bonferonni correction), �2=0.776, and is consistent with the notion of an environmental ad-
aptation effect in which familiarity with a natural acoustic environment can aid in speech intel-
ligibility performance (Watkins, 2005b, 2005a). All other conditions show either no change, or
else a small decrease, F�1,9�=5.67, p�0.05 (Bonferonni correction), �2=0.386, in perfor-
mance between first and last ten sentences. These latter results are inconsistent with simple
practice effects causing the improvement in performance for the time-forward binaural condi-
tion.

3.3 Onset analysis

One potential explanation for the dramatic decrease in intelligibility between time-forward and
time-reversed room acoustics is that the latter disrupts onset information in the speech stimulus
much more than the former. To examine this possibility, we quantified the onset information
present in the various sentence stimuli (full 8 kHz bandwidth) used in this experiment by first
computing the instantaneous slope (1st derivative) of the time waveform’s amplitude envelope
(extracted using a second-order Butterworth low-pass filter with 10 Hz cutoff) and then taking
the mean of all positive slope values in each sentence. Larger values of this measure generally
indicate more rapid amplitude onsets in the time waveform. Figure 4 displays the distributions
of this onset measure for each of 170 sentences with either no processing, time-forward room
processing (left ear only), or time-reversed room processing (left ear only). Mean onset mea-
sures for the three conditions (matched-observations) were significantly different, F�2,338�
=1676, p�0.0001, �2=0.908, and strongly correlated with mean word recognition perfor-
mance in the three conditions �r=0.88�.

4. Discussions and conclusions

These results demonstrate that speech intelligibility is dramatically degraded when reverbera-
tion and echoes precede direct path energy in simulated room environments. Although the pre-
cise cause of the intelligibility degradation is not known, it cannot be explained by MTF-type
analyses of the rooms and does not appear to depend critically on binaural input. It may instead
be related to the resulting degradation of onset information in the speech signals, which has
been argued to be particularly important for speech intelligibility, from both computational
(Régnier and Allen, 2008) and neurophysiological perspectives (Heil, 2003). Further study will
be needed to more fully test this onset hypothesis, using stimulus conditions more conducive to
evaluating speech onset information, such as consonant-vowel pairs.

Additional results from this study are suggestive of adaptive processes that mediate the
contributions of room acoustics under plausible time-forward conditions (Clifton et al., 1994;
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Hartmann, 1997), but not in implausible time-reversed conditions. Although consistent with
results of Watkins (2005b, 2005a), further research will be required to more fully understand
the conditions under which the adaptation occurs, its potential mechanisms, and its relationship
to other adaptation phenomena in acoustically reflective environments that relate to apparent
sound direction (Freyman et al., 1991).
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Abstract: The detectability of a tone added to a masker is superior when
the detection trial is preceded by the masker than the signal-plus-masker. This
auditory enhancement can withstand long temporal gaps between the precur-
sor and the trial, suggesting that for yes/no trials sensitivity may depend on
the stimulus presented in the prior trial. The results from an experiment ex-
amining the detectability of a 1000-Hz tone added to 6-tone maskers con-
firmed sequential effects on sensitivity. The values of d� were higher when
the prior trial was a no-signal (masker alone) trial compared to a signal
(signal-plus-masker) trial.
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1. Introduction

The detectability of a tone added to a masker can be substantially improved if the signal’s onset
is delayed relative to the masker’s onset (e.g., Green, 1969). For relatively long-duration signal
tones (hundreds of ms) delaying the signal onset relative to the masker onset can lead to thresh-
old reductions of 10–20 dB if the masker and signal are not spectrally overlapping (e.g., Vi-
emeister, 1980; McFadden and Wright, 1990; Wright et al., 1993; Richards et al., 2004; see also
McFadden and Wright, 1992, for an example of reduced thresholds when there is masker energy
at the signal frequency). Here, this phenomenon is described using a single term, enhancement,
even though experiments in which this phenomenon has been demonstrated include experi-
ments that appear to depend relatively more or relatively less on peripheral versus central
limitations/processes (e.g., multiple narrowband noise maskers, McFadden and Wright, 1990;
Wright et al., 1993; noise maskers, Viemeister, 1980; multitone maskers, Viemeister, 1980;
versus maskers composed of harmonics of a common fundamental frequency, Viemeister,
1980; multitone informational maskers, Richards and Neff, 2004; Richards et al., 2004).

Enhancement occurs not only when the signal onset is delayed relative to the masker
onset, but also when there is a temporal gap between the early masker and the onset of the
simultaneously presented masker and signal (when presented) (e.g., Viemeister, 1980). Here,
we refer to the early masker as the precursor. For a masker and signal that shared a common
fundamental frequency, Viemeister (1980) found that enhancement withstood precursor-trial
delays as long as 6 s. Indeed, owing to the persistence of the enhancement effect, Viemeister
(1980) pointed out that the phenomenon does not lend itself to study using traditional psycho-
physical methods such as the two-interval, two-alternative forced-choice procedure. In a similar
vein, in an informational masking task, Richards et al. (2004) decomposed same-different trials
separated by several hundred ms and discovered that the resulting “virtual” single-interval trials
preceded by a masker yielded higher values of d� than trials preceded by a signal-plus-masker.
Also with regard to informational maskers, Lutfi and Alexander (2005) observed context effects
such that the detectability of a tone in quiet could decrease when tone-in-quiet trials were inter-
mixed with informational masking trials. This result may ultimately be found to reflect sequen-
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tial trial-by-trial interactions similar to enhancement, although that hypothesis was not exam-
ined in their paper. With regard to experiments likely to reflect relatively more peripheral
limitations, and again for relatively long signal durations �60 ms�, McFadden and Wright
(1990) obtained, for some subjects, enhancement that withstood at least a 350 ms delay be-
tween the precursor and the stimulus interval. In their experiment the signal to be detected was
a narrowband of noise and the masker was composed of multiple narrow bands of noise.

These examples of relatively long-lived persistence of auditory enhancement suggest
that auditory enhancement might give rise to sequential effects in yes/no experiments in a vari-
ety of psychophysical tasks. The hypothesis tested here is that sensitivity in a masked detection
task changes depending on whether the prior trial was a no-signal or a signal trial. It should be
noted that this report was based on a retrospective analysis of an existing data set, a data set for
which the masking is presumed to be relatively peripheral (energetic) rather than relatively
central. Due to the retrospective aspect of this report, the choice of the stimuli does not reflect an
effort to maximize enhancement effects. Instead, the experiment and results reflect stimuli and
stimulus presentations that are typically used in psychoacoustics experiments (e.g., the time
between trials was self-paced, etc.).

In the experiment analyzed, 12 distinct maskers were tested in separate blocks. Each
masker was composed of six tones with different frequencies for the different maskers. The
signal to be detected was a 1000-Hz tone. A yes/no procedure was used. In order to test for
sequential effects on sensitivity, detection trials were separated into groups based on whether
the prior trial was a no-signal trial or a signal trial. In parallel with typical auditory enhancement
experiments, for the former group of trials the prior trial would encourage enhancement be-
cause there was no energy at the signal frequency and for the latter group of trials the prior trial
would not encourage enhancement because there was energy at the signal frequency. Thus, one
would expect values of d� to depend on whether the current trial was preceded by a signal or a
no-signal trial.

2. Methods

2.1 Subjects

Eight normal-hearing subjects (S1–S8) ranging in age from 20 to 32 years participated in the
experiments. All subjects had thresholds in quiet of 15 dB HL or lower for octave frequencies
from 250 to 8000 Hz. Four of the subjects (S1–S4) had previously participated in psychoa-
coustics experiments. Subjects were compensated for their participation, except S5, the second
author. Subjects were tested individually in double-walled sound-attenuated booths.

2.2 Stimuli

The subjects’ task was to detect a tonal signal added to a six-tone equal-amplitude “frozen”
masker. Twelve maskers were tested and Table 1 shows the frequencies of the components that
comprised each masker. The level of each component was 50 dB SPL and the phases of the
masker components were originally chosen at random, but fixed across trials. The signal to be
detected was a 1000-Hz sinusoid whose phase was chosen at random on each presentation. The
signal, when present, was synchronous with the masker. The duration of the stimuli was 102 ms
including 5-ms cosine-squared onset and offset ramps.

The digitally generated stimuli were presented using two channels of a 16-bit digital-
to-analog converter at a sample rate of 20 kHz. The stimuli were low-pass filtered at 7 kHz
using matched filters (Stewart VBF 10M), separately attenuated, summed and presented dioti-
cally through Sennheiser HD410 SL headphones.

2.3 Procedure

A single-interval yes/no procedure was used. Subjects indicated the presence/absence of the
signal by pressing the appropriate response key. As a result, the time between trials was self-
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paced by the subjects. On average, the time that elapsed between trials was approximately 2.1 s,
with a range of 1.5–2.8 s across subjects and maskers. Visual feedback as to the correctness of
each response followed each trial.

Experienced subjects ran ten sets of 60 trials, with frequent breaks. Three signal levels
were tested, those values having been chosen based on approximately 2 h of practice prior to
data collection for each masker such that the values of d� were approximately 1, 1.6, and 2.2.
Accordingly, different signal levels were tested for different subjects and different maskers.
Within each 60-trial set, 30 trials were no-signal trials. Of the remaining 30 trials the signal
levels were intermixed such that each signal level was presented ten times in random order. Data
collection was blocked by masker, and the order in which the different maskers were tested was
different for the different subjects.

2.4 Analysis

In order to examine the effect of the prior stimulus on signal detection performance, trials were
separated into two groups: trials preceded by a signal trial and trials preceded by a no-signal
trial. This grouping was done separately for each subject and each masker tested. Values of d�
and the criterion, c [defined as zhit-zFA and −0.5�zhit+zFA�, respectively; Macmillan and Creel-
man, 2005], were then estimated for both groups. However, various constraints were placed on
the trial selection, as described below.

The first constraint reflects the fact that in past informational masking experiments
(e.g., Richards et al., 2004) when trials were preceded by a “signal-plus-masker” cue, the signal
level was the same for both the cue and the signal. In the current experiment, when a trial was
preceded by a signal trial, the signal might have one of three levels. In an effort to reduce the
potential confound of differences in signal levels presented in the current and previous trial,
only trials for which the signal levels were the same for both were considered. Additional work
will be required to determine whether this constraint is necessary, or whether the current sorting
procedure could be applied to data from experiments in which signal levels are adjusted adap-
tively. Second, for the lowest signal level the resulting values of d� were sometimes near zero
and so the results from the lowest signal level were not considered. Third, for the highest signal
levels, the resulting values of d� sometimes approached infinity (a hit rate of 1), and so those
trials were also removed from the analysis. Thus, in the final evaluation, only midlevel signal
trials were evaluated.

Table 2 shows the summary information for the trials ultimately studied. The intensi-
ties of the midlevel signals and the corresponding global values of d� are shown for each masker

Table 1. The frequencies for each masker component are indicated using dashes.

Masker

Frequency �Hz�

252 317 399 502 631 795 1259 1584 1993 2509 2157 3973

1 — — — — — —
2 — — — — — —
3 — — — — — —
4 — — — — — —
5 — — — — — —
6 — — — — — —
7 — — — — — —
8 — — — — — —
9 — — — — — —
10 — — — — — —
11 — — — — — —
12 — — — — — —
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and each subject. The values of d�, while somewhat variable, are near the target value of 1.6. The
variation in signal level across maskers makes clear that not all maskers were equally effective.
For example, due to the absence of masker energy in the region of the 1000-Hz signal (see Table
1), masker No. 1 provided less masking than the others.

For the primary analysis, the values of d� and c were separately estimated depending
on whether the prior trial was a signal or no-signal trial, and this analysis was applied separately
for each subject and for each of the 12 maskers tested. As a result, relatively few trials contrib-
uted to some of the estimates. Given the total of 600 trials for each masker, half of which were
signal trials, and the fact that three signal levels were tested, a midlevel signal trial was pre-
ceded, on average, by a midlevel signal trial only 17 times and by a no-signal trial 50 times. For
no-signal trials the expected numbers are somewhat improved: a no-signal trial was preceded by
a midlevel signal trial 50 times and preceded by a no-signal trial 150 times. The expectation was
that even though the number of trials contributing to each value of d� and c may be modest, the
large number of maskers (12) and subjects (8) would provide sufficient statistical power to test
the hypothesis that there is a change in sensitivity conditional upon whether the prior trial was a
signal or a no-signal trial.

3. Results and discussion

Table 3 tabulates the estimates of d� for trials preceded by no-signal �dN� � and signal �dS�� trials
for each masker and each listener. Figure 1 plots these results as a scatterplot. Results for dif-
ferent subjects are plotted using different symbols and for each subject the results for 12
maskers are plotted separately using only one symbol. The diagonal indicates points of equal d�,
i.e., no effect of the type of the prior trial. The data tend to fall below the diagonal, suggesting
superior sensitivity when a trial was preceded by a no-signal than a signal trial. On average the
values of d� were 0.3 larger when the trial was preceded by a no-signal trial than when it was
preceded by a signal trial (see Table 3).

These results were analyzed using two repeated-measures ANOVAs. For the first
ANOVA the random variable was subject identity and the fixed variables coded the preceding
trial type and masker identity. For the second ANOVA, the random variable was masker identity
and the fixed variables coded the preceding trial type and subject identity. Note that main effects
of either subject or masker identity are not meaningful because the signal levels were chosen for
different subjects and different maskers—a main effect would simply point to a failure to
achieve equal values of d� across subjects and maskers. The interaction terms are, however, of

Table 2. The signal level �dB SPL� and d� are listed for each masker and each subject.

Masker

Subject

S1 S2 S3 S4 S5 S6 S7 S8

L d� L d� L d� L d� L d� L d� L d� L d�

1 18 1.7 22 1.7 16 1.1 27 0.9 26 1.8 33 1.4 36 2.2 35 1.7
2 40 1.5 39 2.0 35 1.6 40 1.4 37 2.6 49 1.9 43 2.1 48 1.7
3 31 1.1 30 1.1 33 2.1 41 1.1 36 2.6 46 1.7 44 1.5 36 0.9
4 32 1.7 35 1.1 26 1.2 38 1.7 31 2.2 41 1.6 40 2.5 41 2.0
5 27 1.7 41 2.8 24 1.2 39 0.9 27 1.8 44 1.4 48 2.3 39 1.6
6 37 1.4 38 1.6 35 1.0 42 1.4 34 0.9 49 1.4 51 2.0 45 1.4
7 41 1.6 47 2.1 37 1.1 42 1.7 39 1.5 53 2.0 46 1.1 48 1.5
8 32 1.2 35 1.5 29 0.7 45 0.8 37 1.7 44 0.9 44 2.0 36 1.6
9 39 2.2 36 1.6 38 1.9 48 1.3 37 1.4 47 1.3 48 2.2 48 1.3
10 26 0.9 33 1.0 29 1.5 39 1.6 31 1.1 41 1.5 45 2.0 43 1.9
11 34 2.1 32 0.8 25 1.0 36 0.1 35 1.5 44 2.3 46 2.7 45 1.4
12 25 1.4 32 1.6 24 1.6 33 0.9 28 0.3 40 1.2 39 1.7 46 2.1
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interest in order to evaluate whether the change in sensitivity associated with the type of prior
trial (if a change exists) depends on individual differences or masker spectra, respectively.

The former ANOVA indicated a significant effect of the preceding trial type (F�1,7�
=18.7, p�0.005), but the effect of masker identity and the interaction term were not significant
�p�0.25�. The latter ANOVA indicated a significant effect of the preceding trial type
(F�1,11�=19.1, p�0.005). Additionally there was a significant effect of subject identity
(F�7,77�=2.6, p�0.05) but the interaction term was not significant �p�0.3�. Thus, the 0.3
shift in d� associated with the properties of the prior trial is statistically significant, and is con-
sistent with expectations associated with auditory enhancement. As a counter point to this find-
ing, Purks et al. (1980) failed to reveal a significant effect of prior trials on sensitivity in an
identification task.

Table 3. Values of d� for trials preceded by no-signal trials �dN� � and signal trials �dS�� are listed for each masker and
each subject.

Masker

Subject

S1 S2 S3 S4 S5 S6 S7 S8 AVG

dN� dS� dN� dS� dN� dS� dN� dS� dN� dS� dN� dS� dN� dS� dN� dS� dN� dS�

1 1.6 2.3 2.4 1.1 1.5 1.0 1.1 0.6 1.8 2.4 1.6 0.9 2.2 2.2 1.8 1.8 1.7 1.5
2 1.6 1.2 2.7 1.5 2.0 1.5 1.7 1.2 2.4 2.7 2.3 2.0 2.3 2.5 2.2 2.1 2.2 1.8
3 1.0 0.9 0.9 1.3 1.9 2.1 1.5 0.7 2.6 2.8 2.1 1.6 1.4 2.0 1.2 0.6 1.6 1.5
4 1.7 1.6 1.6 0.7 1.7 1.0 2.2 2.2 2.2 2.4 1.8 1.0 2.9 2.3 2.9 3.4 2.1 1.8
5 1.9 1.4 3.5 2.7 1.4 1.3 1.0 1.4 2.1 1.5 1.4 1.4 2.5 2.6 2.1 1.8 2.0 1.7
6 1.6 1.4 2.1 1.5 1.0 1.5 1.8 0.9 0.7 1.2 1.7 1.2 1.9 2.4 2.0 1.8 1.6 1.5
7 1.9 1.6 2.5 1.8 1.4 1.0 1.8 2.1 1.4 1.7 2.1 2.5 1.0 1.0 2.0 1.2 1.8 1.6
8 1.4 1.0 1.6 1.4 0.8 0.8 1.0 0.6 2.1 1.9 0.5 1.7 2.4 1.9 1.8 1.0 1.5 1.3
9 2.3 1.6 1.6 1.5 1.9 2.4 1.7 1.1 1.1 1.9 1.0 1.7 2.5 1.3 1.8 0.9 1.8 1.5
10 1.2 1.0 1.3 1.2 1.6 2.1 1.9 1.7 1.2 0.8 1.6 1.2 2.2 2.8 1.9 2.4 1.6 1.6
11 2.6 1.8 1.3 0.5 1.5 0.3 0.2 0.0 1.8 1.6 2.7 1.7 2.9 2.4 1.7 1.1 1.8 1.2
12 1.7 1.3 1.9 2.0 2.0 1.6 0.8 1.2 0.6 0.0 1.5 0.6 2.1 0.6 2.7 1.4 1.7 1.1

Grand Average 1.8 1.5

Fig. 1. Values of d� for trials preceded by signal trials �ordinate� and trials preceded by no-signal trials �abscissa� are
plotted in a scatter plot. The different symbols are for different subjects. For each subject, the results for 12 maskers
are plotted separately.
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Next, consider the criteria. Past research has demonstrated both positive and negative
sequential effects in detection experiments (e.g., Carterette et al., 1966; Sandusky and Ahu-
mada, 1971). Such phenomena would typically be revealed as a reduction, or increase, in the
criterion value relative to neutral, respectively. In the current experiment, however, the value of
d� depended on the prior trial. Thus, shifts in “signal” and “no signal” response rates cannot be
simply described as changes in criteria because it is unknown how the assumed underlying
distributions changed (e.g., do both the signal and no-signal distribution shift depending on the
prior trial type?). Nonetheless, we were interested in evaluating whether subjects’ criteria place-
ment changed depending on the preceding trial type. A repeated-measures ANOVA was run for
the estimated criterion c using subject identity as the random variable and the preceding trial
type and masker identity as the fixed variables. Neither the main effects, nor the interaction
term, were significant �p�0.2�. Thus, listeners’ predilection to vote signal did not depend on
the prior trial type, although listeners’ sensitivity did depend on the prior signal type.

To summarize, the data indicate that for the detection of a tone added to a sparse
multitone masker, sensitivity in yes/no trials depends on the prior trial. The effect size was
small, a change of 0.3 in d�. Keeping in mind that the maskers tested here were not chosen to
maximize the magnitude of the enhancement, the current finding is of particular interest be-
cause many types of stimuli tested in psychophysical experiments might, when examined, be
found to contain sequential effects.

4. Summary and conclusions

Past work (e.g., Viemeister, 1980) has indicated an enhancement effect in which the detection of
a tone added to a masker is improved when a masker is continuous compared to when the
masker is pulsed with the signal. Viemeister’s results (see also Richards and Neff, 2004) indi-
cate enhancement effects can be quite long-lived, on the order of seconds. This suggests that
sensitivity in a yes/no masked detection task might depend on the characteristics of the stimulus
in the prior trial. An evaluation of an existing data set thought to reflect energetic, or peripheral,
masking confirmed sequential effects of prior trials on sensitivity in a simple yes/no masked
detection task. Regardless of whether the masking effects are thought to reflect relatively central
or relatively peripheral limitations/processing, there may be value in testing for sequential ef-
fects in masked detection experiments when yes/no trials are used.
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Abstract: This study investigated the effects of anthropogenic sound expo-
sure on the vocal behavior of free-ranging killer whales. Endangered South-
ern Resident killer whales inhabit areas including the urban coastal waters of
Puget Sound near Seattle, WA, where anthropogenic sounds are ubiquitous,
particularly those from motorized vessels. A calibrated recording system was
used to measure killer whale call source levels and background noise levels
�1–40 kHz�. Results show that whales increased their call amplitude by 1 dB
for every 1 dB increase in background noise levels. Furthermore, nearby ves-
sel counts were positively correlated with these observed background noise
levels.
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1. Introduction

Marine mammals use sound for activities essential to survival and reproduction (NRC, 2003).
They are often faced with the challenge of hearing these sounds in environments with noise
from both natural and anthropogenic sources. Anthropogenic sound exposure in marine mam-
mals has caused much concern, especially in cases that have extreme outcomes such as beaked
whale mass strandings coinciding with naval midfrequency sonar exercises (NRC, 2003).
While such exposure might lead to death, the occurrence of these sounds is relatively rare.
Other sources of anthropogenic sounds in the ocean, such as motorized vessel traffic in coastal
areas, are far more ubiquitous. Long-term exposure to prevalent anthropogenic noise may have
deleterious effects on marine mammal populations, particularly those that frequent coastal re-
gions where vessel traffic is concentrated. Although recent work in the laboratory has helped to
define what sound pressure levels or sound exposure levels would likely result in auditory ef-
fects such as temporary threshold shift or masking in individuals, determining such effects in
free-ranging marine mammals is challenging. Furthermore, information is lacking on what
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sound levels from specific anthropogenic sources result in behavioral responses in marine mam-
mals and how these might have negative impacts on individuals and populations. This informa-
tion is particularly crucial for informing policy designed to recover endangered populations.

Fishing-eating “resident” killer whales live in large and stable matrilineal groups, for-
age cooperatively (Ford and Ellis, 2006), and produce a variety of calls that have been described
as discrete, variable, and aberrant (Ford, 1989). Discrete calls of killer whales are stereotyped
and distinctive in structure as well as population-specific (Ford, 1987, 1989). Calls are thought
to play key roles in social bonds among kin, mates, and other conspecifics. For example, call
production and exchange is believed to function to maintain cohesion and coordination among
group members when individuals are dispersed and foraging (Ford, 1989). Southern Resident
killer whales (SRKWs), currently consisting of approximately 85 individuals among three (J, K,
and L) pods, are listed as endangered (NMFS, 2005) and are found in coastal waters of Wash-
ington state and British Columbia. These inlands waters are important foraging areas for this
population, particularly in the summer and fall where vessels, including ships, ferries, whale-
watching boats, and private boats, are also prevalent. For example, the average number of ves-
sels surrounding this population of killer whales in the summer is approximately 20 (Koski et
al., 2006) and it is not uncommon to find at least 50 vessels surrounding these whales during
summer weekends and holidays. The frequency range of noise emitted from close vessels over-
laps with the frequency range of killer whale calls (Ford, 1987; Erbe, 2002). Thus, this study
aimed to address the impacts of motorized vessel noise on SRKW vocal behavior which is
likely integral to their survival and reproductive success.

Individuals may compensate for background noise by changing their signal’s ampli-
tude, duration, repetition rate, and/or frequency. For example, SRKWs produced longer calls in
the presence of vessel noise following a large increase in whale-watching boats (Foote et al.,
2004). Such vocal compensation is often interpreted as an antimasking strategy for high back-
ground noise levels. Our goal was to investigate call amplitude compensation (the Lombard
effect), including measuring background noise levels and the number of nearby vessels of all
types associated with these noise levels that were undocumented in previous studies. This ap-
proach is critical to elucidate how vessel noise affects the behavior of endangered killer whales
and how they might compensate for changing levels of background noise to overcome masking
by specific anthropogenic sources in their environment.

2. Method

We collected data in waters surrounding the San Juan Islands, WA off of a 8-m Pacific alumi-
num skiff, RV Noctiluca, over several days from August 23–September 4, 2007 as weather
conditions and whale presence allowed it. Given the focus of this study on vessel noise effects,
all measurements were made in sea states ranging from 1

2 to 2.
When whales were sighted, the research vessel was positioned ahead and in the path of

the whales (approximately 500–1000 m) to obtain on-axis recordings, the motor was shut
down, and the recording equipment was deployed. We collected call and background noise data
continuously while recording latitude and longitude, total motorized vessel numbers within
1000 m (measured by a laser range finder, Yardage Pro, Bushnell), and pod and identification
(ID) of individual whales every 10 min. Individual whale IDs, distance from the research vessel
(estimated with the range finder) and direction (visually estimated in 30 deg increments) of
surfacing individuals relative to the research vessel were also taken opportunistically while
recordings were made. Water temperature and salinity were measured at 5 m increments down
to 30 m using a conductivity and temperature probe (YSI 30-M) at each location that acoustic
data were collected.

Call source levels and background noise levels were measured from a calibrated om-
nidirectional hydrophone (Reson TC-4033) connected to a low-noise bandpass preamplifier
(Reson VP2000, 1–100 kHz). A four-element hydrophone array (LabCore Systems) was used
for localization that had a 20-m aperture and consisted of 5-m spacing between hydrophones
1–2 and 2–3 and 10-m spacing between hydrophones 3–4. The array was deployed vertically
with hydrophone 1 at 5 m depth from the research vessel with a buoy and 10 kg weight. Signals
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were digitized using a MOTU Traveler (eight-channels, sampling rate 192 kHz), recorded using
a customized version of Ishmael 1.0 (Mellinger, 2002), and stored as five-channel wave files on
a PC laptop for analysis.

The range of a call was determined in Ishmael using time-of-arrival differences be-
tween hydrophone pairs in the array relative to the Reson hydrophone (hyperbolic localization).
A sound speed of 1485 m/s was assumed based on average temperature and salinity profiles
(MacKenzie, 1981). We determined the accuracy of Ishmael’s range estimates and transmission
loss in situ at two locations representative of where data were collected when no killer whales
were sighted in the area over several days. Previously recorded S1 calls (see Ford, 1987) were
projected using a sound source (Lubell LL 9816, 9 m depth) deployed from a dinghy at known
horizontal distances. Received levels indicated that spherical spreading loss was an appropriate
assumption. The largest resulting errors in source level occurred when the estimated range was
relatively close ��40 m� or far ��400 m�. This was expected because hyperbolic curves inter-
sect at large enough angles to fix a location in the region that is neither too far from the linear
array nor near its axis. At close ranges, range errors also results in larger source level errors
given the logarithmic nature of transmission loss as defined in Eq. (2). Thus, we only included
calls that were localized within an estimated range of 40–400 m. The subsequent range errors
resulted in an average calculated source level error of 2.6 dB.

Call source level and background noise level measurements in dBrms re 1 µPa were
made over a 250 ms duration and a bandwidth of 1–40 kHz using SpectraPLUS v5.0 (Pioneer
Hill) that was calibrated with 1 kHz pure tone projected in the water at a known received sound
pressure level. The bandwidth was chosen based on both the mean hearing curve of captive
killer whales (Szymanski et al., 1999) and the observed frequency range of SRKW discrete
calls when recorded on-axis. Background noise levels were taken just prior to a call (within 9 s)
unless other overlapping whale sounds were present. In those cases, background levels mea-
sured just after the call (within 9 s) were used instead. Only source levels for stereotyped, dis-
crete SRKW calls (Ford, 1987) are reported in the current study. The highest amplitude in dBrms
over a 250 ms duration within each call was chosen for calculating source levels. Call received
levels (RL) were calculated by subtracting background noise levels from the signal logarithmi-
cally as follows:

RL = 10 log�10�dBsignal/10� – 10�dBnoise/10�� . �1�

This was necessary given that the received signal level of the call was not always well above the
corresponding background level. Call source levels were then calculated (in dB rms re 1 µPa at
1 m) as

SL = RL + 20 log R , �2�

where R was the range of the call estimated by Ishmael. Similar to Foote et al. (2004), call
duration (to the nearest 0.01 s) was determined by using the cursor function of the sound analy-
sis software program (SpectraPLUS v5.0). Linear regression analysis was used to determine
relationships between call source levels and background noise levels, between call duration and
background noise levels, and between background noise levels and log10 vessel counts. A t-test
was also used to compare differences in call duration between low (�110 dB re 1 µPa) and high
(�110 dB dB re 1 µPa) noise conditions.

3. Results and discussion

Call source levels and background noise levels were determined from recordings collected on
four days (8/28/07, 8/29/07, 9/1/07, and 9/2/07). Only members of J pod were present on three
of these four days, while all three pods (J, K, and L) were present on the other day. Call source
levels in the 1–40 kHz band ranged from 133 to 174 dB re 1 µPa at 1 m with a mean of
155.3 dB re 1 µPa at 1 m (±7.4 SD). This mean was within 3 dB of stereotyped call source
levels reported by Miller (2006) in Northern Resident killer whales despite differences in band-
width, duration, and transmission loss assumptions used in making these measurements. Back-
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ground noise levels in the 1–40 kHz band ranged from 98 to 123 dB re 1 µPa with a mean of
110.1 dB re 1 µPa (±4.1 SD). Nearby vessel counts ranged from 1 to 46.

We found a significant positive correlation between call source level and background
noise level across all call types (p�0.001, Radj

2 =0.25, n=274). Since source levels and duration
vary by call type (Ford, 1987; Miller, 2006) the subsequent analyses were restricted to one call
type (S1) with the largest sample size. Examples of the S1 call recorded at similar ranges in
relatively quiet and noisy conditions are shown in Fig. 1. Background noise levels explained
approximately 50% of the variation in S1 call source levels (p�0.001, Radj

2 =0.48, n=104; Fig.
2(a)). Sample sizes were too small for similar regression analyses of other call types. The slope
of the fitted regression line indicated that S1 call source level increased by approximately 1 dB
for every 1 dB increase in background noise level (Fig. 2(a)). Furthermore, vessel traffic was
clearly correlated with background noise levels (p�0.001, Radj

2 =0.45, n=274; Fig. 2(b)). Al-
though it appears that S1 calls were produced at more or less equal source levels for correspond-
ing background levels below 105 dB re: 1 µPa (Fig. 2(a)), the sample size below this back-
ground noise level was insufficient to precisely determine a threshold effect, and this
observation warrants further investigation. Durations of these S1 calls ranged from
0.49 to 1.58 s with a mean of 0.95 s (±0.24 SD). Although the example in Fig. 1 shows a longer
S1 call in the noisier condition, we found no significant slope or difference in call duration with
changes in background noise level.

To our knowledge, these are the first data describing the Lombard effect in killer
whales. Whales increased their call source level by 1 dB as background noise levels increased
by 1 dB, at least over the range of background noise level measurements observed in this study.
Schiefele et al. (2005) also reported a similar rate of vocalization level increase in response to a
passing vessel in St. Lawrence River beluga. The upper range of background noise levels re-
ported in the current study corresponded to approximately 45 nearby vessels. Such vocal com-
pensation behavior by calling whales is presumably an effort to maintain adequate signal to
noise ratios relative to listening whales.

Killer whales did not adjust their call duration over the range of background noise
levels measured in this study. In contrast, Foote et al. (2004) reported a significant increase in
killer whale call duration in the presence of vessel noise compared to in the absence of vessel
noise. Differences in the results might be related to methodological differences between studies
such as how vessel noise was assessed and/or the time span of data collection. Given that the
current study did not include data from “no vessel noise” conditions, it is also possible that
killer whales adjust call duration as a step response while they adjust call amplitude as a graded
response to high background noise levels.

The results presented here show that as background noise from vessel traffic increases,
killer whales adjust their vocal behavior by increasing call amplitude. The potential costs of

Fig. 1. Examples of killer whale calls recorded from an estimated range of 70 m in different noise levels based on
dBrms measurements between 1 and 40 kHz �a� S1 call in noise level of 100 dB re 1 �Pa and �b� S1 call in noise
level of 115 dB re 1 �Pa. Arrows indicate the call in the time series.
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such vocal compensation are important to consider. For example, increasing vocal output to
compensate for noise might have energetic costs (Oberweger and Goller, 1991), lead to in-
creased stress levels, or degrade communication among individuals which could affect their
activity budget. At some level, background noise could also completely impede the use of calls
by killer whales for communicative functions.
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Abstract: Modulation detection thresholds of a sinusoidally amplitude-
modulated tone were measured for two different positions of the low-level
carrier relative to the fine structure of the threshold in quiet. Modulation de-
tection thresholds were higher for a carrier at a fine-structure minimum than
for a carrier at a fine-structure maximum, regardless of whether the carriers
had the same sound pressure level or the same sensation level. This indicates
that even for small variations of the carrier frequency, the sensitivity to am-
plitude modulation can vary substantially due to the frequency characteristics
of the threshold in quiet.
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1. Introduction

The common finding of quasiperiodic fluctuations in the threshold in quiet is known as thresh-
old fine structure (or microstructure). In fine-structure regions the threshold may change by as
much as 15 dB within only 1/10 octave, which also affects equal-loudness contours at low
levels (Mauermann et al., 2004). Fine-structure minima, i.e., very sensitive regions of hearing,
are often associated with spontaneous otoacoustic emissions (SOAEs), and both phenomena are
thought to share similar cochlear origins (for an overview, see Heise et al., 2008).

This letter investigates the influence of threshold fine structure on the perception of
sinusoidal amplitude modulation (AM) of pure tones at low levels. The spectrum of such an
amplitude modulated stimulus consists of three components, the carrier frequency fcar and two
sidebands at fcar± fmod which are separated by the modulation frequency fmod from the carrier. It
has been shown that for sinusoidal carriers the detectability of an amplitude modulation is in-
dependent of the carrier frequency, at least for modulation frequencies that are smaller than
about 100 Hz (Kohlrausch et al., 2000; Moore and Glasberg, 2001). The first question of this
letter is whether this still holds in regions with threshold fine structure. That is, are modulation
detection thresholds (MDTs) the same, regardless of whether the carrier frequency falls in a
fine-structure minimum or maximum? Previous studies by Zwicker (1986) and by Long (1993)
indicate that differences may be expected. The second question addressed in this study quite
naturally arises when trying to answer the first: Which carrier level should be used when com-
paring MDTs at levels near the threshold in quiet? Should one compare MDTs of carriers that
have the same absolute level (sound pressure level (SPL)) or the same level relative to the
individual threshold in quiet (sensation level (SL))? As mentioned above, the difference be-
tween these two measures of level can amount to 10–15 dB, if the carrier frequencies are that of
a fine-structure minimum and a fine-structure maximum. Besides, this second question is not
only restricted to studies dealing with threshold fine structure. When setting up an experiment to
compare MDTs at low levels across subjects, the question whether to use equal carrier SPLs or
SLs needs to be decided upon. In the literature, however, it is only indirectly present and has
been answered in different ways. For example, Kohlrausch et al. (2000) measured MDTs at
equal carrier SPLs, but gave the subjects’ thresholds in quiet at the carrier frequencies. Moore
and Glasberg (2001) used a carrier level of 30 dB SPL whereas Millman and Bacon (2008) used
30 dB SL.
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The current study compares MDTs for carriers in fine-structure minima and maxima
with equal carrier SPLs and with equal carrier SLs within the same subjects. In contrast to
previous studies (Zwicker, 1986; Long, 1993), we chose the modulation frequency in such a
way that the sidebands always fell in fine-structure extreme values adjacent to that at the carrier
frequency. That is, in a condition where the carrier frequency was that of a fine-structure maxi-
mum the sidebands fell into the adjacent fine-structure minima, and vice versa.

2. Methods

Nine subjects aged between 17 and 30 years took part in this study. In a first step the subjects’
thresholds in quiet were screened for fine structure by means of a tracking procedure (see Heise
et al., 2007, 2008). In regions that showed threshold fine structure, a threshold minimum and an
adjacent maximum were chosen, whose frequencies fmin and fmax served as carrier frequencies
in the modulation detection experiment. The frequency distance between these extreme values
defined the modulation frequency: fmodª �fmin− fmax�. An adaptive three-alternative forced-
choice (3-AFC) procedure was used to remeasure thresholds in quiet at those frequencies that
occured in the modulation detection experiment, i.e., fmin, fmin± fmod, fmax, and fmax± fmod. Note
that due to the manner in which fmod was defined this is a total of four different frequencies for
each subject. The stimuli had a duration of 250 ms (including 2�25 ms cos2 ramps) and were
separated by 500 ms of silence. The stimulus level started at 15 dB SPL and initially changed in
steps of 6 dB. After two reversals the step size was reduced to 3 dB and after four reversals it
was changed to 1 dB where it remained for another eight reversals, whose average gave the
threshold estimate. Two to three threshold estimates were obtained for every frequency. The
thresholds in quiet obtained by the two methods are given in Fig. 1 together with the individual
values for fmin and fmax. For two subjects (HK and SD) the experiment was done twice in differ-
ent frequency regions. Note that in order to facilitate the comparison between the data from the
two methods the tracking thresholds were shifted vertically so as to minimize their squared
distance to the AFC data. For although the shape of threshold fine structure is measured very
accurately by the tracking procedure, the absolute threshold values may be biased by the sub-
ject’s internal threshold criterion (Heise et al., 2008).

MDTs for sinusoidally amplitude-modulated sinusoids were measured in the follow-
ing three conditions (cf. sketch in Fig. 2):

• Max—The carrier frequency was that of a fine-structure maximum, so that the side-
bands fell close to adjacent fine-structure minima. The carrier level was 15 dB SL.

• MinSPL—The carrier frequency was that of a fine-structure minimum, so that the
sidebands fell close to adjacent fine-structure maxima. The carrier had the same SPL
as in the Max condition.

• MinSL—The carrier frequency was that of a fine-structure minimum, so that the
sidebands fell close to adjacent fine-structure maxima. The carrier level was 15 dB
SL.

Again, an adaptive 3-AFC procedure with a 1-up/2-down step rule was used. The stimuli were
500 ms long (including 2�20 ms cos2 ramps) and were separated by 300 ms of silence. As a
tracking variable the modulation depth in dB �20 log10 m� was used, starting at −4 dB. The step
size was 4 dB initially, then changed to 2 dB after two reversals, and finally to 1 dB after an-
other two reversals. A further eight reversals were recorded and averaged to give the threshold
estimate. For each condition three threshold estimates were obtained.

The stimuli were generated digitally, amplified by a Tucker Davis HB7 amplifier and
played back via Sennheiser HDA200 headphones. Subjects were seated in a double-walled
sound-attenuating booth. The threshold measurements with the 3-AFC procedure were done
immediately before the modulation detection experiments in order to minimise errors in the
carrier sensation levels of the AM stimuli.
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3. Results and discussion

The individual and the mean MDTs in the three experimental conditions Max, MinSPL, and
MinSL are shown in Fig. 2. Although the absolute MDTs show large interindividual differ-
ences, for all subjects the MDTs in the Max condition are lower than in the MinSPL and the
MinSL conditions. This difference in the MDTs is highly significant when tested with Fisher’s
permutation test �p�0.01�. That is, modulation detection is better when the carrier falls in a
fine-structure maximum than when it falls in a minimum, regardless of whether the carriers
have an equal SPL or SL. In other words, regions that are more sensitive to tones are less
sensitive to amplitude modulations. Further, for the conditions where the carrier was in a fine-
structure minimum, the MDTs in the MinSPL condition are lower than in the MinSL condition,
which reflects the well-known improvement of MDTs with level (Millman and Bacon, 2008; for
a review see Kohlrausch, 1993). Again, this difference is highly significant �p�0.01�.

The difference between the thresholds in quiet at the minimum and maximum that
were used as carrier frequencies is given as a bar in Fig. 2 for each subject. This estimate of the
local amount of threshold fine structure is correlated with the difference between the MDTs in
conditions Max and MinSPL �r=0.78�, as well as with the difference between the MDTs in
conditions Max and MinSL �r=0.81�.

Our results are in qualitative agreement with previous results from the literature
(Zwicker, 1986; Long, 1993). However, the effect of threshold fine structure on MDTs is larger
by 2–5 dB in the present study, even though the local amount of fine structure is on average
about 3.5 dB less. This may be due to the choice of the modulation frequency, which was
adapted to the individual fine structure in the current study. From a spectral point of view one
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may expect the effect to be largest when the sidebands fall in fine-structure extreme values
adjacent to that at the carrier frequency (this is discussed in more detail below). Previous re-
search focused only on the position of the carrier relative to the fine structure of the threshold in
quiet.

For high levels it is known that sinusoidal AM of tones is almost independent of modu-
lation frequency for fmod�100 Hz. It is assumed that in this regime of low modulation frequen-
cies the detection of the AM is based on temporal fluctuations in the envelope of the signal (e.g.,
Yost and Sheft, 1997). For high modulation frequencies that are larger than the width of the
auditory filter at the carrier frequency, MDTs improve significantly. This is ascribed to the side-
bands becoming resolvable and thus useable as a detection cue. At low levels this cue may not
be available since the level of the side bands may fall below the threshold in quiet. For interme-
diate modulation frequencies MDTs deteriorate, possibly because of some internal noise. In the
current study the modulation frequencies were chosen individually. In eight subjects modula-
tion frequencies were less than 100 Hz, i.e., these would be expected to have based their detec-
tion on temporal envelope fluctuations. In three subjects the modulation frequency was above
100 Hz. These subjects may already have been in the regime of intermediate modulation fre-
quencies and therefore their data may not be comparable to that of the first group. However,
from their MDTs these two groups are not distinguishable—all subjects qualitatively show the
same effect.

One possible explanation for the different MDTs in fine-structure minima and maxima
assumes that the variation of the threshold in quiet with frequency on a fine scale implies that
the gain applied by the active processes in the cochlea also varies on a fine scale; the gain is
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maximal when the threshold is at a minimum. Such a frequency-specific gain function can be
implemented as a filter whose shape is the inverse of the fine structure. Different gain factors in
fine-structure minima and maxima would modify the ratio between carrier and sideband levels,
thus altering the effective modulation depth. For example, in the Max condition the gain applied
to the carrier would be less than the gain applied to the sidebands. This would increase the
effective modulation depth, leading to relatively low MDTs. This hypothesis would also predict
larger effects for modulation frequencies that match the individual minimum-maximum dis-
tance than for those used in the previous studies by Zwicker (1986) and Long (1993). However,
if the difference in AM detectability in fine-structure minima and maxima were determined by
a spectral filtering alone, then the effective modulation depth at the MDT after filtering should
be the same for all conditions, at least within one subject. This is not the case in the current data
set. The effective modulation depth was determined from the spectral components of the filtered
stimulus at MDT, i.e., from the SL of the spectral components. It fluctuates across conditions
within a subject by about 6 dB on average. This is true whether the calculation is based on the
mean SL of the two sidebands of a stimulus at MDT or whether it is based on the SL of one of
the two sidebands. Thus, the data are not in line with a spectral filtering as the only underlying
mechanism. The data also argue against a perception of modulation based on the detection of
the spectral sidebands, which could be motivated by assuming narrower auditory filters at levels
near the threshold in quiet (Glasberg and Moore, 2000). For in 76% of the cases the levels of the
sidebands at the MDT were below threshold (the mean sideband sensation level at MDT was
−2.5 dB).

Another explanation for the observed effect could be an interaction of the stimuli with
SOAEs that occur at fine-structure minima. If the carrier of the stimulus falls in a fine-structure
minimum, it is likely to synchronise an associated SOAE. Then the SOAE would add to the
stimulus in phase and thereby reduce the effective modulation depth, making the modulation
harder to detect (Long, 1993).

Should the SOAE not be synchronised by the stimulus—for instance, if the fine-
structure minimum is not measured exactly—then beating between the stimulus and the SOAE
can occur and may to some extent mask the test modulation. However, beating between tones
and SOAEs (monaural diplacusis, e.g., Long (1993)) is a very unstable phenomenon, even
though it is often reported by subjects. Therefore, an explanation based on modulation masking
by beating needs to be further tested in future studies.

In summary, MDTs of sinusoidally amplitude modulated tones near the threshold in
quiet are higher when the carrier falls in a fine-structure minimum than when it falls in a fine-
structure maximum, regardless of whether the carriers have the same absolute level or the same
sensation level. That is, modulation sensitivity near the threshold in quiet is not determined by
the level of the carrier above threshold alone, but it depends on the location of the spectral
components of the stimulus relative to the fine structure of the threshold in quiet. This implies
that neither using equal carrier SPLs nor using equal carrier SLs may lead to comparable MDTs
across subjects if the carriers fall in regions with threshold fine structure. A possible explanation
for this finding is the interaction of a SOAE with the stimulus.
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Abstract: In this work quantitative results of applying nonlinear acoustic
dynamics to study progressive damage in a polymer-based composite SMC
(sheet molding compound) are presented. Via carefully controlled resonant
plate experiment, nonlinear slow dynamics (SNLD) response of SMC in
terms of relaxation time and frequency shift has been shown to be very sen-
sitive to gradual damage induced using three-point bending tests. Besides,
acoustic emission monitoring is used to characterize damage through the
elastic energy released by SMC at every damage step. Interesting logarithm-
like changes of the SNLD parameters as a function of the acoustic emission
cumulated energy are found.
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1. Introduction

Hysteretic nonlinear behavior has been shown in the last years to be features characterizing the
elastic behavior of a wide range of materials. This behavior is generally related to inhomogene-
ities within materials such as grain boundaries, fiber matrix interfaces, microcracks, etc. When
nonlinear hysteretic materials are subject to a strong harmonic perturbation (conditioning), they
show a frequency shift and attenuation increase, both associated to continuous changes in their
viscoelastic properties. These properties do not draw back instantaneously to their initial value
when perturbation is removed, but follow a very slow recovery. The return to the equilibrium
state, which could be observed through resonance frequency change in time, is called slow
nonlinear dynamics (SNLD).1–3 As SNLD was observed on a wide range of materials4 (cracked
glass, rocks, damaged metals, composites, concrete, etc.), it appears difficult to explain it
through a unified mechanism due to the diversity of the materials constituents and structures. It
logically follows that a better understanding of hysteretic nonlinear mechanisms which happen
during and after the dynamic perturbation will make the formulation of predictive models easier
for large-scale structural materials. In the open literature, SNLD was used to compare the be-
havior of two concrete samples (damaged and undamaged) but no definitive conclusion was
drawn from these experiments since samples were not the same, and hence no reference param-
eters were available.1 More recently, SNLD experiments, made on intact and damaged concrete
samples manufactured simultaneously with the same constituents, showed clear evolutions of
frequency drop and relaxation time with damage.3 However, these results must be confirmed on
the same sample taken from the intact state and gradually damaged. In this case, damage should
be controlled and carefully quantified for a good evaluation of SNLD variations. The aim of this
letter is to study the evolution of the dynamical behavior of a gradually damaged polymer-based
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composite material through its SNLD response. Gradually induced damage is quantified using
acoustic emission (AE). SNLD evolution is then clearly related to AE parameters, particularly
to the cumulated energy freed during damage creation and propagation.

2. Material flexural damage process and acoustic emission characterization

The considered material in this study is a glass/fiber polymer composite called SMC (sheet
molding compound) of a commercial quality. The relatively low glass fiber volume fraction
(30%), the uncontrolled filler, and reinforcement distributions during processing lead to a
highly heterogeneous structure with several kinds of stress concentrators, which could create
various types of damage at early loading stage.5 Specimens �100�20�3 mm3� were tested
with three-point bending (Fig. 1). Gradual damage tests were carried out with a servo-hydraulic
Instron universal testing machine with a 5-kN capacity and 0.04 mm/min crosshead velocity.
Four damage steps were induced within the same sample at step-off levels from 0 to 1.6 mm in
0.4-mm increments. Simultaneously, information obtained from bending tests (force and dis-
placement) were coupled with acoustic emission (AE) records. MISTRAS-2001 AE system
allowed real time registration of the elastic waves emitted by the material during micro-cracks
creation and propagation. Numerous bending tests allowed the best calibration of the AE system
to individualize AE hits for the best detection of their duration and amplitude using a moving
time window technique. To eliminate AE generated from friction, we included an amplitude
threshold corresponding to 30 dB, where 0 dB corresponds to 1 µV. This result is supported by
previous experimental works which show that, in SMC composites, the main damage mecha-
nisms are matrix cracking, fiber/matrix decohesion and fiber fracture (Fig. 1). For these mecha-
nisms, the AE hits amplitudes ranging from 30 to 100 dB.6,7

Parameters of AE hits (duration, amplitude, envelope, rise-time, etc.) could all be used
for a damage monitoring strategy. In this work, we were mainly interested in the simultaneous
change of AE hits S�t� duration and amplitude through the so-called absolute energy calculated
as

E = �
tinitial

tfinal

S2�t� dt . �1�

Figure 2 presents the information obtained from bending tests coupled with AE records along
every damage step. Primary crack initiation could be observed at the first damage step �F1

=0.15 kN� where few AE hits with mainly low and middle amplitudes are detected. Crack mul-

Fig. 1. �Color online� �a� Damage of SMC plate using three-point bending test: the use of acoustic emission system
�MISTRAS-2001� allowed real time registration of AE hits �shown inset�, �b� fiber/matrix debonding and matrix
micro-cracking, and �c� fiber cracking.
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tiplicity and growth during the three other tests are characterized by the appearance of new AE
hits with low, middle, and high amplitudes with a clear acceleration of the high amplitude
events during the fourth test �F4=0.38 kN�. Furthermore, for every damage step, results show
the existence of a threshold below which no or little AE is registered. Indeed, in damage step 2,
we have no (or little) AE before the maximum applied force in damage step 1 is reached �F1

=0.15 kN�. Equivalent observations could be made using F2=0.28 kN and F3=0.35 kN for the
third and fourth damage steps, respectively. These interesting observations seem to indicate the
existence of a stress memory-damage in accordance with the definition of the so-called Kaiser
effect (KE) which says that if KE exists, little or no acoustic emission will be recorded before
any previous maximum stress level is achieved.8 Irreversibility of the phenomena at the origin
of AE hits in SMC is then experimentally verified with the indication that no additional damage
is created between two consecutive tests. Therefore, the energy content of AE hits is a good
representation of the elastic energy of the different damage mechanisms that occur in SMC
throughout the different loading steps, making the SNLD/AE correlation possible. Results re-
lated to this correlation are described in the next section.

3. SNLD of damaged SMC correlated to acoustic emission

For conditioning and SNLD experiments, we have excited the SMC sample continuously
around one of its flexural resonance modes, at the initial state and after every damage step.
Amplitudes are controlled with a gain/phase analyzer and amplified at 52 dB. Linearity of the
experimental device was verified using a high power ultra-broadband coupler and a reference
material of atomic nonlinearity (intact aluminum sample).3 Electronic nonlinear threshold
starts at a strain level corresponding to �=10−5. For our SNLD experiments this limit is reason-
able since hysteretic nonlinear behavior of materials harder than SMC (rocks, concrete, tales,

Fig. 2. �Color online� Evolution of the AE hits amplitudes as function of the applied force along every damage step.
Fi and di are the maximum force and displacement reached at every damage step. The quasi-absence of AE activity
could be noticed at every damage step n �n=2,3 ,4� before the force level Fn−1 is reached.
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etc.) is probed for strain rates well bellow this threshold.3,4,8 In view of the instrumented sam-
ple’s geometry and the amplifier lower frequency limitation �10 kHz�, which prevents from
exciting fundamental modes, we developed a laser imaging system to identify the excited
modes and determine their sensitivities at different damage steps. After a broadband spectrum
sensitivity study, the sixth flexural mode �fR0=16.685 KHz� revealed to be the most sensitive to
early damage steps. It shall consequently be used for the nonlinear characterization of SMC.

At initial state �i=0� and every damage state (di, i=1,2 ,3 ,4), SMC is first excited
continuously around the corresponding sixth flexural mode fRi �i=0,1 ,2 ,3 ,4� with a very weak
drive level to check if it is completely relaxed (resonance frequency does not change in time).
The resonance frequencies fRi are determined using a third order polynomial interpolation
around the maximum of the resonance curves with an accuracy less than 1 Hz. The so found fRi
are registered and used as a reference. For the initial state and each damage state di, the SMC
sample is then conditioned with a high-level driving tone during 2 min around fRi. Typical reso-
nance curves obtained for conditioning are presented in Fig. 3(a), where the “fast” frequency
shift due to the material softening could be observed. Right after every conditioning, SMC
relaxation is probed with the same weak drive level. Figure 3(b) shows the SMC “slow” fre-
quency recovery (relaxation) when conditioning is removed. In these measurements, relaxation
time, which is a typical feature of SNLD behavior, is defined as the time spent by SMC to
recover its preconditioning reference frequency fRi. Figure 3(c) shows the conditioning effect on
the frequency shift and the relaxation time for the initial state and the four increasing damage
states. Qualitatively, SMC relaxation behaves the same way for undamaged and damaged states.
Furthermore, the recovery is logarithmic with time, as found in SNLD experiments on several
other materials.4 In addition to the nonlinear behavior of SMC at the intact state, experiments
highlight the sensitivity of hysteretic nonlinearity to the presence as well as the evolution of
damage. Indeed, the effect of the same conditioning level increases with damage and makes the
frequency shift more important at each damage step. Consequently, SMC needs more time to
recover its original preconditioning state. Quantitatively, relative variations of the frequency
shift as well as relaxation time are from 25% to 170% and from 108% to 250%, respectively, as

Fig. 3. �Color online� Typical resonance curves obtained for conditioning and relaxation of damaged SMC plates: �a�
shift of the resonance frequency at the damage state d2 during conditioning normalized with respect to the precon-
ditioning resonance fR2=16 634 Hz �note the drop of the amplitude�, �b� recovery of the resonance frequency during
the slow dynamics of damaged SMC normalized with respect to the first measurable frequency after conditioning is
removed f =16 557 Hz, and �c� effect of the induced gradual damage on the SMC log-time relaxation: note the
increase of the frequency drop with damage under the effect of the same conditioning.
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shown in Table 1. However, as the recovery process is more time consuming to measure, the use
of the resonance frequency drop during the 2 min of conditioning is recommended for fast and
reliable future structural health monitoring applications.

Despite the sensitivity of SNLD parameters (relaxation time and frequency drop) to
damage, a quantification of damage has still to be made. In that sense, we propose the correla-
tion between relaxation time and AE energy presented in Fig. 4. The latter seems to confirm the
following intuitive and basic statement: An intact material, which released a weak amount of
elastic energy, would have a quasi-instantaneous (fast) relaxation �t→0� in response to a given
conditioning. However, if the same conditioning is applied to a highly damaged material, which
has lost an important amount of its elastic energy, the relaxation time would be very important
�t→��. Furthermore, the remarkable result revealed by SNLD/AE correlation is the logarithm-
like dependence of the relaxation time evolution as a function of the released energy during the
damage process. To our knowledge, such a logarithm correlation is shown for the first time.

Table 1. Quantitative changes in relaxation time and frequency shift during conditioning. Relative variations are
computed with respect to the intact state data.

Damage state

Frequency shift Relaxation time

Hz % s %

Intact 44 0 3600 0
D1 55 25 7500 108
D2 74 68 8100 125
D3 95 116 10 500 192
D4 119 170 12 600 250

Fig. 4. �Color online� SMC relaxation time correlated to the cumulated elastic energy released during damage
creation and propagation: the solid line represents the best fit of the experimental data including the intact state.
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However, we still do not know much about the physical origin of this result and/or its univer-
sality if compared with the universal SNLD. In particular, we need to know if other materials
show the same behavior as SMC and how do phenomena at the origin of their SNLD mecha-
nisms (thermoelastic, hysteretic, or else1,2,9–11) influence the correlation with the released elas-
tic energy.

4. Conclusions and prospects

The significant sensitivity of SNLD to progressive damage and its relation to an original dam-
age parameter through the energy of acoustic emission is demonstrated. Despite the valuable
knowledge of the SMC hysteretic nonlinear response and its subsequent evolution with a global
damage parameter defined through acoustic emission, we still need to understand the time-to
failure critical mechanisms involved during damage creation and propagation. The discrimina-
tion of the different damage mechanics generated during the different loading steps could be
obtained through an adequate classification of AE signals. In view of this, a cluster analysis of
AE data has been recently developed in order to correlate clusters to damage mechanisms.11,12

This promising approach, succeeded in showing the time evolution of the different damage
mechanisms occurring in SMC. Therefore, a great opportunity is offered to study in a better
way the contribution of each damage mechanisms to the evolution of the hysteretic nonlinear
behavior of damaged materials. A work in progress…
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Observations of low-frequency temporal and
spatial coherence in shallow water

Harry A. DeFerrari
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Miami, Florida 33149
hdeferrari@rsmas.miami.edu

Abstract: Measurements of temporal and spatial coherence are most al-
ways confounded by the presence of multipath interference. Here, two sets of
data are presented that allow separation of arrivals from individual propagat-
ing modes and then unambiguous computations of temporal and spatial co-
herence free of multipath effects. A consistent finding for surface reflected
bottom reflected (SRBR) modes is that lower order mode are more coherent
in both time and space than higher order (steeper) modes. Also, SRBR paths
are much more coherent than refracted bottom reflected mode groups that
cannot be separated in time and are affected by multi-mode interference.
© 2009 Acoustical Society of America
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1. Introduction

The data presented here are a small subset from a shallow-water acoustic propagation experi-
ments conducted off the coast of south Florida near Ft. Lauderdale and a preliminary calibration
experiment at the same range site. The Florida Straits Propagation Experiments, FSPE, trans-
mitted from a moored source (Nguyen, 1996; DeFerrari, 2003) to a vertical array at a range of
10 km. The m-sequence broadband transmissions were continuous for a 1-month period but
switching between each of six center frequencies, 100, 200, 400, 800, 1600, and 3200 Hz at 1-h
intervals. These data have negligible source motion and are well suited for temporal coherence
calculations.

The calibration experiments (CE) of interest consisted of a 20-min transmission of a
250-Hz m-sequence from a shallow source suspended from a surface ship that held station by
dynamic positioning. The signals were received by a long horizontal array at near broadside at a
10-km range. These data are used for spatial coherence calculations.

2. Modes and arrivals

Broadband parabolic equation (PE) and normal mode propagation models predict pulse arrival
times that agree well with observations (DeFerrari, 2003) for the FSPE as shown in Fig. 1. The
PE calculation shows the progression of the pulse response down the propagation channel out to
20 km. Classic mode dispersion curves are apparent for the surface reflected bottom reflected
(SRBR) modes. The refracted bottom reflected (RBR) modes are known to all have nearly iden-
tical group velocities owing to the approximate hyperbolic cosine shape of the sound-speed
profile. As a result, all RBR modes have about the same travel times and overlap as a single
intense unresolved group. The observed pulse responses generally agree well with the predicted
arrival pattern at the 10-km range for the 800-Hz signal (as shown) and for the other frequencies
(not shown). The number of arrivals, N, depends on frequency and has been observed to be
roughly N= f /100. There are usually N resolved SRBR arrivals and N unresolved RBR arrivals.

The deep source of the FSPE ensonifies both SRBR and RBR modes/paths, whereas
the shallow source of the CE, in the surface layer, only ensonifies SRBR modes/paths. The
comparison and computations that follow focus on the resolvable SRBR modes/paths for both
experiments.
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3. Temporal coherence

Coherence is a statistical measure of the similarity of a waveform either at different time inter-
vals (temporal coherence) or at different distance intervals along an array (spatial coherence). It
is a complex quantity that depends on both the amplitude and phase of the waveform.

The coherency formula of Eq. (1) is a time-lagged, normalized covariance calculation,

COH�t,�� =
��p�t�*p�t + ���2��t,�T

�p�t�2��t,�T�p�t + ��2��t,�T
. �1�

Here, it is applied to an array of collected data like that shown in Eq. (2). Each row is a channel
pulse response, p�t�, that is, the complex pulse amplitude as a function of arrival time obtained
after matched filter pulse compression of a received m-sequence transmission. Usually, several
sequential periods of m-sequences are coherently averaged for a single pulse response p�t� so
that the rows sample the pulse response in experimental time of interval equal to the coherent
averaging time—usually about a minute.

�2�

The lagged cross product of Eq. (1) is calculated on the time history of sections of p�t�,
i.e., the columns in Eq. (2). One could select a section of p�t�, DT wide, spanning an arrival of
interest by time gating data containing the pulse arrival and then performing the lagged product
with the column of time-gated data. Instead, the calculation is repeated for all columns, noise,
and signal alike. The result is a coherency for every pulse period of the received signal as shown
in Fig. 2. Each estimate of COH has 30 degrees of freedom.

With reference to Fig. 2 top, the first distinct arrival is the lowest-order SRBR arrival,
one that has made seven bottom interactions. It is the most coherent arrival, Fig. 2 bottom), with
a coherency of 0.95 after 30 min. The second and third arrivals are less coherent (20 and
10 min, respectively) and the most intense later arrival is the unresolved RBR group that deco-
rrelates in 2.5 min. A group of still later arrivals also have long coherence times. These are

PE Prediction of 800 Hz. Pulse Response

Measured - 1 Hour

PE Prediction of 800 Hz. Pulse Response

Measured - 1 Hour

Fig. 1. �Color online� PE model predictions of the channel pulse response compared with observations for the 10-km
range of the FSPE.
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thought to be out-of-plane arrivals that travel up, and then back along the in-shore slope. As
such, they are true Fermat paths and even though low in amplitude they are stable and time
coherent.

The above observation of higher coherence for lower-order modes is consistent for all
frequencies but only on the average. There are large differences from one hour-long sample to
another owing to noise and local environmental conditions. Table 1 summarizes the average
coherent times for the first arriving SRBR mode and the RBR group arrival. Fourteen days of
data were used for the averages. The result required identifying and tracking the arrival by hand,
as automated tracking is less reliable.

4. Spatial coherence

The data for the spatial coherence calculation were collected during a continuous 20-min long
transmission of a 4.5-s period m-sequence. The carrier frequency was 250 Hz and each digit
was four cycles in duration. Shown in Fig. 3 left) are the observed pulse responses for a single
hydrophone during the first 5 min. The source turned on after 1.5 min and the time history of
individual 4.5-s pulse responses are plotted in sequence. The spatial coherence calculation that
follows uses only one of the pulse responses of the time series selected at a time when the source
motion was minimal. The display shows the shape of the wavefront for each of the arriving
SRBR modes. The first is clearly the most intense, stable, and well-aligned with the array, even
though slightly tilted.

The spatial coherence calculation is almost exactly the same as the temporal coherence
calculation of Eq. (1). The only difference is that the hydrophone spacing,�, is substituted for

Fig. 2. �Color online� Top: Received pulse response �intensity �dB� vs arrival time �t� for a 1-h time history. Bottom:
Coherence COH �tau� for the signal arrivals �and noise� of the top pulse response.

Table 1. Observed decorrelation times to a value of COH=0.75.

Frequency �Hz� SRBR mean/max RBR mean/max

200 15 / �30 �min.� 8.3 / �30
400 4.2 / �30 3.4 /12
800 2.8 /6.5 2.1 /4.5
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the lag time,�. The spatial coherency calculation is shown in Fig. 4 left. The coherency function
is seen to oscillate through four cycles while the magnitude remains high. This is likely a result
of misalignment of the wavefront and the array, producing a phase shift proportional to distance
along the array. The coherence calculation will oscillate owing to interference at regular inter-
vals.

In order to remove the phase roll, the array can be steered in very fine increments by
the following time-shifting theorem calculations at each array element:

P��� = F�p�t�� ,

P���� = P���ei��,

p�t − �� = F−1�P����� , �3�

where F is the Fourier transform.
The calculation produces an exact time shift by � without distortion of the waveform.

The array is steered by time shifting in proportion to the distance along the array.
Figure 4 left shows the coherency before the array is steered. Figure 4 right shows the

best alignment of array angle and wavefront. The coherency has no oscillations and the first
arrival is seen to be coherent (unchanging) to well past 100 m, while later arrivals, associated

Fig. 3. �Color online� Left: Time history of pulse responses from 250-Hz m-sequence transmission. Right: A single
pulse response at each of 118 elements across an array at broadside.

Fig. 4. �Color online� Left: Spatial coherence calculation before the array is steered. Right: Optimal spatial coher-
ence with best alignment of wavefront and array.
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with higher modes, are only coherent over shorter distances, a result similar to the temporal
coherence measurement.

5. Discussion

Coherence is a statistical measure of the differences in waveform after a time or space interval.
Generally, this means phase coherence since the first fluctuations to occur are phase shifts in
time or along an array. But, this may not necessarily be a true distortion of the waveform but
rather a deterministic effect. Flatte (1979) discusses “phase wrapping” as a special case when
the phase changes slowly without randomizing the signal. Likewise, a misalignment of an array
with an arriving wavefront will cause a similar deterministic effect. One can generally align the
array or phase track slow changes. Both are recoverable effects in practical application. True
randomizing effects are unrecoverable. The latter effect distorts the waveform of the individual
mode or ray arrival.

The data reported here and the m-sequence signal processing avoid multipath interfer-
ence in the coherence calculations. On average, multipath reduces decorrelation times by a
factor of 2 to 3 (Table 1) and in some instances by as much as a factor of 10 (Fig. 2), as com-
pared to the decorrelaton time of a single mode arrival. For all data at all frequencies, observed
pulse arrivals were distinct and separable in time and each could be associated with a particular
mode of propagation with little ambiguity. Steeper higher-order modes have reduced coherence
in both space and time. These consistent finding suggest that the same mechanisms are at play.
The angular dependence of mode’s bottom interaction angle seem the most likely cause of
wavefront distortion as opposed to volume scattering from irregularities in the propagation
medium.

Acknowledgments

Work was sponsored by ONR.

References and links
DeFerrari, H. A., Williams, N., and Nguyen, B. H. (2003). “Focused arrivals in shallow water propagation in the
Straits of Florida” ARLO 4, 106-111.
Flatté, S. M. Dashen, R., Munk, W. M., Watson, K. M., and Zachariasen, F. (1979). Sound Transmission
Through a Fluctuating Ocean, Mechanics and Applied Mathematics (Cambridge University Press, Cambridge).
Nguyen, B. H., DeFerrari, H. A., and Williams, N. (1996). “General purpose autonomous transmitter and
receiver system for underwater acoustic experiments,” IEEE J. Ocean. Eng. 21(1), 85–93.

Harry A. DeFerrari: JASA Express Letters �DOI: 10.1121/1.2965550� Published Online 22 December 2008

J. Acoust. Soc. Am. 125 �1�, January 2009 Harry A. DeFerrari: Coherence in shallow water EL49



LETTERS TO THE EDITOR
This Letters section is for publishing (a) brief acoustical research or applied acoustical reports, (b)
comments on articles or letters previously published in this Journal, and (c) a reply by the article author
to criticism by the Letter author in (b). Extensive reports should be submitted as articles, not in a letter
series. Letters are peer-reviewed on the same basis as articles, but usually require less review time
before acceptance. Letters cannot exceed four printed pages (approximately 3000–4000 words) in-
cluding figures, tables, references, and a required abstract of about 100 words.

Sound scattering from two concentric fluid spheres (L)
Jared McNew,a� Roberto Lavarello, and William D. O’Brien, Jr.
Bioacoustics Research Laboratory, Department of Electrical and Computer Engineering,
University of Illinois at Urbana-Champaign, 405 North Mathews, Urbana, Illinois 61801

�Received 29 April 2008; revised 29 October 2008; accepted 4 November 2008�

The solution to the problem of plane wave and point source scattering by two concentric fluid
spheres is derived. The effect of differences in sound speed, density, and absorption coefficient is
taken into account. The scattered field is then found in the limit as the outer sphere becomes an
infinitely thin shell and compared to the solution for a single fluid sphere for verification. A
simulation is then performed using the concentric fluid sphere solution as an approximation to the
human head and compared to the solution of a single fluid sphere with the properties of either bone
or water. The solutions were found to be similar outside of the spheres but differ significantly inside
the spheres. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3035901�

PACS number�s�: 43.20.Fn �TDM� Pages: 1–4

I. INTRODUCTION

The concentric sphere geometry can be used to approxi-
mate many applications. For example, scattering from single
cells could be modeled with the concentric sphere model
with the inner sphere having the properties of the nucleus
and the outer sphere the properties of the cytoplasm.1 Ultra-
sound contrast agents are composed of microbubbles en-
closed in a polymer, protein, or lipid shell which could also
be analyzed using the concentric sphere model.2 The finite
element method is also currently being applied to model
sound wave propagation into the human head.3 It is impor-
tant to validate the model with geometries that have analyti-
cal solutions to test the accuracy of the model. One such
geometry is that of two concentric fluid spheres, where the
outer sphere has the bulk fluid properties of bone �neglecting
the presence of shear waves� and the inner sphere has the
properties of water.

Past publications have dealt with situations similar to
this but are limited in their application. For example, Good-
man and Stern4 derived the solution to plane wave scattering
from an elastic shell in a fluid medium but the medium and
inner sphere were assumed to have identical properties. Ka-
kogiannos’ and Roumeliotis’5 solution is limited to spheres
whose radii are small relative to a wavelength. The present
work combines Sinai and Waag’s solution to plane wave
scattering from concentric fluid cylinders6 and Anderson’s
solution to plane wave scattering from a single fluid sphere7

to derive the solution to plane wave scattering from two
concentric fluid spheres. These solutions are also extended to
include attenuation and point sources.

Other publications have solved more general problems
involving concentric spheres. For example, Gerard and
co-workers8,9 used resonant scattering theory as a framework
to derive solutions to scattering by spherical elastic layers.
Martin10 derived the solution to concentric fluid spheres
when the properties of the outer sphere are specific functions
of the distance from the center of the sphere. In both cases,
the solution to scattering from two concentric fluid spheres
can be synthesized but require significant manipulation of
the provided results. The contribution of the present work is
to provide simple expressions that can be readily used to
calculate fields scattered by concentric fluid spheres when
shear waves can be neglected.

II. ABBREVIATIONS

The following abbreviations are used in this paper.
Pm=Legendre polynomial
jm=spherical Bessel function
hm

�k�=spherical Hankel function

III. THEORY

For computational simplicity, the spheres are placed at
the origin of a spherical coordinate system �r ,� ,��, as
shown in Fig. 1. The source is either a plane wave propa-
gated in the −z direction or a point source located on the
positive z-axis at a distance R from the origin which elimi-
nates any dependence on �.a�Electronic mail: jmcnew2@brl.uiuc.edu
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The pressure in the infinite medium p0 is the sum of the
incident pressure p0i and the scattered pressure p0r.

11

p0 = p0i + p0r �1�

p0i = P0�
m=0

�

�2m + 1�LmPm���jm��k0 + i�0�r�e−i�t, �2�

p0r = �
m=0

�

AmPm���hm
�1���k0 + i�0�r�e−i�t, �3�

where �=cos��� and Lm is given by12

Lm = ��− i�m plane wave

hm
�1���k0 + i�0�R� monopole.

� �4�

The pressure in the outer sphere p1 is the sum of a stand-
ing wave, p1r, and a traveling wave, p1i.

p1 = p1i + p1r, �5�

p1i = �
m=0

�

BmPm���hm
�1���k1 + i�1�r�e−i�t, �6�

p1r = �
m=0

�

CmPm���jm��k1 + i�1�r�e−i�t. �7�

The pressure in the inner sphere can be written as

p2i = �
m=0

�

DmPm���jm��k2 + i�2�r�e−i�t. �8�

Applying the boundary conditions of continuity of pres-
sure and radial velocity at the two interfaces, a system of
four equations with four unknowns results. This system can
be written in the matrix form:

�
hm

�1���k̃0r1�
Z0

hm
�1���k̃1r1�

− Z1

jm� �k̃1r1�
− Z1

0

− hm
�1��k̃0r1� hm

�1��k̃1r1� jm�k̃1r1� 0

0
hm

�1���k̃1r2�
Z1

jm� �k̃1r2�
Z1

jm� �k̃2r2�
− Z2

0 hm
�1��k̃1r2� jm�k̃1r2� − jm�k̃2r2�

	
��

Am

Bm

Cm

Dm

	 =�
− P0

Z0
�2m + 1�Lmjm� �k̃0r1�

P0�2m + 1�Lmjm�k̃0r1�

0

0
	 . �9�

where k̃n is the complex wave number, k̃n=kn+ i�n, and

Zn =
�ncn

1 + i
�cn

�

. �10�

The coefficients can then be solved for analytically using
Cramer’s rule or numerically using LU decomposition.

Often, only the scattered pressure needs to be computed
so the values of Bm, Cm, and Dm do not need to be calculated.
One can show that by direct manipulation of Eq. �9�, the
value of Am is

Am = P0�2m + 1�Lm


�Zr2jm�k̃1r2�jm� �k̃2r2� − Zr1jm� �k̃1r2�jm�k̃2r2��

��Zr1hm�
�1��k̃1r1�jm�k̃0r1� − hm

�1��k̃1r1�jm� �k̃0r1��

− �Zr1hm�
�1��k̃1r2�jm�k̃2r2� − Zr2hm

�1��k̃1r2�jm� �k̃2r2��

��jm�k̃1r1�jm� �k̃0r1� − Zr1jm� �k̃1r1�jm�k̃0r1���

÷ 
�Zr1hm�
�1��k̃1r2�jm�k̃2r2� − Zr2hm

�1��k̃1r2�jm� �k̃2r2��

��hm�
�1��k̃0r1�jm�k̃1r1� − Zr1hm

�1��k̃0r1�jm� �k̃1r1��

− �Zr1jm� �k̃1r2�jm�k̃2r2� − Zr2jm�k̃1r2�jm� �k̃2r2��

��hm�
�1��k̃0r1�hm

�1��k̃1r1� − Zr1hm
�1��k̃0r1�hm�

�1��k̃1r1��� ,

�11�

where

Zr1 =
�0c0

�1c1�1 +
i�1c1

�

1 +
i�0c0

�
 �12�

and

Zr2 =
�0c0

�2c2�1 +
i�2c2

�

1 +
i�0c0

�
 . �13�

x

y

z

c0
ρ0

c1
ρ1

c2
ρ2 r2

r1

FIG. 1. Physical properties. Infinite medium with density �0, sound speed
c0, and absorption coefficient �0. The outer sphere has density �1, sound
speed c1, absorption coefficient �1, and radius r1. The inner sphere has
density �2, sound speed c2, absorption coefficient �2, and radius r2. The
spheres are centered at the origin of a spherical coordinate system �r ,� ,��,
where r is the radial coordinate, � is the azimuthal coordinate, and � is the
polar coordinate.
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IV. VERIFICATION

One method of verifying the solution is to take the limit
as the radius of the inner sphere, r2, approaches the radius of

the outer sphere, r1. It can be shown that the coefficient for
the scattered pressure in the infinite medium, Am, takes on
the following value as r1→r2:

Am =
�2m + 1�P0Lm�jm� �k̃2r1�jm�k̃0r1�Z0 − jm� �k̃0r1�jm�k̃2r1�Z2�

− jm� �k̃2r1�hm
�1��k̃0r1�Z0 + hm�

�1��k̃0r1�jm�k̃2r1�Z2

. �14�

If loss is no longer considered, k̃n becomes k, and Zn becomes �ncn. Making these substitutions,

Am =
�2m + 1�P0Lm�jm� �k2r1�jm�k0r1��0c0 − jm� �k0r1�jm�k2r1��2c2�

− jm� �k2r1�hm
�1��k0r1��0c0 + hm�

�1��k0r1�jm�k2r1��2c2

, �15�

which is identical to Anderson’s solution for the single fluid
sphere7 after some algebraic manipulation.

V. SIMULATION

Three simulations were performed to compare the solu-
tion found using the concentric fluid sphere model to the
single fluid sphere model using a frequency of 12.5 kHz. The
first simulation approximated the human head as an outer
sphere of bone �r1=75 mm, �1=2000 kg /m3, and c1

=2900 m /s� surrounding an inner sphere of water �r2

=65 mm, �2=1000 kg /m3, and c2=1500 m /s� placed in an
infinite medium of air ��0=1.21 kg /m3 and c0=343 m /s�.
The second simulation used Anderson’s single fluid sphere
solution to simulate a fluid sphere of bone �a=75 mm, ��
=2000 kg /m3, and c�=2900 m /s� placed in an infinite me-
dium of air ��=1.21 kg /m3 and c=343 m /s�. The third
simulation used Anderson’s single fluid sphere solution to
simulate a fluid sphere of water �a=75 mm, ��
=1000 kg /m3, and c�=1500 m /s� placed in an infinite me-
dium of air ��=1.21 kg /m3 and c=343 m /s�. The magnitude
of the pressure along the z-axis is plotted in Fig. 2.

As can be seen in Fig. 2, the pressure outside of the
spheres is nearly identical for all three solutions. This is ex-
pected because for all cases the impedance mismatch be-
tween the scatterer and the background medium is very large,
and therefore the scattered field approaches the limiting rigid
sphere case. Inside of the spheres, however, the three solu-
tions differ significantly.

VI. CONCLUSIONS

The solution to plane wave and point source scattering
from two concentric fluid spheres was derived. The effects of
differences in speed of sound, density, and attenuation coef-
ficient were included. The coefficient required to solve for
the scattered pressure was explicitly computed for cases only
requiring the scattered pressure. The limit as the outer sphere
becomes a thin shell is found and found to agree with Ander-
son’s solution to a single fluid sphere. Finally, the solution is
found to a concentric sphere approximation of the human
head and compared to approximations of the human head as
a single fluid sphere. It was found that outside of the scat-
terer, the solutions are similar but differ significantly inside
the scatterer.
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Sound level in close proximity to the contact patch of the tire and road �LCPtr� is analyzed as a
function of the vehicle speed in the acoustic frequency range, showing different behavior depending
on frequency. At least two regions are observed; one at low frequencies, where the variation in
sound with speed �coefficient B� increases with frequency, and the other at higher frequencies,
where such sound/speed variation does not increase significantly with frequency. The dependence of
B at low frequencies seems to be correlated with the high sound absorption of this porous surface.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3025911�
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I. INTRODUCTION

Close proximity measurements of the sound generated
by the interaction between tire and road surface were carried
out with an ordinary passenger car. The aim of this study was
to investigate some characteristics of the rolling sound from
a bituminous porous surface. The close proximity method
provides a good measure of the tire/pavement sound levels
�LCPtr�, in close proximity to the contact patch, and should
provide insight into the acoustical characterization of asphalt
pavements.1

A Pirelli P6000, 205 /55 R16 V passenger car tire was
selected for this study as reference tire, and a conventional
bituminous porous surface PA-12 �Spanish denomination� on
the road A-41 was selected as the asphalt pavement to be
investigated. This type of porous surface could be considered
representative of bituminous porous layers found in road sur-
faces throughout Spain and also in the rest of Europe.

The test section for the acoustic measurements was cho-
sen so that the influence of other vehicles on the acoustical
measurements was eliminated; the measurements were de-
veloped on a test section where the road was closed to traffic,
and before its coming into service. All the close proximity
tire/pavement sound tests were carried out in a georeferenced
way by means of a global positioning system �GPS� card to
improve subsequent analysis. The test section for this study
was approximately 1 km long, from A-41 kilometric post
175 to A-41 kilometric post 174, in Ciudad Real, Spain. The
road surface was a layer with an average thickness of 5 cm
of bituminous materials of a coarse texture �see inset of Fig.
1� and nominal aggregate sizes of 6–12 �59% � mm and
12–18 �21% � mm. It had 4.5 wt % of a modified binder
type Bm 3a and an air void content of around 21%. The mix
was laid on the road one month before the measurements for
this study. Details of the acoustical setup and measurement
technique have been given elsewhere.1–3

The sound levels correspond to the average value be-
tween two microphones situated near the contact patch. Dur-
ing the acoustical tests, the one-third octave band levels
�LCPtrdB�A�� were continuously measured every 0.2 s. The
levels throughout the test track were correlated with their
global position coordinates for better post data processing.

II. CLOSE PROXIMITY SOUND MEASUREMENTS AND
DISCUSSION

The tire/pavement sound level from the interaction of
the reference tire and the porous surface PA-12 was analyzed
in each third-octave band between 200 Hz and 16 kHz. Dif-
ferent tests of the evolution of LCPtr with speed between 130
and 30 km /h were developed. From these measurements in
which the speed decreased continuously, values of the coef-
ficients B and A were obtained after the fitting to the rela-
tionship LCPtr=A+B log10�V�, where B is the so-called speed
constant. These parameters are used to acoustically charac-
terize asphalt pavements and/or road surfaces as well as their
respective conservation states.1–3 The values of these coeffi-
cients are about 30 and 40 dB�A�, respectively. Different val-
ues of coefficients B and A were obtained for an old PA-12
bituminous porous road surface.2 Figure 1 shows that global
levels generated by the interaction of the tire and the bitumi-
nous porous surface increase linearly proportional to ap-
proximately 30 log10�V�.

To provide further insight into the characterization of the
sound from the bituminous porous surface, additional analy-
sis of the vehicle speed effect is necessary. An additional
study shows that the slope values of the logarithmic regres-
sion of the sound level and speed �coefficient B� for the 1250
and 2500 Hz bands �Fig. 2�, which are attributed to a mecha-
nism associated with air pumping and other mechanisms re-
lated to the flow of air in and around the tread grooves of the
tire, are 35 and 39, respectively. This result is similar to the
findings of the study carried out by Wik and Millar,4 which
showed that sound from air pumping increases proportional
to 40 log10�V�. The sound levels of the 630 Hz band mea-
sured at the two microphone positions exhibit an almost con-
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stant relationship with the logarithm of vehicle speed �see
Fig. 2�, compared with the above mentioned bands, where
the level increases relatively rapidly with speed. The relative
importance of certain frequencies on the close proximity
sound as a function of speed can be seen in this figure.

The spectrum of the close proximity sound-speed slopes
�coefficient B� for the bituminous porous surface PA-12 is
presented in Fig. 3. This figure indicates that the variation in
the coefficient B increases nonlinearly with frequency. This
is one of the main results of the present study. The coefficient
B is greater at frequencies above around 1 kHz, implying
that at high frequencies, the sound from a bituminous porous
surface increases with speed at a greater rate than sound at
lower frequencies. However, in the high frequency range,
above 1250 Hz, where sound generation is considered to be
dominated by air pumping mechanisms, the coefficient B has

an almost constant value. Between 500 and 1250 Hz, ap-
proximately, the coefficient B increases almost linearly with
frequency.

It is important to note that this behavior characterizes a
new porous asphalt. However, in order to establish a more
general rule on the acoustical characterization of asphalt
pavements, additional measurement on different asphalt
mixes should be carried out.

Sound absorption spectra measured with an impedance
tube for a number of core samples extracted from the test
road showed an intense absorption band peaked at around
700 Hz, precisely where the spectrum of coefficient B pre-
sents a minimum �see Fig. 3�. For this reason, the abrupt
variation observed in the relationship between the coefficient
B and speed at frequencies below 1 kHz could be influenced
by the sound absorption mechanisms, particularly in our
study for a nonclogged PA-12 surface with a high content of
air voids �21%�. To confirm that the values of coefficient B at
low frequencies are correlated with sound absorption mecha-
nisms, additional analysis of measurements on nonporous
and/or dense pavement should be developed.

Figure 4 shows an x-y diagram of coefficient A versus
coefficient B for each of the one third-octave bands studied
�300 Hz–4 kHz�. As is shown, the relationship between
these coefficients is linear for a porous asphalt before its
coming into service. This relationship could be used for as-
phalt pavement acoustical classifying purposes. This behav-
ior of the coefficients A and B, for the frequencies studied, is
considered the second major result of the present study.

In conclusion, it has been shown that a porous PA-12
pavement with a high air void content and before its coming
into service could be acoustically characterized by different
properties, first, via the coefficients A and B of the logarith-
mic regression LCPtr=A+B log10�V�. In our case, for frequen-
cies where the tire/pavement interaction dominates, the glo-
bal sound increases linearly with the logarithm of speed,
with B�30 and A�40. A detailed analysis of the sound
evolution with speed �B� at the diverse frequency bands, rep-
resented graphically in the PA-12 sound/speed surface chart

FIG. 1. �Color online� Linear regression of the global sound level of the
tire/pavement interaction ��� vs speed. ��� Result of another measurement
�run�. The inset shows a photograph of the porous surface studied, and a rule
is in centimeters.

FIG. 2. Relationship between LCPtr level and speed for different frequency
bands, showing the slopes for the regressions �coefficients B�. The levels are
averaged values from two microphones, see inset.

FIG. 3. Plot of coefficient B �sound-speed slope� vs frequency, B-coefficient
spectrum. Gray line shows the averaged values of sound absorption from a
number of core samples extracted from the road surface. ��� Result of
another measurement �run�.

6 J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Paje et al.: Letters to the Editor



�see Fig. 5�, shows the following: �1� at low frequencies
�500–630 Hz�, changes in LCPtr with speed are not observed
�the coefficient B is low�, and it may be concluded that these
frequencies are almost independent of speed; �2� at high fre-
quencies �900 Hz–4 kHz�, the variation in LCPtr with speed
is larger �the coefficient B is high�; and �3� between these
frequency regions, there is a linear increase in coefficient B.
Figure 3 indicates that this behavior is correlated with the
high sound absorption of the porous pavement studied at
these frequencies. However, additional measurements with
the same reference tire in different asphalt pavements are
necessary to confirm this. On the other hand, a diagram of
coefficients A and B in the range of frequencies studied
shows a linear relationship between both. Further research is
encouraged to confirm, for example, whether the linear rela-
tionship found between the coefficients A and B, A=s− tB is
an indication of how this surface would perform acoustically.
For a new porous surface �PA-12�, parameters s=92 and t
=2 were found. Additional measurements on diverse pave-

ments could serve to determine whether a surface is rela-
tively quiet at low speeds for a low parameter t, and rela-
tively noisy at high speeds, or if the best surface would be
one with the lowest values of parameter s and t.
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FIG. 4. Plot of the A and B coefficients ��� of each one-third octave band
frequency �300 Hz–4 kHz�, and the linear regression through all points
�dashed lines�. ��� Result of another measurement �run�.

FIG. 5. The PA-12 sound/speed surface chart that represents graphically the
evolution with speed of the LCPtr as a function of frequency.
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A recent paper �Higley et al., J. Acoust. Soc. Am. 118, 2365–2372 �2005�� investigated synthetic
aperture communications in shallow water exploiting the relative motion between a source and a
receiver. This letter presents a feasibility study of synthetic aperture communications at global
distances using the 57 Hz acoustic data from the Heard Island Feasibility Test conducted in January
1991 �Baggeroer and Munk, Phys. Today 45, 22–30 �1992��. Specifically, a reception at Ascension
Island, about 9200 km from the source ship moving at about 3 kt near Heard Island, is analyzed by
treating the 255-digit m-sequence tomography signal as a binary-phase shift-keying communication
signal with an information rate of 11.4 bits /s. The performance using a single receiver combining
three consecutive receptions spaced 5.2 min ��470 m� apart indicates that synthetic aperture
acoustic communications is feasible at global distances. © 2009 Acoustical Society of America.
�DOI: 10.1121/1.3035830�

PACS number�s�: 43.60.Dh, 43.60.Gk, 43.60.Fg �DD� Pages: 8–10

I. INTRODUCTION

Beginning in the late 1960s, the U.S. Navy had an elec-
tromagnetic program �Project Sanguine/ELF� that involved
using a huge Wisconsin-Michigan antenna system to com-
municate a minimal amount of information �e.g., three coded
bits over 30 min� to submarines at speed and depth around
the world oceans.1 The project was based on the belief that
such communications could not be accomplished acousti-
cally, and eventually it was abandoned because of concerns
over potential environmental and health problems. This letter
demonstrates using archive data that indeed coherent acous-
tic communications at global scales is possible.

Synthetic aperture communications exploiting the rela-
tive motion between a source and a receiver has been inves-
tigated recently in shallow water.2 Relative motion between
the two generates a virtual horizontal array, which provides
the spatial diversity required for multichannel time reversal
combining. Two or three consecutive transmissions from a
source moving at 2 kt over a 5 km range were combined
after Doppler compensation, confirming the feasibility of
synthetic aperture communications using time reversal.

This letter extends the concept of synthetic aperture
communications to global scale by revisiting the low-
frequency �57 Hz� acoustic data from the Heard Island Fea-
sibility Test �HIFT� conducted in January 1991.3 Specifically,
a reception at Ascension Island is analyzed �Fig. 1�. This
high signal-to-noise ratio �SNR� reception �e.g., 19–30 dB
after matched-filtering� traveled 9200 km from the source
ship near Heard Island to bottom-mounted hydrophones lo-
cated at the sound-channel axis depth around Ascension.4,5

Among the three types of HIFT signals �cw, pentaline, and
m-sequences�, the 57 Hz, 255-digit m-sequence tomography
signal is processed, with each digit consisting of five carrier

cycles; thus it can be treated as a binary-phase shift-keying
communication signal with an information rate of R=57 /5
=11.4 bits /s.

II. HIFT RECEPTION AT ASCENSION ISLAND

A detailed description of the HIFT can be found in
Ref. 3; the main parameters relevant for discussion are
briefly reviewed. Ascension Island is located in the southern
Atlantic Ocean on the western edge of the Mid-Atlantic
Ridge while Heard Island is in the southern Indian Ocean.
Figure 1 shows the geodesic from the nominal position
of the source ship R/V Cory Chouest near Heard Island
�53°22�S,74°30�E� to Ascension �7°57�S,14°24�W�.4 The
angles of the geodesic at the source ship and at Ascension are
approximately 267° and 142°, respectively, measured rela-
tive to true North. The distance along the geodesic is ap-
proximately 9200 km, about one-quarter of the distance
around the Earth.

The acoustic propagation turns out to be quite challeng-
ing since the ray-path goes through the dynamic Antarctic
Circumpolar Current �ACC� front.6 It is shown by
simulations7 that mode coupling at the ACC front has signifi-
cant impact on modal dispersion and population, complicat-
ing the pulse-arrival sequence. Consequently there were no
identifiable arrivals for tomography inversion. On the other
hand, the subsequent tomography experiments �e.g., AET
and ATOC� were carried out in the eastern North Pacific
Ocean at the basin scale �e.g., 3 Mm� where the acoustic
paths are found more stable and identifiable. Interestingly,
basin-scale phase-coherent acoustic communications has
been demonstrated, exploiting either spatial diversity �verti-
cal array� or temporal diversity �ocean fluctuation� when
both the transmitter and receivers were fixed.8

Acoustic transmissions �1 h long� were made with an
acoustic-source array suspended from the research ship while
underway into the wind and swell at about 3 kt ��1.5 m /s�.a�Electronic mail: hcsong@ucsd.edu
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For a 57 Hz carrier signal, this yields a Doppler shift of fd

= +0.057 cos A Hz, where A is the angle between the azi-
muthal launch angle �267° toward Ascension Island� and the
ship’s course �287°�, as shown in Fig. 1.9 In practice, it is
difficult to maintain a ship’s speed and course during the
entire 1 h transmission, resulting in a time-varying Doppler
shift. Indeed the ship’s GPS �global positioning system� po-
sitions measured at about 10 s intervals indicated time-
varying offsets from a steady course on the order of 100 m in
the direction of 267°, which was in good agreement with
offsets inferred from the integrated Doppler measured at As-
cension Island.9 In this letter, a Doppler shift of fd=
+0.057 Hz �e.g., cos 20° �1� is chosen for Doppler com-
pensation �resampling� in preprocessing, while the residual
Doppler shift is compensated by a phase tracking algorithm
after time reversal diversity combining.10 Note that synthetic
aperture communications normally requires estimation of a
Doppler shift using either a separate signaling scheme �e.g.,
pilot tone� or initial phase tracking whose slope corresponds
to a Doppler shift.

All transmissions from the HIFT were digitally recorded
on eight bottom-mounted hydrophones at Ascension, most of
them located near the depth of the sound-channel axis, about
800 m. We analyze a portion of the data �15 min long� re-
ceived at one of the primary hydrophones �denoted hydro-
phone 23 in Refs. 4 and 5� from an acoustic run that started
at 0600 UTC 26 January 1991. The travel time of the earliest
arrival is about 1 h, 44 min, 17 s, and the delay spread at this
range is about 12 s long �Fig. 2�, resulting in the intersymbol
interference spanning about 140 symbols at a symbol rate of
11.4 symbols /s. Coarse synchronization is accomplished by
correlating with one period of the 255-digit m-sequence �i.e.,
22.4 s�. For communications processing, the Doppler-
compensated data are complex demodulated to baseband and
then sampled at twice the symbol rate �i.e., 2�11.4
=22.8 Hz�, facilitating use of a fractionally sampled
decision-feedback equalizer �DFE� after time reversal
combining.10

III. SYNTHETIC APERTURE COMMUNICATIONS

Consider three blocks of signals separated by 5.2 min
corresponding to 14 periods of the 255-digit m-sequence, as
illustrated in Fig. 3. The corresponding travel distance of a
source moving radially at 3 kt is about 470 m ��18 wave-
lengths�. Here the same communication sequence is pre-
sumed to be transmitted periodically �5.2 min� at the cost of
a reduction in the overall data rate by the number of trans-
missions �i.e., M =3� accumulated in generation of the syn-
thetic aperture.2 The three blocks of communication se-
quences are coherently combined by the time reversal
approach followed by a single channel adaptive DFE.10 A
decision-directed carrier phase estimate based on the maxi-
mum likelihood method11 is employed prior to the DFE.

Time reversal requires knowledge of the channel be-
tween a source and a receiver, usually provided by a channel
probe at the beginning of the data packet. Since there is no
explicit probe signal in the HIFT tomography signal, each
block consists of five periods of training symbols �NT=5
�255� for channel estimation and two periods of informa-
tion symbols �N=2�255� to be demodulated. The least
mean square �LMS� algorithm is employed for channel esti-
mation �see Fig. 2�, whereas the recursive least squares
�RLS� algorithm is employed for the single channel DFE
after time reversal combining. The corresponding LMS step
size and the RLS forgetting factor are �=0.001 and �
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FIG. 1. Geodesic from the nominal position of the source ship near Heard
Island to Ascension Island at approximately 9200 km range. The geodesic
launch angles toward Ascension Island and the ship’s course are 267° and
287°, respectively.
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FIG. 2. �Color online� Temporal evolution of the channel response. The
delay spread is about 12 s, resulting in the ISI spanning about 140 symbols
at a symbol rate of 11.4 symbols /s.

14 periods (5.2-min)

7 periods

T
N N

FIG. 3. Data structure emulating synthetic aperture communications. Each
block consists of five periods of training symbols and two periods of infor-
mation symbols. The blocks are separated by 14 periods of the 255-digit
m-sequence �5.2 min�.
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=0.999, respectively. The number of fractionally spaced
feedforward equalizer taps is 120 �=2�60�, and the number
of feedback equalizer taps is set to 80.

The resulting performance is shown in Fig. 4 as a scatter
plot. The output SNR is 6.6 dB, and the bit error rate is
1 /510. The performance using a single receiver combining

three consecutive receptions spaced 5.2 min ��470 m� indi-
cates that synthetic aperture communications is feasible at
global distance using time reversal.
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FIG. 4. Performance of synthetic aperture time reversal communications
combining three consecutive receptions spaced 5.2 min ��470 m� apart af-
ter Doppler compensation �see Fig. 3�. The output SNR is 6.6 dB with a bit
error rate of 1 /510.
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Recently, a paper by Lakashkin et al. �2007� �“Power amplification in the mammalian cochlea,”
Curr. Biol. 17, 1340–1344� was published on how power can be measured in the mammalian
cochlea. The general subject is of current widespread interest, so the question of whether the method
used by Lakashkin et al. is valid may be of interest to the readers of this journal. Power generation
in the cochlea can account for the extraordinary sensitivity of hearing. Lukashkin et al. claimed to
provide a direct proof of cochlear power generation. A first-order spring-dashpot system was used
to model the organ of Corti. The power flux direction can be derived from the sign of the phase
difference between the force and displacement, which can be presented as a “hysteresis plot.”
Basilar membrane �BM� vibration near the characteristic frequency �CF� was measured while
applying a low-frequency modulation tone together with the CF tone. A force was derived from the
modulation profile of the BM CF vibration and when plotted versus the displacement at the
modulation frequency, the function had a counterclockwise direction of hysteresis, suggesting power
generation. In this letter, we present comments on the analysis in the report: �1� that it is not
appropriate to analyze at the modulation frequency to derive the power generation at CF; �2� that the
derivation of a force from just the displacement profile is not justified, followed by an alternative
interpretation of the experimental data.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.2950090�

PACS number�s�: 43.64.Bt, 43.64.Kc, 43.64.Ld, 43.64.Yp �BLM� Pages: 11–14

I. INTRODUCTION

The cochlea possesses a cellular mechanism to enhance
sound induced motion of the organ of Corti that is termed the
“cochlear amplifier” �CA�. The effect of cochlear amplifica-
tion on auditory performance as well as its cellular basis has
been documented by many studies �LeMasurier and
Gillespie, 2005; Dallos et al., 2006; de Boer, 2006�. For ex-
ample, it is known that the vibration amplitude of basilar
membrance �BM� oscillation is enhanced by a factor of 100–
1000 for frequencies matched to the spatial location in the
cochlea where the frequencies have their best responses
�Robles et al., 1986; Ruggero et al., 1997�.

The cellular mechanism of amplification is based on the
electromechanical activity of the outer hair cell which is ca-
pable of producing force by one or more molecular mecha-
nisms involving specialized proteins �Martin et al., 2000;
Zheng et al., 2000; Ricci et al., 2002�. It has been hypoth-
esized that the force serves the purpose of countering energy

loss from the viscous component of what is primarily a vis-
coelastic system. Thus the outer hair cells are hypothesized
to produce power and it has been argued that power is the
more appropriate variable to measure in order to characterize
the CA �de Boer and Nuttall, 2001�.

Testing the hypothesis of power generation by the organ
of Corti is critically important but represents a vexing experi-
mental problem. The direct experimental approach requires
measurement of both the local acoustic force or pressure and
the local velocity. To measure acoustical pressure inside the
cochlea is exceedingly difficult and thus the data are con-
founded by large margins of error. Olson �2001� drew the
tentative conclusion from such measurements that power is
being produced by the organ of Corti. In an indirect ap-
proach, the power going into and outward from the cochlea
as otoacoustic emissions has been estimated �Kemp, 1979�.
Another alternative is to infer the pressure from comparing
mechanical data to models of cochlear mechanics. With the
inverse solution method, it is possible to compute the BM’s
mechanical impedance from the measured velocity of the
BM �de Boer and Nuttall, 1999�. The method generates an
impedance function of which the real part has negative val-
ues in the region basalward from the response peak. Since
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the real part of an impedance is related to power �growth or
decay�, the negative values indicate generation of acoustical
power by the BM and its associated structures.

II. INTRODUCTION TO THE REPORT PAPER

Lukashkin et al. �2007� �termed the “report” below� take
another indirect approach using the modulation profile of the
BM vibration to derive the active force on the BM. This
force was then plotted versus the displacement to infer the
power generation/consumption. In the report, a simple
spring-dashpot model was first used to introduce the hyster-
esis idea. The phase difference between the driving force and
displacement �or the force on the spring� results in a graphi-
cal pattern �a Lissajous figure� that is open �has area� when
the displacement is plotted against the force over one vibra-
tion cycle. This open pattern is termed a hysteresis and the
direction around the hysteresis loop can infer the direction of
the power flux. In the experimental design, a low-frequency
�LF� high-intensity tone was applied together with a high-
frequency �HF� low-intensity tone. The LF tone causes
change of the operating point, and thus the gain, of the CA.
This gain change results in a modulation on the HF vibration.
After demonstrating the sensitivity of the preparation in their
Fig. 2, Lukashkin et al. �2007� presented a method of deriv-
ing the driving force from the modulation profile. Their Fig.
3A showed the measured HF and LF displacements. The HF
displacement was modulated by the LF one, showing two
peaks in its amplitude profile within one LF cycle. These two
peaks correspond to the condition when optimal �maximum
gain� operating position was approached twice: one in the
rising edge of the LF vibration, and one in the falling edge.
This is also plotted in their Fig. 3B. �Note that in Fig. 3B, the
amplitude is plotted versus the modulation so that the X-axis
is labeled as “Low-frequency bias.”� In their Fig. 3B, the
peak at the rising portion of the LF displacement �solid line�
is at a positive displacement; the peak at the falling portion
of the LF displacement �dash line� is at a negative displace-
ment. Correspondingly in the report’s Fig. 3A, these two
peaks are at time instances later than the two zero crossings
of the LF displacement. The amplitude of the HF BM vibra-
tion versus LF BM vibration was then fitted with the deriva-
tive of a second-order Boltzmann function. The dependent
variable of the fitted Boltzmann function was presented in
the report as the nonlinear force exerted on the organ of
Corti. The graph obtained when this nonlinear force versus
the LF BM displacement is plotted has the open form of a
hysteresis. The counterclockwise rotation of the graphical
path around this hysteresis was promulgated as a direct proof
that power is generated by the organ of Corti.

III. THE HYSTERESIS PLOT

Since the hysteresis plot was used in the report to evalu-
ate the direction of the power flux, here we present explana-
tions in order to clarify the condition in which the hysteresis
plot can be linked to the power generation. While plotting
the two sinusoidal signals of the same frequency versus each
other, phase difference between two signals will result in a
Lissajous figure �a hysteresis plot�. The hysteresis has clock-

wise direction if the signal at the Y-axis lags the one at the
X-axis and vice versa. This was shown in Figs. 1C and 1D of
the report. In general, a hysteresis plot between two signals
in a system reflects only the time/phase difference between
them. Furthermore, because the signals are sinusoidal, a
phase lag more than 180° but less than 360° will be treated
as a phase lead due to the periodic nature of the signal.

The direction of the hysteresis plot can be related to the
direction of the power flux only when the two signals are the
true driving force and the complete motion �or voltage and
current in electrical system�. This is essentially the same con-
cept as measuring the driving point impedance of a system.
The difference is that in the impedance measurement, veloc-
ity is used but displacement is used in the power �hysteresis�
method. For a system that can be simplified into a driving
point impedance, such as the spring-dashpot system in Fig. 1
of the report, the phase difference between the force applied
to and the total velocity/displacement of the system is deter-
mined by the mechanical impedance of the system. There is
a strict definition of “active” for a one port system in net-
work theory �Guillemin, 1951; Raisbeck, 1954�, but in effect
a negative real value of the impedance indicates that the
power is produced.

Two points are worth mentioning while applying the
hysteresis method to study the organ of Corti. First, the
power analyzed is that of the cycle frequency of analysis and
thus when using the hysteresis method for the cochlea the
frequency should be around the CF of the measured location.
Whether this frequency should be at CF or at a frequency
higher than CF �since it is commonly believed that power is
generated at places basal to the CF location� is arguable, the
frequency should not be at a much lower frequency—the
modulation frequency. For a linear time-invariant system,
where the impedance concept was developed, the real part of
the impedance, and thus direction of the power flux, is usu-
ally frequency independent. Therefore, the hysteresis plotted
at any frequency can be used to identify the power flux.
However, the organ of Corti is a highly nonlinear system. It
has been shown that the BM vibration is not amplified �Coo-
per and Rhode, 1997; Ruggero et al., 1997� at frequencies
outside the peaking region. The power studies �Allen and
Fahey, 1992; de Boer et al., 2005� suggested that the possible
power generation, if there is such, should happen within the
frequency range of half an octave from the CF. Therefore,
the hysteresis plot should be generated using the driving
force and the displacement at or above the CF. Second, there
must be a correct force and displacement estimate. As men-
tioned above, in the impedance �and also the power hyster-
esis� method, the organ of Corti is simplified into a single
port system. The motion of the organ is taken as BM
displacement/velocity. Ideally one can measure the pressure
difference between scala vestibuli and scala tympani as the
driving force. Other methods of estimating the force need
serious justification.

IV. THE PROBLEMS IN THE REPORT

�1� The frequency used to plot the hysteresis curve is at
the modulation frequency. In the report, the hysteresis was
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not generated from a vibration cycle at the CF but at the
modulation frequency of 28 Hz. As mentioned in Sec. III, to
study power generation, one would plot the curve over a
cycle of the CF vibration and study the amount of area in the
hysteresis loop and the direction of the path. However, in the
report, the conclusion about power is from the hysteresis of
the HF modulation profile versus LF displacement. This hys-
teresis is essentially obtained at the modulation frequency
rather than at the CF. Although the X-axis of their Fig. 3C is
labeled as “High-frequency displacement” and the report
states “The axis in Figure 3C represents BM displacement at
the CF,” the derivation of Fig. 3C does suggest that it should
be LF. In the report, Fig. 3C was derived from the integration
of a fitted result of Fig. 3B. The X-axis in Fig. 3B is “Low-
frequency displacement” and the integration operation can-
not change the X-axis label.

�2� The derivation of the force is not valid. In the report,
the mechanical driving force was derived from the modula-
tion profile of the displacement. In the experiment, only the
BM displacement was measured. It is intuitively difficult to
imagine that the force can be derived from the displacement
only. Actually, from the derivation shown in the experimental
procedures section of the report, Lukashkin et al. �2007�
seemed to believe that the modulation of the HF vibration
can only be influenced by the mechanical force on the BM,
so that they derived the driving force of the BM from it.
However, other cellular biochemical processes can also in-
fluence the modulation of the BM vibration, especially the
timing, which determines the direction of the hysteresis.
Since the so-called force is not the actual mechanical force,
the hysteresis plot of this so-called force versus the BM dis-
placement cannot be related to the power generation.

V. WHAT COCHLEAR PROCESSES CAN PRODUCE
THE HYSTERESIS?

Since hysteresis is caused by a phase/time difference,
one possible source is the delay of the operating point
changes, in response to the LF BM displacement. As indi-
cated in Sec. II, the modulation peaks delayed the correspon-
dent LF displacement zero crossings. Assuming that the op-
erating point of the cochlea is optimized at rest, which
corresponds to the zero crossing of the LF displacement, the
fact that the peaks of modulation profile delayed from the
zero crossing indicates that there is a delay from the stimulus
�LF displacement� to the system response �amplitude modu-
lation�. It is this delay that produces the hysteresis loop,
which was used by Lukashkin et al. �2007� to derive the
power generation conclusion. However, this kind of delay is
common for any realizable system, active or passive. This
delay is also not unexpected inside the organ of Corti, con-
sidering that the translation of the LF BM displacement into
change of the operating point of the system could involve
complex mechanical, electrical, and chemical processes. All
these processes will introduce delay between the LF BM
vibration and the modulation profile, and this delay can pro-
duce the hysteresis, as shown in the report. For example, the
relative motion �Mammano and Ashmore, 1993; Fridberger
and de Monvel, 2003; Scherer and Gummer, 2004; Nowotny
and Gummer, 2006; Tomo et al., 2007� between different

parts of the organ of Corti can introduce delays; the adjust-
ment of the mechanoelectric transduction channel operating
point can have an adaptation time constant from a few mil-
liseconds to tens of milliseconds �LeMasurier and Gillespie,
2005; Fettiplace, 2006; Tinevez et al., 2007�. All those de-
lays could add up to a significant amount of time. In the
literature, a similar hysteresis analysis was used by Bian
et al. �2004� where a LF tone modulated distortion product
otoacoustic emissions. Although Bian et al. �2004� presented
a model relating the power generation to the hysteresis �Sec.
IV A in Bian et al. �2004��, they attributed the counterclock-
wise hysteresis to the delay mostly due to the complex bidi-
rectional processes inside the organ of Corti �Sec. V A in
Bian et al. �2004��. Such a delay can also account for hys-
teresis in the Lukashkin et al. �2007� analysis.

VI. SUMMARY

In this letter, we discuss a recent paper �Lukashkin et al.
�2007�� about the power generation in the organ of Corti. We
pointed out that their conclusion about cochlear power gen-
eration is not valid because the hysteresis plot of the force
versus BM displacement is at the modulation frequency and
cannot be used to indicate the power generation at CF. We
also questioned the force derivative. An alternative interpre-
tation was provided to account for the experimental observa-
tion in Lukashkin et al. �2007�.
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Reduced contribution of a nonsimultaneous mistuned harmonic
to residue pitch: The role of harmonic number (L)
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Listeners adjusted a matching sound so that its pitch equaled that of a subsequent 90-ms complex
tone �12 harmonics of a 155-Hz F0�, whose mistuned harmonic ��3% � was presented either
simultaneously with or after the other harmonics. The third or the fourth harmonic was mistuned.
For both harmonics, pitch shifts were significantly smaller when the mistuned harmonic was
presented after rather than simultaneously with the remainder of the target complex and when the
component corresponding to the mistuned harmonic was absent �as opposed to present� from the
matching sound. Presenting the mistuned component after the remainder of the complex generally
reduced the pitch shifts more for the third than for the fourth harmonic; the nonsimultaneous
presentation reduced shifts by a factor of 2.8 �third� and 1.7 �fourth� in the presence, and 6.4 �third�
and 1.9 �fourth� in the absence of the nominally mistuned harmonic from the matching sound. The
results are discussed in terms of an analytical listening and matching strategy that results in larger
pitch shifts for a nonsimultaneous mistuned harmonic that has an octave or double-octave
relationship to the F0 than for one that does not, without it necessarily being temporally integrated
into the residue pitch of the complex.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3026327�

PACS number�s�: 43.66.Hg, 43.66.Mk, 43.66.Ba �RYL� Pages: 15–18

I. INTRODUCTION

Several researchers have explored the duration over
which information is integrated in the determination of the
residue pitch of a complex tone �Houtsma and Goldstein,
1972; Hall and Peters, 1981; Houtsma, 1984; Ciocca and
Darwin, 1999; Grose et al., 2002; Gockel et al., 2005b�. This
question has implications for theories of pitch perception
which specify the time constant over which pitch is calcu-
lated �Meddis and Hewitt, 1991a, 1991b; Wiegrebe, 2001�.

Some of the studies addressing the question of the inte-
gration time for residue pitch exploited the fact that shifting
the frequency of a single harmonic in an otherwise harmonic
complex tone can lead to a shift in the residue pitch of the
complex even when the amount of the mistuning is so large
that the mistuned harmonic is heard out as a separate tone
�Moore et al., 1985, 1986�. The largest shifts in residue pitch
have been found when the frequency of the mistuned har-
monic is shifted by about 3% from its harmonic value
�Moore et al., 1985; Darwin et al., 1992�. Ciocca and Darwin
�1999� compared the size of the shifts in residue pitch ob-
tained for a mistuned component presented simultaneously
with the remainder of the complex with that obtained when
the mistuned component was presented immediately after the
remainder of the complex. The 90-ms harmonic complex had
a fundamental frequency �F0� of 155 Hz and its fourth har-
monic was mistuned by �3%. When the mistuned compo-

nent was presented after the remainder of the complex, it
could clearly be heard as a separate tone “popping out,” in
addition to the richer percept evoked by the complex. Sub-
jects were instructed to ignore this separate higher tone. In
experiment 1, Ciocca and Darwin �1999� found no signifi-
cant difference between the size of the pitch shifts observed
with simultaneous presentation of the mistuned harmonic
�mean shift of 0.7 Hz� and with post-remainder presentation
�mean shift of 0.5 Hz�. In experiment 2, they investigated the
effect of silent gaps of various durations between the end of
the remainder of the complex and the onset of the mistuned
harmonic. The mean pitch shifts for simultaneous and post-
target presentation with a 0-ms gap were virtually identical
�0.52 and 0.49 Hz�. The shifts for the 40- and 80-ms gap
conditions were not significantly different from that for the
0-ms gap, but for the 160-ms gap the pitch shift was reduced
to zero. Based on their results, Ciocca and Darwin �1999�
estimated the integration time for pitch to be around
170–250 ms.

In contrast, Gockel et al. �2005b� recently observed that
pitch shifts were significantly reduced when the mistuned
harmonic was presented after the remainder of the complex.
In addition, pitch shifts were reduced when the matching
complex �the complex adjusted in F0 by the subjects� did not
contain a component corresponding to the mistuned har-
monic. However, Gockel et al. �2005b� mistuned the third
rather than the fourth harmonic. They discussed two, not
mutually exclusive, explanations for the discrepancy be-
tween their results and those of Ciocca and Darwin �1999�.
First, the fourth harmonic might have a special status due to
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its double-octave relationship to the F0. For example, Hout-
sma �1979� reported that an isolated partial with an octave
relationship to the fundamental, i.e., with a frequency two,
four, or eight times the F0, has the same pitch chroma �see
Bachem, 1950� as the harmonic complex. This identity of
pitch chromas could lead to the fourth harmonic being more
integrated into the pitch of the target complex than the third
harmonic, even when slightly mistuned and presented after
the remainder of the target. Second, rather than basing their
judgements on a residue pitch which incorporates the mis-
tuned component, subjects might have used a more analytical
listening and matching strategy. This analytical strategy
would involve: �a� comparing and trying to minimize the
difference between the pitch of the mistuned component that
pops out and either the pitch of the corresponding harmonic
in the matching sound or the residue pitch of the matching
sound, and, also �b� comparing and trying to minimize the
difference between the residue pitch of the remainder of the
target complex �without the mistuned harmonic� and that of
the matching sound. One would have to assume that subjects
do both �a� and �b� in order to explain why the observed
pitch shifts first increase with increasing mistuning and, with
further mistuning beyond about 3%, decrease again �Moore
et al., 1985; Darwin, 1992�. The finding that pitch shifts were
smaller in the absence of the third harmonic from the match-
ing sound than in its presence lends some support to the idea
that subjects might have used such an analytical listening and
matching strategy. Note that: �1� such a strategy is more
likely to be used in nonsimultaneous than in simultaneous
conditions because mistuned components are perceptually
segregated to a much higher degree in the former than in the
latter case, and �2� the use of such a strategy would lead to
larger pitch shifts for the fourth than for the third harmonic
because the pitch chroma difference between the mistuned
harmonic and the remainder of the target complex is smaller
for the fourth than for the third harmonic.

The objective of the present study was to investigate the
role of the number of the mistuned harmonic in the contri-
bution of a nonsimultaneous harmonic to residue pitch. Spe-
cifically, the question was whether the difference in the con-
clusions reached by Ciocca and Darwin �1999� and by
Gockel et al. �2005b� is due to effects specific to the fourth
harmonic. For that purpose, in the present study the same
subjects were tested with either the third or the fourth har-
monic mistuned, and this harmonic could be presented either
simultaneously with or after the remainder of the target com-
plex. Additionally, the importance of the presence of the cor-
responding harmonic in the adjustable matching complex
was assessed.

II. METHOD

The stimuli were similar to those used by Ciocca and
Darwin �1999� and identical to those used by Gockel et al.
�2005b�, except that either the third harmonic or the fourth
harmonic was mistuned by �3%. The target was a 90-ms
complex tone with an F0 of 155 Hz, containing the first 12
harmonics added in sine phase, each with equal amplitude
�58 dB sound pressure level �SPL��. The mistuned harmonic

was presented either simultaneously with, or immediately af-
ter, the remainder of the target complex �“post-target condi-
tion”�. The matching sound was a 90-ms harmonic complex,
nominally containing the first 12 harmonics added in sine
phase. Depending on the condition, the third or the fourth
harmonic was either present in or absent from the matching
sound.

The method was the same as that described by Gockel
et al. �2005b�. A two-interval, two-alternative adaptive pro-
cedure was used to obtain pitch matches between a matching
sound �whose F0 was adjusted, and which was always pre-
sented first� and the target complex. Subjects were explicitly
instructed to ignore any pure-tone percept in the interval con-
taining the target sound and to match the pitch of the match-
ing complex to that of the target complex.

Eight musically trained subjects participated in all con-
ditions. Their ages ranged from 18 to 34 years, and their
quiet thresholds at octave frequencies between 250 and
4000 Hz were within 15 dB of the ANSI �2004� standard.
Stimuli were presented monaurally to the left ear for seven
subjects and to the right ear for one subject. After about
2–3 h of practice, five subjects were tested first with the
third harmonic mistuned and then with the fourth; the order
was reversed for the other subjects. The five subjects who
were tested first with the third harmonic also participated in
part of Gockel et al.’s �2005b� study.

III. RESULTS AND DISCUSSION

The number of pitch matches collected was varied
across subjects in order to compensate to a certain degree
�depending on the availability of the subject� for differences
in the variability of the matches across subjects. At least ten
�usually 15� pitch matches were obtained for each subject
and condition �and for each direction of mistuning� resulting
in a typical standard error of about 0.06–0.07 Hz. The re-
sults are presented as the mean absolute pitch shift, calcu-
lated as half the difference between pitch matches for corre-
sponding positive and negative mistunings.

Figure 1 shows the geometric means and the standard
errors of the pitch shifts across subjects. For the third har-
monic mistuned �Fig. 1�a��, the results are very similar to
those reported for experiment 1A of Gockel et al. �2005b�.
This is not unexpected, as data for five of the eight subjects
here contributed to the data for eight subjects shown in Fig.
2 of Gockel et al. �2005b�. In the absence of the third har-
monic from the matching sound, the present results are also
very similar to those reported for experiment 2 of Gockel
et al. �2005b�, where either the matching sound was a sine
tone �experiment 2B� or the target complex and the matching
sound contained only nonoverlapping harmonics �experiment
2A�. As discussed by Gockel et al. �2005b�, the similarity
between results obtained in experiment 2 and those obtained
with a matching sound containing harmonics 1–2 and 4–12
indicates that the results with the latter �and by extension the
present results in the absence of the nominally mistuned har-
monic from the matching sound� were not due to perceptual
segregation of the mistuned component from the target com-
plex caused by the absence of that single specific component

16 J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Gockel et al.: Letters to the Editor



in the matching sound. Rather the absence of the nominally
mistuned harmonic from the matching sound per se seems
crucial.

The mean pitch shifts were generally larger for the
fourth �Fig. 1�b�� than for the third harmonic. When the
fourth harmonic was present in the matching sound, the size
of the pitch shift in the simultaneous condition �0.78 Hz�
was bigger than but within the range of the standard error of
the mean reported by Ciocca and Darwin �1999� for this
condition in their experiment 1. The post-target condition
�with the fourth harmonic present in the matching sound� led
to a mean pitch shift of about 0.46 Hz, which corresponds
well with Ciocca and Darwin’s �1999� results.

A repeated-measures three-way analysis of variance,
ANOVA �with factors harmonic number, timing of the mis-
tuned component and presence of a component correspond-
ing to the mistuned harmonic in the matching complex� was
calculated, using the logarithm of the mean pitch shift for
each subject and condition as input. Logarithms were used
because we were interested in the relative changes across
conditions. The ANOVA showed that the three main effects
were highly significant �harmonic number: F�1,7�=33.48,
p=0.001; timing: F�1,7�=138.8, p�0.001; presence:
F�1,7�=32.78, p=0.001� and that all interactions were sig-
nificant �timing�harmonic number: F�1,7�=21.1, p�0.01;
timing�presence: F�1,7�=13.05, p�0.01; harmonic
number�presence: F�1,7�=9.36, p�0.05; timing
�harmonic number�presence: F�1,7�=13.05, p�0.05�. To
assess whether the difference between the simultaneous and

the post-target conditions were significant for each harmonic
alone, repeated-measures two-way ANOVAs were calculated
separately for the third and the fourth harmonics. For the
fourth harmonic, the ANOVA showed significant main ef-
fects of timing �F�1,7�=25.77, p=0.001�, and of presence
�F�1,7�=15.84, p�0.01�, but no significant interaction. For
the third harmonic there were again significant main effects
of timing �F�1,7�=112.73, p�0.001�, and of presence
�F�1,7�=28.46, p=0.001�, and a significant interaction be-
tween timing and presence �F�1,7�=9.31, p�0.05�.

In summary, pitch shifts were significantly larger for: �1�
the fourth rather than the third harmonic being mistuned; �2�
simultaneous rather than post-target presentation of the mis-
tuned harmonic; and �3� presence rather than absence of the
nominally mistuned harmonic from the matching sound. Ad-
ditionally, all interactions were significant. The present re-
sults for the fourth harmonic replicate and extend the find-
ings of Gockel et al. �2005b� and, in spite of the similarity of
the means with those of experiment 1 �but not experiment 2�
of Ciocca and Darwin �1999�, do not replicate their finding
of no significant difference between pitch shifts for simulta-
neous and post-target presentation of the mistuned compo-
nent. For the fourth harmonic being mistuned and present in
the matching sound, this discrepancy probably was caused
by the standard errors within subjects and conditions being
larger in Ciocca and Darwin’s �1999� study �typically around
0.1 Hz, personal communication� than in the current study
�about 0.06–0.07 Hz�. For their experiment testing the influ-
ence of silent gaps of various durations between the mis-
tuned harmonic and the remainder of the target complex,
they reported that “The criterion for stopping after five
matches was a standard error smaller than 0.4 Hz in all con-
ditions.”

Importantly, the reduction in the size of the pitch shifts
in the post-target compared to the simultaneous condition
was significantly smaller for the fourth �a factor of 1.8� than
for the third harmonic �a factor of 4.2�, as shown by the
significant interaction between harmonic number and timing
of the mistuned harmonic. This supports the hypothesis men-
tioned in the Introduction that, due to the double-octave re-
lationship, the fourth harmonic has a special status with re-
gard to pitch matches obtained when the mistuned harmonic
is presented after the remainder of the complex.

The fact that pitch shifts were larger for the fourth than
for the third harmonic mistuned theoretically could indicate
that the fourth harmonic generally �whether presented after
or simultaneously with the remainder of the complex� has a
somewhat special status due to its �near� double-octave rela-
tionship to the residue pitch of the target. However, several
earlier studies which investigated the relative dominance of
individual partials in determining the pitch of complex tones
using simultaneous presentation of all harmonics, did not
report a higher dominance of the fourth harmonic �Moore
et al., 1985; Dai, 2000; Gockel et al., 2005a�. Thus, it seems
most likely that, in the present study, for simultaneous pre-
sentation, the finding of larger pitch shifts for the fourth than
for the third harmonic mistuned was due to a combination of
factors such as the relatively low F0 of 155 Hz, the short
stimulus duration of 90 ms, and the specific subjects used.

FIG. 1. Mean pitch shifts �log scale� and the corresponding standard errors
across eight subjects. Panel �a� shows the data for the third harmonic mis-
tuned. The left-hand group of two bars shows pitch shifts obtained for a
matching complex that included the third harmonic. The right-hand group of
two bars shows the pitch shifts obtained when the third harmonic was absent
from the matching complex. The white and the black bars show results for
simultaneous and post-target presentation of the mistuned component, re-
spectively. Panel �b� as �a�, but for the fourth harmonic mistuned.
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Pitch shifts were significantly smaller in the absence of
the nominally mistuned harmonic from the matching sound
than in its presence. This was true for both harmonic num-
bers tested and supports the idea that subjects may partly
have used an analytical listening and matching strategy, as
described in Sec. I. If the nominally mistuned harmonic is
absent from the matching sound, the mistuned component
cannot be compared with it, so the matches will be somewhat
less influenced by the mistuned harmonic. When the nomi-
nally mistuned harmonic is present in the matching sound,
the comparison between the mistuned harmonic and the cor-
responding harmonic in the matching sound may be partly
affected by frequency-shift detectors �Demany and Ramos,
2005�.

IV. SUMMARY AND CONCLUSIONS

�1� Pitch shifts were significantly smaller when the matching
complex did not contain a component corresponding to
the mistuned harmonic, suggesting that an analytical lis-
tening and matching strategy contributed to the pitch
shifts measured.

�2� Shifts in matches to the residue pitch were significantly
smaller when the mistuned component was presented af-
ter the remainder of the target complex than when it was
presented simultaneously. This contrasts with Ciocca and
Darwin’s �1999� statistical result for the comparison of
simultaneous and nonsimultaneous presentation of a
mistuned fourth harmonic in the presence of the fourth
harmonic in the matching sound; while the mean results
of the present study for the fourth harmonic mistuned
were similar to some of the results reported by Ciocca
and Darwin �1999�, the present standard errors within
and across subjects were smaller. The significant reduc-
tion in pitch shifts for the post-target conditions repli-
cates and extends the results of Gockel et al. �2005b�,
who mistuned the third harmonic.

�3� The factor by which the pitch shift decreased when
changing from simultaneous to nonsimultaneous presen-
tation of the mistuned component was greater for the
third than for the fourth harmonic. This could indicate
that nonsimultaneous components which have an octave
or double-octave relationship to the F0 are integrated
into the estimate of the residue pitch over a longer time
window than other components. However, an alternative
and perhaps more plausible explanation is that listeners
use an analytical listening and matching strategy �espe-
cially� when the mistuned harmonic is presented nonsi-
multaneously and therefore pops out. The use of this
strategy would result in larger pitch shifts when the mis-
tuned harmonic has an octave or double-octave relation-
ship to the F0 than when it does not �see Sec. I�. In other
words, nonsimultaneous harmonics that have an octave
or double-octave relationship to the F0 affect pitch

matches more than when they do not have this relation-
ship, without actually being temporally integrated into
the residue pitch. Thus, obligatory integration of post-
target components for the purpose of determining the
residue pitch might be less strong than originally esti-
mated by Ciocca and Darwin �1999�, even for the fourth
harmonic.
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The purpose of this study was to determine the degree to which synthetic vowel samples based on
previously reported vocal tract area functions of eight speakers could be accurately identified by
listeners. Vowels were synthesized with a wave-reflection type of vocal tract model coupled to a
voice source. A particular vowel was generated by specifying an area function that had been derived
from previous magnetic resonance imaging based measurements. The vowel samples were
presented to ten listeners in a forced choice paradigm in which they were asked to identify the
vowel. Results indicated that the vowels �i�, �æ�, and �u� were identified most accurately for all of
speakers. The identification errors of the other vowels were typically due to confusions with
adjacent vowels. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3033740�
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I. INTRODUCTION

Magnetic resonance imaging �MRI� has been widely
used to acquire volumetric image sets of the head and neck
from which vocal tract area functions can be directly mea-
sured. These collections of area functions, which are as-
sumed representative of an individual speaker’s production
of a target vowel or consonant, have then been used in the
development of speech production models and speech syn-
thesizers �e.g., Ciocea, 1997; Story, 2005a, 2005b; Mullen
et al., 2007�.

The similarity of speech sounds produced by area-
function-based synthesis to natural speech has been typically
assessed by comparing calculated formant frequencies to for-
mant frequencies extracted from recorded speech �Story
et al., 1996, 1998; Story, 2005a�. Reasonable similarity has
been demonstrated; however, stimuli generated based on
measured area functions have rarely been evaluated percep-
tually. This step is important before stimuli generated by
simulation of the speech production process are used to an-
swer questions about the perceptual relevance of various
types of kinematic and structural variations of the vocal tract
�Carré et al., 2001�.

Collections of volumetric image sets based on MRI
and their analyses have been reported by Story �2005a� and
Story et al. �1996, 1998� for eight speakers �four females and
four males�. A second set of data obtained from the speaker
presented in Story et al., 1996 has been published as well
�Story, 2008�. The inventories include area functions �area as
a function of distance from the glottis� of a set of 10 or 11
American English vowels ��i,(,e,�,æ,#,Ä,Å,o,*,u��, depending
on the particular speaker. Across speakers, vocal tract area
functions varied in vocal tract length and other idiosyncratic

differences, but were similar with regard to gross shape for
each of the target vowels and the location of major constric-
tions and expansions.

The measured area functions were subsequently used as
input to a computer model of one-dimensional acoustic wave
propagation in the vocal tract. The synthetic speech samples
were then compared, in terms of location of the first three
formant frequencies, to recorded natural speech from each
speaker. The natural speech samples were recorded with the
subject in a supine position with ear plugs in an attempt to
simulate, as closely as possible, the conditions experienced
in the MRI sessions. Subjects produced speech sounds that
corresponded to the static shapes that were acquired with
MRI. Percent error based on comparisons of measured and
calculated formant frequencies from natural and simulated
speech across speakers and formants �F1-F2-F3� ranged from
0.1% to 39%. Errors larger than 30% were calculated for
only seven instances and were limited to two speakers. The
majority �defined here to be 95%� of the calculated formants
differed from those of natural speech by less than 10%.
Overall, results indicated that formant locations of the syn-
thesized samples were reasonably well represented compared
to the natural productions that were recorded. These com-
parisons quantify the success of measurement of area func-
tions from MRI images and speech modeling efforts. How-
ever, since one aim of developing a speech production model
is to understand the relation between area functions and
changes in the vocal tract shape result in acoustic character-
istics indicative of a phonetic category, perceptual testing of
simulated samples based on these area functions is needed.
The purpose of the present study was to determine the vowel
identification accuracy for simulated vowel samples of eight
speakers based on previously reported vocal tract area func-
tions derived from MRI image sets.

a�Electronic mail: bunton@email.arizona.edu
b�Electronic mail: bstory@u.arizona.edu

J. Acoust. Soc. Am. 125 �1�, January 2009 © 2009 Acoustical Society of America 190001-4966/2009/125�1�/19/4/$25.00



II. METHOD

A. Area function sets

Previously published area functions for eight speakers
were used to synthesize vowel samples in the present study
�Story et al., 1996, 1998; Story, 2005a�. This included four
male �range 29–40 years� and four female �range
23–39 years� speakers. Speakers in Story’s �2005a� article
were identified as SF1, SF2, SF3, SM1, SM2, and SM3,
where “F” denotes female and “M” denotes male. The two
speakers presented in Story et al., 1996, 1998 will be iden-
tified as SM0 and SF0, respectively. Finally, data for a sec-
ond set of area functions obtained from speaker SM0 in 2002
will be identified as SM0-2.

B. Synthetic vowel samples

A synthetic vowel sample was generated for each area
function of each speaker’s inventory. Following Hillenbrand
and Gayvert �1993�, the duration of all samples was set at
0.3 s, and the fundamental frequency �F0� contour varied
from 25% above an F0 target to 25% below that same target.
The F0 targets for males and females were set at 110 and
220 Hz, respectively. The sample duration was chosen so
that it would not be a primary cue in vowel identification
�Hillenbrand et al., 2000�; that is, 0.3 s is on average shorter
than long vowels and longer than short vowels. The samples
were generated with a wave-reflection model of the trachea
and vocal tract �Liljencrants, 1985; Story, 1995� that in-
cluded energy losses due to yielding walls, viscosity, heat
conduction, and radiation at the lips. The tracheal portion
extended from the glottis to the bronchial termination. Its
shape was idealized as a tube that is tapered from 0.3 cm2 to
just below the glottis to a constant area of 1.5 cm2. All syn-
thesized vowels were based on coupling this tracheal con-
figuration to the respective measured area functions, which
included their measured vocal tract lengths. The synthesis
was driven by the respiratory pressure �PR� assumed to exist
at the bronchial termination of the trachea. In generating
each sample for this study, PR was ramped from
0 to 6000 dyn /cm2 in 20 ms with a cosine function, similar
to Hillenbrand and Gayvert’s �1993� ramping of peak ampli-
tude. The voice source was generated by a model of the
time-varying glottal area for which wave shape parameters
such as F0, amplitude, pulse skewing �skewing quotient�,
and duty cycle �open quotient� can be varied over the dura-
tion of the synthesized speech sound or held constant. The
glottal area model was based on the glottal flow pulse model
of Rosenberg �1971� but scaled in amplitude for glottal area.
For each sample, the F0 followed either the male or female
contour detailed above, the maximum glottal opening was set
at 0.08 cm2, the skewing quotient was held at a value of 2.4,
and the open quotient was set to 0.6. The appropriateness of
these values for both male and female speech might be ques-
tioned; however, they were chosen so that the energy in the
harmonic components of the glottal flow wave would be
similar for all samples. Although these parameters may re-
duce the femalelike quality of the samples produced with the

SF-area functions, this was not considered to be problematic
since the listening task was concerned only with phonetic
identification.

In addition to the synthetic samples based on the original
measured vowel area functions, a sample was also generated
from each speaker’s mean area function. That is, the mean of
all 10 or 11 vowels measured for each speaker. These
samples are effectively neutral vowels and were used as pre-
cursors to the other samples in the listening tests to provide a
context for extrinsic normalization of each speaker �e.g.,
Ladefoged and Broadbent, 1957�.

C. Listening Task

Ten listeners �mean age 26 years� participated in the
present study. Listeners were native English speakers and
native to Arizona and passed a hearing screening. All proce-
dures were approved by the Institutional Review Board at the
University of Arizona.

An ALVIN interface �Hillenbrand and Gayvert, 2005�
was used to present samples via loudspeakers to listeners
seated in a sound treated room. Samples were presented in
pairs with the first sample being the mean vowel of a par-
ticular speaker followed by a target vowel from the same
speaker. The computer screen displayed buttons for 11 Eng-
lish vowels that were labeled with both the phonetic symbol
and an example “hVd” word. Listeners were asked to iden-
tify the second vowel in the pair. Vowel samples were
blocked by speaker and each listener heard five repetitions of
each vowel. The order of presentation for speaker and vowel
samples was randomized. Each listening session lasted no
longer than 30 min. A confusion matrix based on listener
identification of the vowel samples was calculated separately
for each speaker. Listeners also completed a training task
with vowel samples recorded by a male speaker �second au-
thor� to assure they could identify all 11 English vowels.
Accuracy was greater than 98% across vowels and listeners.
Errors were limited to a confusion of �Å� and �Ä�.

III. RESULTS

Identification errors made for the vowels based on each
speaker are indicated in the confusion matrices displayed in
Tables I–III. In each matrix, the target vowel is listed in the
leftmost column and the vowel identified is listed across the
top of the columns. Accurate identification of target tokens
can be seen along the diagonal in the boldface cells.

Accuracy across vowels varied from a low of 21% for
female ��� to a high of 98% for male �i�. Vowels with the
highest accuracy rates across speakers ��89% � included
three English corner vowels �i, æ, u�. Accuracies for the three
vowels ��, Å, Ä� were greater than 50% for the male speakers
and less than 50% for the female speakers. For the vowels �(,
e, o� and �#� identification accuracy was less than 50% for
both male and female speakers.

Although there was considerable variability in the iden-
tification accuracy, vowel confusions were typically between
adjacent vowel categories in the vowel space. For example,
the target vowel �(� was identified as either �e� or ��� for all
of the speakers except SF2 whose �(� targets were identified
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as �#�. A similar confusion was found for the target �e�,
which was identified as either �(� or ��� for all speakers.
Identification of the target vowel �Ä� included both �æ� and
�Å� responses, and is the only vowel where listener identifi-
cation was not an adjacent vowel category. The target �Å� was
most commonly confused with �Ä�. This confusion is not
unexpected and the vowel �o� was confused with �*� in a
majority of cases. Confusion between �Å� and �Ä� is not un-
expected given that speakers in the southwest part of the
United States tend to collapse these two categories �Labov,
1996�.

Comparisons of vowel identification accuracy for the
samples based on the data sets from the same speaker �SM0
and SM0-2� were similar, with overall accuracy slightly
higher for the second data set �53% and 59%, respectively�.
The largest difference between samples was seen for the
vowels �(� and �o�. In both cases, confusions were between
adjacent vowels.

TABLE I. Confusion matrices for synthesized vowels of speakers SM0 and
SM0–2.

Listener’s identification
i ( e � æ # Ä Å o * u Total

Vowel intended
by speaker SM0

i 50 0 0 0 0 0 0 0 0 0 0 50
( 0 1 32 17 0 0 0 0 0 0 0 50
e 0 0 0 0 0 0 0 0 0 0 0 0
� 0 0 1 25 23 0 1 0 0 0 0 50
æ 0 0 0 1 48 0 1 0 0 0 0 50
# 0 0 0 0 0 22 22 6 0 0 0 50
Ä 0 0 0 0 1 0 29 20 0 0 0 50
Å 0 0 0 0 0 0 8 28 14 0 0 50
o 0 0 0 0 0 0 1 1 9 6 33 50
* 0 0 0 0 0 0 0 0 0 9 41 50
u 0 0 0 0 0 0 0 0 1 6 43 50

Vowel intended
by speaker SM0-2

i 50 0 0 0 0 0 0 0 0 0 0 50
( 6 23 16 5 0 0 0 0 0 0 0 50
e 0 8 24 18 0 0 0 0 0 0 0 50
� 0 0 2 35 13 0 0 0 0 0 0 50
æ 0 0 0 0 49 0 1 0 0 0 0 50
# 0 0 0 0 0 0 10 39 0 1 0 50
Ä 0 0 0 0 0 0 27 23 0 0 0 50
Å 0 0 0 0 0 0 5 27 16 2 0 50
o 0 0 0 0 0 0 1 6 43 0 0 50
* 0 0 0 0 0 0 2 5 43 0 0 50
u 0 0 0 0 0 0 0 0 0 3 47 50

TABLE II. Confusion matrices for synthesized vowels of speakers SM1,
SM2, and SM3.

Listener’s identification
i ( e � æ # Ä Å o * u Total

Vowel intended
by speaker SM1

i 46 3 0 0 0 0 0 0 0 0 1 50
( 0 37 1 2 0 0 0 0 0 5 5 50
e 0 14 4 13 2 5 0 0 0 9 3 50
� 0 2 2 21 3 11 0 0 0 10 1 50
æ 0 0 0 1 48 0 1 0 0 0 0 50
# 0 0 0 0 0 41 2 0 0 7 0 50
Ä 0 0 0 0 1 0 34 15 0 0 0 50
Ä 0 0 0 0 0 0 19 31 0 0 0 50
o 0 0 0 0 0 0 0 0 7 25 18 50
* 0 0 0 0 0 0 0 0 0 17 33 50
u 0 0 0 0 0 0 0 0 0 5 45 50

Vowel intended
by speaker SM2

i 50 0 0 0 0 0 0 0 0 0 0 50
( 0 33 5 12 0 0 0 0 0 0 0 50
e 4 22 14 10 0 0 0 0 0 0 0 50
� 0 0 0 0 0 0 0 0 0 0 0 0
æ 0 0 0 0 50 0 0 0 0 0 0 50
# 0 0 0 0 0 42 0 0 1 6 1 50
Ä 0 0 0 0 0 0 43 7 0 0 0 50
Å 0 0 0 0 0 0 4 46 0 0 0 50
o 0 0 0 0 0 2 2 3 14 23 6 50
* 0 0 0 0 0 7 0 0 2 38 3 50
u 0 0 0 0 0 0 0 0 0 8 42 50

Vowel intended
by speaker SM3

i 49 1 0 0 0 0 0 0 0 0 0 50
( 0 1 37 12 0 0 0 0 0 0 0 50
e 0 0 26 23 1 0 0 0 0 0 0 50
� 0 1 21 26 2 0 0 0 0 0 0 50
æ 0 0 1 0 49 0 0 0 0 0 0 50
# 0 0 0 0 0 0 0 0 10 36 4 50
Ä 0 0 0 0 0 0 35 15 0 0 0 50
Å 0 0 0 0 0 0 8 42 0 0 0 50
o 0 0 0 0 0 13 8 9 19 0 1 50
* 0 0 0 0 0 2 0 0 1 31 16 50
u 0 0 0 0 0 0 0 0 1 7 42 50

TABLE III. Confusion matrix for synthesized vowels of speaker SF0.

Listener’s identification
i ( e � æ # Ä Å o * u Total

Vowel intended
by speaker SF0

i 50 0 0 0 0 0 0 0 0 0 0 50
( 0 10 9 26 5 0 0 0 0 0 0 50
e 0 0 0 0 0 0 0 0 0 0 0 0
� 0 0 1 8 41 0 0 0 0 0 0 50
æ 0 0 0 6 44 0 0 0 0 0 0 50
# 0 0 0 0 0 0 39 11 0 0 0 50
Ä 0 1 0 0 0 22 19 5 2 1 0 50
Å 0 0 0 0 0 2 6 23 19 0 0 50
o 0 0 0 0 0 12 5 3 13 17 0 50
* 0 0 0 0 0 0 25 25 0 0 0 50
u 0 0 0 0 0 1 0 0 0 5 44 50

Vowel intended
by speaker SF1

i 49 0 1 0 0 0 0 0 0 0 0 50
( 0 23 20 7 0 0 0 0 0 0 0 50
e 0 1 10 36 2 1 0 0 0 0 0 50
� 0 3 0 1 0 5 0 0 0 33 8 50
æ 0 0 0 0 50 0 0 0 0 0 0 50
# 0 0 0 0 0 30 3 0 5 11 1 50
Ä 0 0 0 0 46 0 3 1 0 0 0 50
Å 0 0 0 0 0 0 16 33 1 0 0 50
o 0 0 0 0 0 6 6 0 24 14 0 50
* 0 0 0 0 0 0 0 0 0 29 21 50
u 0 0 0 0 0 0 0 0 0 6 44 50

Vowel intended
by speaker SF2

i 27 22 0 1 0 0 0 0 0 0 0 50
( 0 0 5 0 0 35 0 0 0 10 0 50
e 2 29 7 11 1 0 0 0 0 0 0 50
� 0 0 5 1 44 0 0 0 0 0 0 50
æ 0 0 0 0 49 0 0 1 0 0 0 50
# 0 0 0 0 0 39 4 1 2 3 1 50
Ä 0 0 0 0 0 1 12 22 15 0 0 50
Å 0 0 0 0 0 0 32 18 0 0 0 50
o 0 0 0 0 0 2 0 0 11 34 3 50
* 0 0 0 0 0 0 0 1 0 42 7 50
u 0 0 0 0 0 0 0 0 0 4 46 50

Vowel intended
by speaker SF3

i 48 2 0 0 0 0 0 0 0 0 0 50
( 2 9 30 9 0 0 0 0 0 0 0 50
e 1 21 21 7 0 0 0 0 0 0 0 50
� 0 4 11 31 0 3 0 0 0 1 0 50
æ 0 0 0 0 49 0 0 1 0 0 0 50
# 0 0 0 0 0 1 0 0 3 38 8 50
Ä 0 0 0 0 0 0 30 20 0 0 0 50
Å 0 0 0 0 0 0 22 28 0 0 0 50
o 0 0 0 0 0 0 4 6 22 17 1 50
* 0 0 0 0 0 0 0 0 0 10 40 50
u 0 0 0 0 0 0 0 0 0 6 44 50
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IV. DISCUSSION

The confusion matrices suggest that most of the area
functions from each speaker’s inventory produce sound
samples that can be expected to be identified as either the
target vowel or as an adjacent vowel in the vowel space.
Therefore, with a few exceptions, each area function is rep-
resentative of the “neighborhood” of the target vowel. The
modest accuracy rates for several vowels, however, also beg
the question of why the identification accuracy is not better.

An obvious possibility is that some of the area functions
are simply not good representations of the target vowels. In
some cases, this is likely true. For example, the poor identi-
fication of SF0’s �*� vowel could have likely been predicted
based on the fairly large errors found between the formant
frequencies calculated from the �*� area function and those
measured from natural speech �Story et al., 1998�. In other
cases, a presumably good area function representation of a
particular vowel would not have predicted poor identification
accuracy. SM2’s �(� area function produced formant frequen-
cies with small error relative to natural speech and yet the
identification responses indicated that listeners were correct
only 66% of the time. Although area function quality is un-
doubtedly part of the problem, it would seem that other fac-
tors must also contribute.

The constant 0.3 s duration that was used to generate
every sample may have affected some identification re-
sponses, especially for the “short” vowels. This duration was
chosen as a compromise between short and long vowels �Hil-
lenbrand and Gayvert, 1993�, but may have been too long
such that it inadvertently created a cue that conflicted with
the typical duration of some of the shorter vowels.

Another possible reason for reduced identification accu-
racy is that each vowel sample was generated from a “static”
area function. That is, each vowel was effectively produced
without any change in vocal tract shape and, hence, no
change in formant frequencies. In connected speech, vowels
are typically embedded between consonants so that the for-
mant frequencies are almost continuously in transition. Even
productions of isolated vowels tend to have formant transi-
tions over the course of the utterance �e.g., Story, 2007�.
There is much evidence that listeners use this dynamic spec-
tral change for identification of vowels �Jenkins et al., 1983;
Strange et al., 1983; Nearey, 1989; Hillenbrand and Gayvert,
1993; Nittrouer, 2007�.

Finally, the listening paradigm, which consisted of pre-
sentations blocked by speaker and included a precursor mean
vowel followed by the target, may have influenced the iden-
tification accuracy. This paradigm was implemented so that
the precursor might allow for extrinsic normalization by the
listener. Similar methods have been used with some success
for vowel recognition algorithms �Pols and Weenink, 2005;
Nearey and Assman, 2007�.

The next steps in this research are to explore some of
these possible influences on vowel identification; specifi-
cally, use of area functions for each speaker that have been
“tuned” to produce formant frequencies directly aligned with
those of recorded speech �Story, 2006�, use of an area func-
tion model that allows for time variation of the vocal tract

shape �e.g., Story, 2005b�, build in natural vowel durations,
and use of a listening paradigm that does not include a pre-
cursor vowel for normalization.
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Many of the items in the “Speech, Spatial, and Qualities of Hearing” scale questionnaire �S.
Gatehouse and W. Noble, Int. J. Audiol. 43, 85–99 �2004�� are concerned with speech understanding
in a variety of backgrounds, both speech and nonspeech. To study if this self-report data reflected
informational masking, previously collected data on 414 people were analyzed. The lowest scores
�greatest difficulties� were found for the two items in which there were two speech targets, with
successively higher scores for competing speech �six items�, energetic masking �one item�, and no
masking �three items�. The results suggest significant masking by competing speech in everyday
listening situations. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3025915�
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I. INTRODUCTION

In recent years there has been growing interest in the
“informational masking” of speech �e.g., Freyman et al.,
1999; Brungart, 2001; Li et al., 2004�. This phenomenon is
the extra masking observed when the identifiability of speech
is measured in a background of competing speech versus that
predicted from control conditions with comparable acoustics,
such as a background of noise �cf. Carhart et al., 1969�.
Informational masking is associated with uncertainty, target-
masker similarity, and other “higher-level” aspects of the tar-
get and masker stimuli �cf. Durlach et al., 2003�. However,
most of these measurements reflect situations where there are
few cues available with which to distinguish the target and
competing talkers. Laboratory measurements of the amount
of informational masking of target speech by competing
speech can be as much as 22 dB �Arbogast et al., 2002�, but
is reduced considerably when supplementary cues are pro-
vided, including differences in talker gender �Brungart,
2001�, pitch �Drullman and Bronkhorst, 2004�, azimuth
�Freyman et al., 1999�, and speech reading �Helfer and Frey-
man, 2005�. Since many of these cues are typically available
to most listeners in everyday listening situations, it seems
unlikely that large informational-masking effects would be
observed outside of the laboratory.

One approach to investigating the difficulties in real life
due to competing speech is to actually ask participants about
them. To this end, the items included in the “Speech, Spatial
and Qualities of Hearing” scale �SSQ� �Gatehouse and
Noble, 2004� are particularly useful because they ask about
listening situations involving competing speech. The SSQ
was designed to measure “auditory disability,” the restriction
of auditory ability to perform an activity considered to be

normal for a human being, as distinct from “auditory impair-
ment,” the underlying loss of auditory function �cf. World
Health Organisation, 1980�. The items cover a wide range of
auditory abilities, including speech perception �e.g., “Can
you easily have a conversation on the telephone?”�, spatial
hearing �e.g., “Can you tell how far a bus or truck is, by the
sound?”�, and “qualities” of hearing �e.g., “Do other peoples’
voices sound clear and natural?”�. The questionnaire is de-
signed to be completed by interview, with participants being
read each vignette and then asked to respond on a visual
scale from 0 �“not at all”� to 10 �“perfectly”�. Thus, lower
scores correspond to greater auditory disability.

Here, we reanalyze some previously collected SSQ data
and focus on the 14 items that relate to speech perception:
many of them refer to situations involving the comprehen-
sion of speech in competing speech, and so responses might
be expected to indicate the total masking of competing
speech and to help distinguish informational masking from
energetic masking.

II. METHOD

The data were collected as part of an earlier survey.1 A
short questionnaire was mailed to a random sample of 9000
individuals in the Glasgow area. The questionnaire used a set
of screening questions including: �1� whether the individuals
self-reported any hearing loss, the difficulties any hearing
loss caused them, and whether they wore hearing aids, �2� a
set of six of the SSQ items, with two from each of the
speech, spatial, and qualities of hearing sections �Gatehouse
and Noble, 2004�, �3� what their opinions were about the
provision of hearing aids by the UK National Health Service,
�4� their age and their sex, and �5� their overall quality of
life. The study was designed to stratify 50 people in each of
the eight groups of a 2�2�2 factorial design: 50–64 years
versus 65–80 years; no hearing difficulty versus hearing dif-a�Electronic mail: trevor@ihr.gla.ac.uk
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ficulty; low score on the six-question form of the SSQ versus
high score. There were 3824 respondents, of whom 1979
were 50–80 years old. Of these, 576 were selected for a
face-to-face interview, to try to get 50 completed interviews
per group. There, an interviewer conducted a hearing handi-
cap questionnaire and the SSQ questionnaire �both are fully
listed in Gatehouse and Noble, 2004�, together with a small
number of questions about the individual. The hearing diffi-
culty was categorized by their yes/no response to the ques-
tion “Do you have difficulty with your hearing?” In practice,
414 successful interviews were obtained, giving group sizes
from 49 to 54. We used part of the stratification here, com-
paring the “younger” versus “older” groups �N=208, 206,
respectively� and “no hearing difficulty” versus “hearing dif-
ficulty” groups �N=209, 205, respectively�.2

For the present analysis, the speech items of the SSQ
were split into six categories �see Table I� according to the
configuration of target speech and competing speech de-
scribed by the vignette. In four categories, the items asked
about following one person in a variety of types of masker:
no maskers �item Nos. 2, 3, and 13�, a noise masker, inter-
preted as purely energetic �No. 5�, single-talker maskers
�Nos. 1, 8, and 9�, and multitalker maskers �Nos. 4, 6, and
11�. In a fifth category, the items asked about following two
targets at the same time �Nos. 10 and 14�. The sixth category
contained two items that were omitted from the analysis be-
cause they were felt to be ambiguous about whether or not

the masker should be considered to be competing speech
�Nos. 7 and 12�.

III. RESULTS

Table I reports the scores for each of the 14 speech items
in the questionnaire separately for the normal-hearing and
hearing-disabled participants. The items are ordered by mean
score in the normal group �note that the ordering is the same
for the hearing-disabled group�. Figure 1 shows the data av-
eraged across both groups, with items ordered in the same
way: the highest mean responses �i.e., the least disability�
were for the no-masker items and the lowest for the two-

TABLE I. Mean and standard deviations of scored responses to speech items from the SSQ for those with and without self-reported hearing difficulties. Items
are grouped by categorization then ordered by mean responses.

SSQ
item Vignette Category

Mean �SD�
hearing difficulties

Yes No

10. You are listening to someone talking to you, while at the same time trying to follow the
news on TV. Can you follow what both people are saying?

Two targets 4.4 �2.4� 6.1 �2.5�

14. You are listening to someone on the telephone and someone next to you starts talking. Can
you follow what’s being said by both speakers?

Two targets 4.8 �2.6� 6.2 �2.4�

6. You are in a group of about five people in a busy restaurant. You cannot see everyone else
in the group. Can you follow the conversation?

Multitalker
masker

4.9 �2.4� 6.7 �2.3�

4. You are in a group of about five people in a busy restaurant. You can see everyone else in
the group. Can you follow the conversation?

Multitalker
masker

5.4 �2.5� 7.3 �2.2�

11. You are in conversation with one person in a room where there are many other people
talking. Can you follow what the person you are talking to is saying?

Multitalker
masker

5.7 �2.4� 7.3 �2.3�

8. Can you have a conversation with someone when another person is speaking whose voice is
the same pitch as the person you’re talking to?

Single-talker
masker

5.9 �2.4� 7.3 �2.2�

9. Can you have a conversation with someone when another person is speaking whose voice is
different in pitch from the person you’re talking to?

Single-talker
masker

6.0 �2.2� 7.4 �2.1�

1. You are talking with one other person and there is a TV on in the same room. Without
turning the TV down, can you follow what the person you’re talking to says?

Single-talker
masker

6.0 �2.4� 7.4 �2.2�

5. You are talking with one other person. There is continuous background noise, such as a fan
or running water. Can you follow what the person says?

Noise
masker

6.4 �2.3� 7.8 �2.1�

3. You are in a group of about five people, sitting round a table. It is an otherwise quiet place.
You can see everyone else in the group. Can you follow the conversation?

No masker 6.8 �2.5� 8.2 �2.0�

13. Can you easily have a conversation on the telephone? No masker 7.9 �2.2� 8.8 �1.9�
2. You are talking with one other person in a quiet, carpeted lounge-room. Can you follow

what the other person says?
No masker 8.1 �1.9� 8.9 �1.8�

12. You are with a group and the conversation switches from one person to another. Can you
easily follow the conversation without missing the start of what each new speaker is saying?

5.4 (2.5) 6.9 (2.5)

7. You are talking to someone in a place where there are a lot of echoes, such as a church or
railway terminus building. Can you follow what the other person says?

5.6 (2.5) 7.5 (2.2)
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FIG. 1. Mean scores �out of 10� for each of the SSQ items included in the
analysis, reverse-ordered by mean score, and grouped by categorization.
Error bars are 95% confidence intervals.
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target items. The mean responses for the other items fell
between those two in an ordered manner, from noise-masker
items, single-talker items, to multitalker items. Note that
there was no overlap between the five categories of items.

The score for each item was lower for the hearing-
disabled listeners than for the normal-hearing listeners by, on
average, 1.4 scale points.3 Accordingly, to compare the ef-
fects for these groups we calculated a within-listener “single-
talker effect,” “multitalker effect,” and “double-target ef-
fect,” as the difference between the score for the respective
category and the baseline of the noise-masker category. Fig-
ure 2 shows the results for the normal-hearing listeners �open
bars� and hearing-disabled listeners �filled bars�. The order-
ing of the magnitudes of the three effects followed that ex-
pected from Fig. 1—the single-talker effect showed the least,
the double-target effect showed the greatest—but only the
multitalker effect showed a difference across normal-hearing
versus hearing-disabled �a subsequent MANOVA demon-
strated that this was a significant effect: �F�1,406�=4.31, p
=0.04��. None of these three effects were correlated with the
participants’ ages, handicap, or overall quality of life.

The mean responses of the SSQ and the handicap ques-
tionnaire were negatively correlated �r�410�=−0.60, p
�0.001�, showing that the participants who reported the
greatest disability also reported the greatest handicap, repli-
cating Gatehouse and Noble’s �2004� result.

IV. DISCUSSION

This analysis has shown that the scores on those items of
the SSQ questionnaire that involved competing-speech situ-
ations �i.e., listening in multitalker situations, or to two si-
multaneous targets� were lower than the scores of those
items that involved other, arguably simpler situations. Given
that the dataset came from face-to-face interviews with the
general public, it clearly demonstrates that competing speech
is a problem for many people and that it contributes to audi-
tory difficulties in the real world. It also shows that the re-
spondents are at least aware of the difficulties they have in
the everyday listening situations that could involve informa-
tional masking.

Nevertheless, while it is possible that a source of these
competing-speech effects is informational masking, we can-
not necessarily be certain that it actually is. In none of the
auditory circumstances described by these vignettes can we
distinguish with confidence the informational-masking com-
ponent of the total masking from the energetic-masking com-
ponent; indeed, if a pair of vignettes adequately described
two situations with acoustically equivalent maskers that dif-
fered only in their informational content, then it seems likely
that the descriptions would have to be so carefully written
and prescriptive that they would not be meaningful to most
participants. Such is one of the costs of a questionnaire: it is
not possible to describe a situation with the same control and
precision as would be expected in a laboratory experiment.
But such also is the power of the questionnaire: one can
describe quickly and effectively a situation that many people
would recognize and understand, and so obtain data on
larger, more representative samples of people than would
normally be possible experimentally. To distinguish informa-

tional masking from energetic masking, it is perhaps neces-
sary to return to laboratory situations, but it is not clear
which simple laboratory experiments would best reflect the
extent of the role of informational masking in everyday lis-
tening situations, especially as different laboratory measures
lead to vastly different estimates of informational masking
�compare Brungart, 2001; Arbogast et al., 2002; Wu et al.,
2004�.

Some of the vignettes in the questionnaire parallel labo-
ratory experiments on informational masking, such as those
comparing single-talker maskers with multitalker maskers
�Carhart et al., 1975; Brungart et al., 2001�. In the current
analysis, listeners reported more difficulty understanding one
of many talkers than one of two talkers. This could be either
a reflection of the expected extra difficulty when the number
of maskers are increased or a reflection of the extra total
power of the maskers when there are more talkers. It is not
even clear whether the multitalker maskers would cause
more informational masking than single-talker maskers: if
the vignettes were interpreted as many voices each at similar
levels, this might result in a semicontinuous speech babble
with properties similar to a noise �see Carhart et al., 1975;
Brungart et al., 2001�, but in many real-life situations, some
of the nearest talkers can be more clearly heard, and could
cause informational masking �note also that one’s attention
could be taken by competing talkers, so reducing, at least
momentarily, what is heard from the target�. The present re-
sults demonstrated that the multitalker effect was larger for
the hearing-disabled people than for normal-hearing people;
perhaps the hearing-disabled participants were most aware of
their hearing difficulties in what were arguably the most
acoustically challenging situations with the likely greatest
amount of power in the maskers.

The tasks for which the greatest hearing difficulties were
reported involved following two simultaneous talkers. It is
likely that this task has greater cognitive demands than fol-
lowing just one of two simultaneous talkers. This cognitive
effect is more apparent in a comparison of two of the items
�1 and 10� whose vignettes describe a person talking at the
same time as a television is on in the room. They are distin-
guished by whether a listener can follow just the talker �item
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FIG. 2. Mean single-talker, multitalker, and double-target effects for
normal-hearing and hearing-disabled listeners, relative to the score for the
noise masker item �item 5�. Error bars are 95% confidence intervals.
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1� or both the talker and the TV �item 10�. Thus, the two
situations were acoustically similar yet with different tasks
with seemingly different cognitive demands. The participants
on average reported lower scores by 1.4 scale-points when
following both talkers than when following just the talker
�6.7 versus 5.2 scale-points; t�403�=13.49, p�0.001�. Since
the two situations are acoustically similar, this effect is likely
to be due to the extra cognitive challenges involved in trying
to understand two simultaneous talkers. In the laboratory, it
is possible to observe listeners’ ability to correctly report one
or both of two talkers. The results are varied: some show
decreased performance with the increased cognitive load
�e.g., Broadbent, 1954; Humes et al., 2006�, but others do
not �Ihlefeld and Shinn-Cunningham, 2008a, 2008b�. Since
the self-report data reported here came from elderly partici-
pants, it may exaggerate any difficulty with divided attention
in the general population �Humes et al., 2006�.

There are further informative contrasts available in the
SSQ data. First, items 8 and 9 of the SSQ involved following
speech in competing speech when the pitches of the two
talkers were either the same or different. This is perhaps
analogous to the psychophysical measurements of speech un-
derstanding that have shown that competing speech is a less
effective masker when it is spoken by a talker of the opposite
gender �e.g., Brungart, 2001� or a different pitch to the target
speech �Darwin et al., 2003�. There was a small but signifi-
cant difference of 0.2 scale-points between these two items
�t�396�=2.34, p=0.02�, such that the listeners’ responses
were lower for same-pitch competing speech than for
different-pitch competing speech. Thus, this contrast in the
SSQ data is in the same direction as would be predicted from
the psychoacoustical data. Second, items 4 and 6 of the SSQ
describe the same scene �of following a conversation in a
busy restaurant� and only differ in that the listener can see
everyone in the group �item 4� or cannot see everyone in the
group �item 6�. MacLeod and Summerfield �1990� showed
that speech-reception thresholds were on average 11 dB
lower when visual speech cues were provided. Thus, a higher
response would be expected for item 4 than for item 6. The
mean response to item 4 was indeed significantly higher than
the mean response to item 6 �6.4 versus 5.8; t�398�=8.45,
p�0.001�. Again, the direction of the effect supports the link
between the SSQ and the experimental data.

In summary, the respondents generally reported the most
hearing difficulties for speech items with more than one
talker. The largest effects were for items that involved two
targets, and the smallest effects were for items with a single
competing talker. For multiple competing talkers, the effects
were larger for hearing-disabled listeners than for normal-
hearing listeners. The results show that masking by compet-
ing speech is tangible in everyday listening situations. The
descriptions of these situations in the SSQ questionaire sug-
gest that they could involve informational masking, but there
may also be some contribution from energetic masking.
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Abnormal processing of temporal fine structure in speech for
frequencies where absolute thresholds are normal (L)
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The identification of nonsense syllables that were lowpass filtered at 1.5 kHz was compared for
subjects with normal hearing and subjects with mild-to-severe hearing loss at high frequencies but
with normal or near-normal hearing at low frequencies. Absolute thresholds were mostly within the
normal range ��20 dB hearing level� for both groups for frequencies below 1.5 kHz. Performance
was assessed with intact speech, speech that had been processed to preserve only temporal envelope
cues in a few frequency bands �E speech�, and speech that had been processed to remove envelope
cues as far as possible while preserving temporal fine structure cues, again in a few frequency bands
�TFS speech�. For the intact speech and E speech, the hearing-impaired subjects performed slightly
more poorly than the normal-hearing subjects, but this effect was significant only for the intact
speech. For the TFS speech, the hearing-impaired subjects performed significantly more poorly than
the normal-hearing subjects, with 12 out of 16 of the former performing at chance. The results
indicate that, for people with hearing loss at medium to high frequencies, the processing of the TFS
of speech can be degraded for frequencies where absolute thresholds are within the normal range.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.2939125�
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I. INTRODUCTION

Within the cochlea, broadband sounds like speech are
decomposed by the “auditory filters” �Moore, 2003� into a
series of narrowband signals, each evoked at a different place
on the basilar membrane. Each signal can be considered as a
“carrier”—the temporal fine structure �TFS�, which is deter-
mined by the dominant frequencies in the signal that fall
close to the center frequency of the band—and a temporal
envelope �E�, which corresponds to the relatively slow fluc-
tuations in amplitude superimposed on the carrier. Informa-
tion about speech sounds may be carried both by TFS and by
E cues �Shannon et al., 1995; Gilbert and Lorenzi, 2006;
Hopkins et al., 2008; Gilbert et al., 2007�.

Previously, we explored the role of TFS and E cues in
speech perception for normal-hearing �NH� subjects and for
young and older subjects with “flat” moderate hearing loss
�Lorenzi et al., 2006�. Speech was filtered into 16 adjacent
0.35-oct-wide frequency bands spanning the range
0.08–8.02 kHz. The signal in each band was processed to
preserve only E cues �by replacing the TFS with a sinewave
at the center frequency of the band� or only TFS cues �by

dividing the bandpass filtered signal by the envelope�. The
processed signals from the bands were then recombined. All
groups scored 90–95% correct with E cues alone. After train-
ing, the NH group achieved about 90% correct with TFS
cues alone, but both hearing-impaired �HI� groups performed
very poorly, scoring between chance and 35% correct. The
scores with TFS speech were highly correlated with the lim-
ited ability to take advantage of temporal dips when trying to
understand unprocessed speech presented in a fluctuating
background noise. We concluded that, regardless of age,
hearing impairment adversely affects the ability to use TFS
cues, and that such cues are important for the ability to listen
in the dips of a competing background.

It is widely assumed that hearing impairment acts inde-
pendently in different frequency regions, and that a “normal”
audiometric threshold at a specific frequency, which is de-
fined clinically as a threshold better than 20 dB hearing level
�HL�, implies normal auditory processing at that frequency.
However, there is some evidence to the contrary. For ex-
ample the ability to detect interaural time differences in low-
frequency tones can be adversely affected by high-frequency
cochlear hearing loss �Smoski and Trahiotis, 1986�; for a
review, see Moore �2007�. Also, the ability to identify low-
pass filtered speech can be adversely affected by high-
frequency hearing loss �Horwitz et al., 2002�.

a�Author to whom correspondence should be addressed. Electronic mail:
lorenzi@psycho.univ-paris5.fr
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Here we present further evidence that the processing of
speech by HI listeners can be degraded when the speech is
filtered so as to restrict its spectrum to the range where ab-
solute thresholds are within normal limits. We also show that
the degradation is greater for the processing of TFS cues than
for the processing of E cues in speech.

II. METHOD

A. Subjects

Twelve subjects with normal hearing �NH1–NH12, age:
21–46 years, mean: 29 years� and 16 subjects with high-
frequency cochlear hearing loss HI1–HI16 were tested. All
NH subjects had audiometric thresholds between 0 and 20
dB HL at audiometric frequencies between 0.25 and 4 kHz at
the test �right� ear. The ages of the HI subjects and the au-
diograms for the test �right� ears are shown in Table I. The
HI subjects were chosen to have normal, or near-normal low-
frequency hearing. However, the HI subjects had slightly
poorer low-frequency hearing than the NH subjects. An
analysis of variance �ANOVA� of the audiometric thresholds
for frequencies below 2 kHz �0.25–1.5 kHz� with factors
listener group �NH and HI�, and audiometric frequency
�0.25–1.5 kHz� showed significant main effects of group,
F�1,25�=26.734, p�0.0001, and audiometric frequency,
F�4,100�=8.92, p�0.0001, and a significant interaction be-
tween group and audiometric frequency, F�4,100�=3.477,
p�0.05. The average threshold across all frequencies from
0.25 to 1.5 kHz �the PTA� was 6.8 dB HL for the NH group
and 19.4 dB HL for the HI group. Despite this, 11 of the HI
subjects �HI2 and HI7–HI16� had PTAs better than 20 dB
HL, which is usually taken as the boundary between normal
and impaired hearing.

B. Stimuli

Subjects were required to identify VCV nonsense syl-
lables that were either intact, or were processed to preserve
mainly envelope cues �E speech� or temporal fine structure

cues �TFS speech�. One set of 48 unprocessed VCV stimuli
was recorded. There were three utterances of each of the 16
/aCa/ syllables �C�/p, t, k, b, d, g, f, s, b, v, z, c, m, n, r, l/�
read by a French female speaker and digitized at a 44.1 kHz
sampling frequency. Signals were digitized via a 16 bit
analog-to-digital converter at a 44.1 kHz sampling fre-
quency.

The processing was the same as described by Lorenzi et
al. �2006� and by Gilbert and Lorenzi �2006�. For all condi-
tions �intact, E and TFS�, each VCV signal was initially
bandpass filtered using zero-phase, 3rd-order Butterworth fil-
ters into 16 adjacent, 0.35-octave-wide frequency bands
spanning the range 0.08–8.02 kHz. This bandwidth corre-
sponds to approximately 2 ERBN �Glasberg and Moore,
1990� for midrange frequencies, but to about 1 ERBN for low
frequencies �Gilbert and Lorenzi, 2006�. To create intact
speech, all the band signals were summed. For the E and
TFS conditions, the Hilbert transform was applied to the sig-
nal in each band to decompose the signal into its E �modulus
of the analytic signal� and TFS �cosine of the argument of the
analytic signal�.

For the E condition, the envelope in each band was
downsampled to 0.441 kHz, and then passed through a zero-
phase, 6th-order Butterworth lowpass filter �cutoff
frequency=64 Hz�. The resulting envelopes were upsampled
back to 44.1 kHz and used to amplitude modulate sinusoidal
carriers with frequencies at the arithmetic center frequencies
of the bands, and with random starting phase. The modulated
signals were summed over the 16 frequency bands to form
the E signal. For the TFS condition, the TFS for each band
was multiplied by the root mean square �rms� power of the
VCV in that band. This was done to avoid amplifying fre-
quency bands carrying little or no speech information �e.g.,
bands dominated by recording noise�. The “power-weighted”
TFS signals were summed over the 16 frequency bands to
form the TFS signal.

Following processing, the stimuli were lowpass filtered
at 1.5 kHz �−72 dB /oct slope, Butterworth filter�, so as to

TABLE I. Age �years� and audiometric thresholds dB HL for each HI subject.

Frequency �kHz�

Listener Age 0.25 0.5 0.75 1 1.5 2 3 4 6

HI1 67 20 25 30 30 30 35 55 55 55
HI2 53 15 10 15 10 15 20 35 50 35
HI3 46 30 30 35 30 35 35 45 60 60
HI4 39 20 15 20 25 25 30 45 40 85
HI5 58 30 35 35 35 40 40 35 35 30
HI6 54 25 30 30 30 35 35 40 50 75
HI7 38 20 15 15 15 25 50 55 50 50
HI8 61 15 15 15 20 25 20 30 30 55
HI9 63 15 15 10 10 20 25 45 55 85
HI10 61 15 15 15 20 20 20 50 55 55
HI11 60 15 15 20 20 25 30 40 55 35
HI12 68 10 5 10 15 15 35 65 70 70
HI13 59 15 10 15 20 20 45 55 70 100
HI14 57 15 15 20 15 15 35 50 50 65
HI15 55 5 5 10 10 20 30 35 45 55
HI16 56 15 15 10 15 15 45 55 60 70
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restrict the spectrum to a frequency range where audiometric
thresholds were �20 dB HL for 11 of the HI subjects and
near normal for the rest. An advantage of this approach is
that it eliminates possible confounding effects of differences
in the widths of the auditory filters between groups; although
auditory filters tend to broaden with increasing audiometric
threshold, the broadening is typically small for hearing losses
up to 30 dB �Moore, 2007�. One problem with TFS speech is
that the envelope in different frequency bands may be partly
reconstructed in the auditory system �Gilbert and Lorenzi,
2006�. The sharper the auditory filters, the greater is the de-
gree of reconstruction. Given that the auditory filter widths
were likely to be similar for the NH and HI subjects, it is
very unlikely that any differences in sensitivity to TFS be-
tween the two groups could be attributed to differences in the
degree of envelope reconstruction.

For the NH subjects, stimuli were presented at 75 dBA.
For the HI subjects, a half-gain rule was applied, i.e., a gain
equal to half of the average PTA was used. The resulting
level was between 78 and 88 dBA, depending on the subject.
The level was sufficient to ensure that all frequency compo-
nents below 1.5 kHz were fully audible. Stimuli were pre-
sented using Sennheiser HD580 earphones. All subjects were
trained for six, 5 min sessions, and performance was as-
sessed over an additional four sessions. Subjects were tested
first using intact and TFS speech, and were later recalled for
the tests using E speech. Nine of the 12 NH subjects and 12
of the 16 HI subjects were able to return for the tests with E
speech.

III. RESULTS

Figure 1 shows scores for the intact speech �a, squares�
and the E and TFS speech �b, diamonds, and c, triangles,
respectively�, plotted as a function of the PTA. Scores for the
NH and HI subjects are shown by open and filled symbols,
respectively. A within-subjects ANOVA was conducted on

the RAU-transformed scores with factors group �NH or HI�
and processing �intact, E or TFS� �with missing values for
the subjects who were not able to return for the tests with E
speech�. The main effect of group was significant: F�1,19�
=46.30, p�0.001. The main effect of processing was also
significant: F�2,38�=272.5, p�0.001. Finally, the interac-
tion was significant: F�2,38�=4.89, p=0.013. Post hoc com-
parisons were based on the Tukey test.

For the intact speech �Fig. 1�a��, the NH subjects typi-
cally performed somewhat better than the HI subjects and the
difference in mean scores was statistically significant �p
=0.02�. Similar moderate deficits in understanding lowpass
filtered speech have been reported previously for HI subjects
with good low-frequency hearing �Horwitz et al., 2002�. For
the E speech �Fig. 1�b��, there was a slight tendency for the
HI subjects to perform more poorly than the NH subjects, but
the difference in mean scores was not statistically significant.
This is consistent with previous work showing that HI sub-
jects do not show a deficit in the processing of envelope cues
in lowpass filtered speech �Turner et al., 1995�, although
they do show a deficit for broadband speech processed using
a large number of channels �Baskent, 2006�, perhaps as a
consequence of reduced frequency selectivity.

For the TFS speech �Fig. 1�c��, the NH subjects scored
between 20 and 50%. These scores are much lower than
those obtained when broadband TFS speech is used �Lorenzi
et al., 2006�. This suggests that substantial TFS information
can be used by the auditory system for frequencies above
1.5 kHz. Four of the HI subjects �HI2, HI11, HI13, and
HI15� achieved scores of 25–30%, but most scored close to
the chance level �6.25%�, indicated by the horizontal dashed
line. The difference in mean scores for the two groups was
statistically significant: p=0.0003. These results indicate that
many of the HI subjects had little or no ability to use TFS
cues in lowpass filtered speech, despite their near-normal
absolute thresholds.

Figure 1�d� shows, for each subject, the RAU-
transformed scores for E speech expressed as a percentage of
RAU-transformed scores for intact speech. These relative
scores are somewhat more scattered for the HI than for the
NH subjects, but most of the scores for both groups fall close
to but a little below 100%. The means were 88% and 93%
for the NH and HI groups, respectively. This indicates that
the most salient cues for identification were the E cues, and
removing TFS cues had only a small effect. Figure 1�e�
shows, for each subject, the RAU-transformed scores for
TFS speech expressed as a percentage of the RAU-

TABLE II. Mean identification scores across subjects �in percent correct,
with standard deviation in parentheses� for each speech processing condition
�Intact, E- and TFS-speech� and each filter slope/masker condition.

Filter slope and masker

Processing condition
−72 dB /oct

�without masker�
−216 dB /oct
�with masker�

Intact speech 85�4� 79�2�
E-speech 80�5� 68�5�
TFS-speech 46�9� 43�7�
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FIG. 1. Individual identification scores as a function of the PTA, for NH
�open symbols�, and HI subjects �filled symbols� for: �a� intact speech
�squares�; �b� E speech �diamonds�; �c� TFS speech �triangles�. For the ratio
scores shown in panels �d� and �e�, scores for intact, E and TFS speech were
first transformed to RAU. The RAU-transformed scores for E and TFS
speech were expressed relative to RAU-transformed scores for intact
speech, and expressed as a percentage. Vertical dashed lines indicate the
clinically accepted boundary between normal and impaired hearing.
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transformed scores for intact speech. These relative scores
for the NH subjects were much lower than the relative scores
shown in panel d, confirming the greater salience of E cues.
As expected, the relative scores for most of the HI subjects
were very low, consistent with a greatly reduced ability to
use TFS cues. The means were 44% and 14% for the NH and
HI groups, respectively.

The scores of the HI subjects with TFS speech were not
related to age �r=0.016, not significant: NS�. They were also
not significantly related to the PTA �r=−0.31, NS�, although
it is noteworthy that the four subjects who achieved scores
for TFS speech within the normal range all had PTA values
below 20 dB. There were seven HI subjects with PTA values
below 20 dB who scored close to the chance level with TFS
speech. The four subjects who scored within the normal
range for TFS speech did not differ from the other HI sub-
jects in terms of their scores for intact speech or E speech.

IV. SUPPLEMENTARY EXPERIMENT: THE ROLE
OF THE TRANSITION BAND

Although our stimuli were lowpass filtered at 1.5 kHz,
subjects may have been able to use information from the
“transition band” extending upwards from 1.5 kHz, where
speech information was attenuated, but not removed com-
pletely. If the NH subjects could use this information more
effectively than the HI subjects, this could account for the
difference between the groups. This possibility was tested by
running a new group of eight NH subjects �absolute thresh-
olds below 20 dB HL at audiometric frequencies between
0.250 and 6 kHz� using conditions similar to those of experi-
ment 1, and an additional condition in which the transition
slope was steeper and a highpass-filtered noise was added to
mask the transition band. The subject’s ages ranged from 20
to 48 years.

The intact, E- and TFS-coded VCV stimuli were either
generated exactly as for experiment 1 �with a lowpass filter
slope of −72 dB /oct�, or were lowpass filtered using a zero-
phase, Butterworth lowpass filter with a cutoff frequency of
1.5 kHz and slope of −216 dB /oct and presented together
with a speech-shaped noise masker that was highpass filtered
�zero-phase, Butterworth filter with cutoff frequency of
1.5 kHz and slope of 108 dB /oct� at a signal-to-noise ratio
of +12 dB �in terms of overall level�. The subjects were ini-
tially trained with unprocessed, E and TFS broadband VCV
stimuli, generated using a 16 band vocoder, until they
achieved better than 70% correct for both E and TFS speech.

The procedure was identical to that for experiment 1.
Mean results across listeners �based on 96 items per condi-
tion� are presented in Table II. A t-test with Bonferroni cor-
rection was used to estimate the significance of the differ-
ences in RAU scores across conditions. Preventing use of
information from the transition band impaired speech identi-
fication for E-speech by 12 percent points �p�0.05�. In con-
trast, the effects were smaller for intact speech �6 percent
points, NS� and TFS speech �3 percent points, NS�.

Overall, these data suggest that NH subjects made little
or no use of TFS information from the transition band. This

indicates that the difference between the NH and HI subjects
in their ability to use TFS information, as found in experi-
ment 1, cannot be accounted for by the ability of the former
to use information from the transition band.

V. CONCLUSIONS

Subjects with impaired hearing at high frequencies but
normal or near-normal hearing at low frequencies often show
a complete inability to use TFS information at low frequen-
cies for speech reception. TFS information in the auditory
nerve is probably not completely absent, since subjects with
audiograms similar to those of the present subjects have
some ability to discriminate changes in interaural phase of
the TFS at the two ears for low-frequency amplitude-
modulated tones �Lacher-Fougère and Demany, 2005�. It
may be that problems in using TFS occur when the TFS is
complex and time varying, as in our TFS speech. In any case,
the results demonstrate that normal audiometric thresholds at
a specific frequency can be associated with strong abnormali-
ties in the processing of TFS cues in speech at that fre-
quency.
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Among noise control techniques, enclosures are widely used. It is known that enclosure acoustic
efficiency is strongly influenced by the presence of openings or leaks. Modeling of diffuse field
sound transmission loss �TL� of apertures and slits is therefore critical when the enclosure acoustic
performance characteristics need to be predicted with confidence either for design or for modifying
existing enclosures. Recently, a general model for diffuse field sound TL of rectangular and circular
apertures has been developed and validated with respect to existing analytical or numerical models.
This paper presents an experimental validation of this new model. The aim was to develop a simple,
reliable tool for predicting enclosure insertion loss using statistical energy analysis. Twelve out of
the 15 test configurations were found to be reliable and were compared with theoretical models,
which in fact correlate closely �without adjustment� with the experimental work.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3003084�

PACS number�s�: 43.20.El, 43.55.Ti, 43.55.Fw, 43.55.Rg �KA� Pages: 31–41

I. INTRODUCTION

Among noise control techniques, enclosures are widely
used. An enclosure must be absolutely airtight to ensure
maximum acoustic efficiency. Even a small aperture �open-
ing or leak� will significantly affect the acoustic efficiency of
an enclosure.1 Miller and Montone2 revealed the effect of
apertures on enclosure acoustic efficiency and their results
are illustrated in the well-known graph �Fig. 1�. Enclosure
openings are usually designed for material flow, while leaks
�slits or holes� result from poor assembly or engineering
choices, such as using sliding gates. When the opening size
is smaller than the acoustic wavelength, it is typically re-
ferred to as a leak; the term “opening” is generally used for
larger opening sizes. Apertures must be prevented, mini-
mized, or lined with sound absorption systems �sound traps
and silencers� to ensure a good enclosure acoustic perfor-
mance. In practice, however, opening influence and leak pre-
vention are often overlooked. Quantification of opening and
leak impact would be helpful when existing enclosure effi-
ciency is insufficient and requires appropriate modification.
For this reason, modeling of diffuse field sound transmission
loss �TL� of apertures �openings, slits, and holes� can be
considered a key process for correctly predicting enclosure
acoustic performance at design stage and for assisting noise
prevention specialists in performing appropriate design
modifications to existing enclosures. This work forms part of
a research project aimed at developing simple, efficient de-
sign tools for machinery enclosures based on statistical en-
ergy analysis �SEA�. System responses are often analyzed in
third-octave-bands, when applying SEA, whose parameters
include nonresonant coupling loss factors based on evaluat-

ing sound TL between two subsystems. Therefore, the focus
here is made on measuring and calculating third-octave-band
sound TLs. Sgard et al.3 recently undertook a comprehensive
review of existing models and proposed a general, efficient,
and rigorous numerical method based on a modal approach
for predicting diffuse field TL of apertures with rectangular
and circular cross sections. These authors also provided nu-
merical results for this indicator and its relationship with the
normal incidence case for various geometrical configura-
tions. They concluded that the conventional third-octave nor-
mal incidence TL could be substituted for the diffuse field
TL if adjusted by a correction factor.

Only comparisons between existing models and numeri-
cal results were provided in the paper of Sgard et al.3 The
present paper is intended to complement the work of Sgard
et al.3 by performing new third-octave-band experimental
validation tests for rectangular openings and slits and to
compare experimental results with the model of Sgard et al.3

and other analytical models. It should be noted that while
circular apertures have been presented in Ref. 3, these are not
considered here for conciseness, but their testing is indeed
planned for the future. The model agrees closely with experi-
mental data for rectangular openings; as the paper subse-
quently shows, it is expected to also compare well for circu-
lar openings. This paper firstly provides a review of the
literature to reveal the lack of available experimental data
concerning rectangular opening and slit models. Experimen-
tal setup and investigated configurations are described in a
second part. Third-octave-band experimental results are then
presented and compared with existing values. Theoretical re-
sults derived from the model of Sgard et al.3 for openings
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and slits and from the model of Mechel4 for slits, are subse-
quently compared with the experimental data. The main find-
ings of this work are consolidated in our conclusion.

II. LITERATURE REVIEW

The relevant literature does not provide many diffuse
field TL test results for apertures. Gomperts conducted a
comprehensive study using two reverberant chambers inter-
connected by an 8 cm deep aperture.5 Reproducibility, geo-
metrical shape, and aperture location were all closely exam-
ined in this study. The aperture cross-sectional area varied
fairly widely between 2 and 100 cm2, and both rectangular
and circular apertures were tested. Measurements were per-
formed in third-octave bands from 630 Hz to 2 kHz. Mea-
surement uncertainties were acceptable, except for the
1.6 kHz third-octave band, in which resonance of the first
longitudinal mode occurs. These experiments were perfectly
controlled and will be further investigated. Using the same
test setup, Gomperts and Kihlman extended the previous sur-
vey to 2 m wide slits6 with depths ranging from
1.5 to 100 mm and widths ranging from 0.5 to 8 mm. The
results were less convincing than those of previous tests.
Nevertheless, these 2 m wide slit results will be compared
with measurements. Wilson and Soroka7 also correlated their
aperture model with experimental data. Several tests were
conducted, but, unfortunately, only four are described in the
authors’ paper. The apertures studied were of circular cross
section with 2 and 4 in. diameters and 3 and 12 in depths.
The results of these tests are rather surprising: the TL fre-
quency response appears correct, but the amplitudes are very
high. This was noticed by the authors, who pointed out the
small degree of damping in the recording system. These ex-
periments must therefore be viewed with caution. Investiga-
tions were pursued by Sauter and Soroka,8 applying exactly

the same procedure to rectangular apertures. Twelve aper-
tures, divided into four sets of three rectangular steel tubes,
were tested. All tubes were 30 cm deep. The cross-sectional
dimensions of each set were � /4, �, and 4� in.2. The au-
thors introduced an aspect ratio M �long side to short side
ratio� and a geometrical parameter �=h / �S*��1/2 �h=depth,
S=cross-sectional area� for each set. Results were given for
only five test configurations, corresponding to different com-
binations of M and �. Experimental data agreed closely with
the models and can be used for further comparisons. More
recently, Gibbs and Balilah9 applied an impulse technique to
measuring sound TL through circular holes. However, this
technique involves meeting a number of strict conditions
governing time signal generation and acquisition, and, more
importantly, it is restricted to plane wave excitation. Furue10

undertook an experimental study involving TL measure-
ments of an aperture between a reverberant chamber and an
anechoic room. However, this study focused on diffraction
theory, so only high frequencies were considered. Oldham
and Zhao11 measured the circular aperture and slit TL of
circular apertures and slits in a reverberant field source and
compared their results with those of Wilson and Soroka’s7

and Gompert’s5 analytical models. These authors used the
same experimental setup that used by Furue but took mea-
surements in the receiving room with an intensity probe.
Very small �4.5 and 10.2 mm diameters� circular apertures
and 1 to 10 mm wide slits of different depths were tested.
The narrow band results agree closely with the model pre-
dictions for the circular cross section case. Theoretical com-
parisons were less close for the slit case. The authors high-
lighted a discrepancy between theoretical and measured TLs
at the fundamental resonance frequency for both circular
cross section and slit cases. The deeper the aperture and the
smaller the width or radius, the larger this discrepancy. This
phenomenon was attributed to viscosity effects inside the
aperture. It is interesting to note that the size of the tested
circular apertures is unrealistic for enclosures. In addition, all
results start at 1 kHz �small source room of 3.3 m3� and are
given in narrow bands, so they are not used in the present
study. Finally, Chen12 used a similar experimental setup for
validating an infinitely long slit model similar to Mechel’s
model.4 In this study, slit depth and length were 0.3 and
1.2 m, respectively �i.e., infinite width� for three widths: 7.8,
15, and 66 mm. Measurements were compared with both
proposed normal incidence and diffuse field models for fre-
quencies ranging from 100 to 1250 Hz. Differences between
calculations and experiments were found to be smaller than
4 dB over the entire frequency range. According to Chen, the
results seem reliable above 200 Hz. However, it is worth
noting that the use of the normal incidence model leads to
smaller discrepancies with respect to experimental data than
the diffuse field theory. These results would therefore be
questionable.

Table I consolidates papers available in the literature,
which provide the reader with measurements that are usable
for both openings and slits. Authors names, aperture shape,
dimensions, and frequency range of interest are provided in
different columns of this table. The table shows that there are
a limited number of experimental data in the literature for

FIG. 1. �Color online� Maximum insertion loss of an enclosure as a function
of the opened surface taken from Ref. 2.
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validating aperture and slit models. New experiments there-
fore appeared necessary for validating the model proposed in
Ref. 3. Some of these validation tests are similar to those
contained in the literature. Apertures sizes were set according
to dimensions tested by Sauter and Soroka.8 Aperture depth
was kept the same �30 cm�. Two out of six configurations are
effectively identical. Slits are identical to those used by Go-
mperts and Kihlman,6 except for the 1 and 4 mm widths,
which have not been tested. The dual purpose of this paper
is, in fact, to reproduce data found in the literature and in-
crease the number of available test results.

III. EXPERIMENTAL PROCEDURE

The purpose of the measurements was to obtain the dif-
fuse field sound TL of openings and slits. Apertures were
therefore located between an emission chamber and a receiv-
ing chamber.

The emission chamber was a 8 m3 reverberant room,
which was mounted on isolators to prevent flanking trans-
missions. The emission chamber was separated from the re-
ceiving chamber by a wall, part of which was concrete and
part of which was steel plate �see the wall in Fig. 2�. The two
chambers were interconnected by a 0.41�0.55 m2 aperture
located in the center of the steel plate wall section. The dif-
fuse sound field was produced by four noise sources, i.e.
three Omni–Power sound sources and a compression cham-
ber loudspeaker. Sound source generators were all uncorre-
lated, and the resulting noise spectrum was equalized, so that
the acoustic energy was equally distributed in the third-
octave bands. Sound pressure was measured at four different
points in the chamber, which allowed its uniform spatial dis-
tribution to be verified �see Fig. 3�. Incident acoustic energy

was deduced from the sound pressure level averaged for the
four microphone positions. The number of microphones was
chosen based on Ref. 7.

The receiving room was an anechoic chamber. Transmit-
ted acoustic energy was deduced from sound intensity point
mapping measurements �see Fig. 2�. Meshing was dependent
on the size of the test aperture. Intensity measurement point
spacing was coarser for large apertures and finer for slits. For
large openings, 100 uniformly distributed measurement
points were used with a 10 cm spacing in both aperture
length and width directions. Measurement points were dis-
tributed on two different grids for the smallest slits. A fine
grid for measurement points closest to the slit center was

TABLE I. Summary of measurement data available in literature and usable.

Openings

Author Shape
Length or radius

�cm� Width �cm� Depth �cm�

Frequency range
�third-octave

band�

Gomperts �Ref. 5� Circular 0.2–100 ¯ 11 630 Hz–2 kHz
Rectangular 0.2–100 0.2–100 11 630 Hz–2 kHz

Wilson and
Soroka �Ref. 7�

Circular 2.5 /5 ¯ 7.5 /30 200 Hz–10 kHz

Sauter and
Soroka �Ref. 8�

Rectangular
�=6, M =2,4 ,8

3.2 /4.5 /6.4 25.6 /18 /12.8 30.48 200 Hz–6.3 kHz

Rectangular
�=6,12,24, M =8

3.2 /1.6 /0.8 25.6 /12.8 /6.4 30.48 200 Hz–6.3 kHz

Oldham and
Zhao �Ref. 11�

Circular 0.45 /1.02 /2.04 /3.98 ¯ 3.6 /7.26 /14.4 �1 kHz–12 kHz

Slits

Author Shape Length �m� Width �mm� Depth �cm�

Frequency range
�third-octave

band�

Gomperts and
Kihlman �Ref. 6�

Rectangular 2 0.5 /1 /2 /4 1.5 /20 /50 /100 100 Hz–8 kHz
Rectangular 0.2 /0.5 /1 /2 4.5 50 100 Hz–8 kHz

Chen �Ref. 12� Rectangular 1.2 0.78 /1.5 /6.6 30 100 Hz–5 kHz
Oldham and

Zhao �Ref. 11�
Rectangular Not specified 1 /1.5 /3 /6 5.08 /7.62 /15.24 �1 kHz–12 kHz

FIG. 2. �Color online� Receiving chamber with the intensity scanning de-
vice.
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complemented by a coarser grid for more distant measure-
ment points. 70 measurement points were used in the finer
grids with a 4 cm spacing in the aperture length direction
and a 2 cm spacing in the aperture width direction. 58 mea-
surement points were used for the coarsest grid with a 8 cm
spacing in the aperture length direction and a 6 cm spacing
in the aperture width direction. At least 100 measurement
points were used irrespective of the configuration. In the re-
verberant room, the sound power incident on the aperture �or
the slit� Wi is deduced from the average pressure using the
relation

Wi =
�p2�
4�c

S , �1�

where

• �p2� is the mean square pressure averaged for the four
microphone positions

• � and c are the air density and sound speed, respectively
• S is the aperture cross-sectional area

In the anechoic chamber, the sound power Wt transmitted by
the aperture was calculated from the sound intensity field
using the relation

Wt = �
j=1

N

Ij�Sj , �2�

where

• Ij is the sound intensity at point j
• �Sj is the surface area element around point j
• N is the number of the measurement grid points

The TL of the aperture is defined as

TL = 10 log
Wi

Wt
. �3�

Measurements are valid as long as the acoustic field can be
considered diffuse and uniform in the emission chamber.
Several investigations have been performed to evaluate the
frequency validity range. The Schröeder frequency13 was
calculated from the measured reverberation time and was
found to be 705 Hz. Subsequently, an array of eight micro-
phones spaced at 160 mm was used to check acoustic field
uniformity �by comparing third-octave-band levels�. The
field was found to be uniform above 630 Hz. Differences in
levels between microphones were smaller than �2 dB in the

FIG. 3. �Color online� Emission chamber with three omni power sound sources and four microphone positions.
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250–630 Hz range. The coherence between a microphone
positioned near the aperture and the microphone array was
also examined. The field, in fact, became incoherent between
250 and 315 Hz, depending on the microphone considered.
These results indicate that measurements cannot be represen-
tative of diffuse field conditions below 250 Hz. However,
these conditions are found to be acceptable in the frequency
range �250–630 Hz� and good above 630 Hz.

The receiving room volume was 54 m3. It was lined
with 20 cm thick mineral wool. Its absorption reaches 1 at
400 Hz, and it can therefore be considered anechoic above
this frequency. In addition, measurements were taken using
the intensity method. Standard ISO 9614-2 states that the
intensity method can be extended down to 100 Hz with a
12 mm microphone spacing.

The six openings were formed by 30 cm deep rectangu-
lar steel ducts. Table II shows the different cross-sectional
areas of these ducts. The apertures needed to be baffled to
comply with the model hypothesis. The duct depth exceeded
the thickness of the separating wall between the emission
and the receiving rooms, so an additional baffle was added
inside the reverberant chamber with the aperture located at
its center �Fig. 3�. The cavity between the baffle and the
chamber separating wall was filled with mineral wool to
eliminate the cavity mode effects. The steel duct was posi-
tioned inside a larger rectangular wooden frame �0.51
�0.4 m2� to facilitate aperture installation. The gap between

the duct and the wooden frame was made up with additional
pieces of wood, which could be easily adjusted to prevent
leaks �see Fig. 4�.

Slits were built using two steel plates �1.5 and 20 mm
thick� or wooden �50 mm thick� panels inserted into the pri-
mary aperture and separated by spacers. This arrangement
ensured a slit depth equal to the plate thickness and a slit
width equal to the spacer width �Fig. 5�. The plates were
50 cm long, and the slits could therefore be considered infi-
nite in the studied frequency range. This assembly had the
advantage of a simple design. However, unlike the mounted
aperture, leaks could occur at fixing points, and plate or
panel TL could influence results. Special care was therefore
taken to prevent leaks around fixing points, and additional
tests were conducted to evaluate the contribution of the plate
or panel to the acoustic power generated by the system. Table
III shows the nine configurations, which were tested.

In addition, three transmitted sound power measure-
ments were taken with the aperture or slit closed. In these
configurations, the transmitted sound power was effectively
inherent to the separating wall and the flanking transmission,
and it represented the part of the sound not transmitted by the
opening or slit. Measurements were used only when this
transmitted sound power measurement was lower �at least
6 dB� than that transmitted by the opening or slit.

IV. EXPERIMENTAL RESULTS

The presentation of results is divided into two sections:
the first focusing on openings and the second on slits.

FIG. 4. �Color online� Aperture assembly, constituted of a steel tube and
some pieces of wood filling a larger wood tunnel. FIG. 5. �Color online� Leak made up by two plates separated by spacers.

TABLE II. Geometrical characteristics of test apertures.

Aspect ratio
M

b /a

Geometrical
parameter �

�=h / �S*��1/2 Width a �mm� Height b �mm� Depth h �cm� Third octaves

2 2 190 380 30 500 Hz–6.3 kHz
1 2 270 270 30 500 Hz–6.3 kHz
2 6 60 120 30 500 Hz–6.3 kHz
1 6 90 90 30 500 Hz–6.3 kHz
8 6 30 240 30 500 Hz–6.3 kHz
1 12 45 45 30 500 Hz–6.3 kHz
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A. Opening case

Literature-based data refer to rectangular apertures 18
and 30.48 cm deep.5,8 One of the measurement aims was to
compare experimental results with the literature. 30 cm deep
openings �similar to experiments described in Ref. 8� only
were studied because each opening depth change requires
fabrication and assembly of a baffled transmission tunnel.

Reference 5 states that the cross-sectional shape has no
practical consequences on sound transmission. Theoretically,
this assumption is valid up to the aperture cutoff frequency.
It was therefore interesting to test large apertures and to com-
pare those with the same cross section but different shapes.
The tested apertures thus have three different cross-sectional
areas to �i� cover a wide range of aperture aspect ratios and
dimensions, �ii� compare results for apertures of the same
cross-sectional area, and �iii� compare results with those of
Ref. 8.

Experimental results for the first two configurations in
Table II �M =2, �=2� and �M =1, �=2�, corresponding to the
largest apertures, are shown in Fig. 6, and the corresponding
TL values are listed in Table IV. Despite the small size of the
emission chamber, the sound TL for these first two apertures
exhibit a typical behavior above 250 Hz. Below the first lon-
gitudinal mode resonance, the TL is indeed positive and
fairly large. It decreases rapidly at the mode resonance and
becomes negative before finally tending to zero at high fre-
quencies. The TL is zero above 800 Hz, as can be expected
for the large aperture size. The differences between the two
configurations do not exceed 2 dB, and the mean difference
between the two configurations is 0.6 dB, which is insignifi-
cant.

Figure 6 also illustrates the experimental TL for the next
three apertures in Table II, �M =2, �=6�, �M =1, �=6�, and
�M =8, �=6�. Experimental values are tabulated in Table IV.
These apertures have the same cross-sectional area but dif-
ferent aspect ratios. The same conclusions apply. The TL
maximum difference between the three configurations is
4 dB and is lower than 2 dB above 500 Hz. These aperture
sizes are typical of those found in the industry. TL amplitude
is high and can be negative, which underlines the importance
of good aperture design.

The last aperture tested is the smallest. For conciseness,
the results are also plotted in the top graph in Fig. 6 and
tabulated in Table IV. This aperture is too small to be real-
istic, but this configuration will be the most relevant for com-
paring with the numerical models because the TL plot ap-
pears to have many dips and troughs. The reason for this is
the aperture duct modal density, which is lower than for
larger apertures.

Intermediate size apertures �i.e., cross-sectional areas
30�260 and 60�130 mm2� were also tested by Sauter and
Soroka.8 Figure 7 provides a comparison. It should be noted
that there is an error in Ref. 8: the axis is, in fact, reversed in
Fig. 5. Measurement correlation is very good, particularly if
one considers the fact that the dimensions were not exactly
the same and that the test setup was different.

B. Slit case

References 6, 11, and 12 contain some experimental data
on slits. In this study, tests were only conducted on some of
the configurations considered in Ref. 6. However, it is ex-
plained later that the data provided in Ref. 6 does not appear
to be reliable.

Approximately half of the configurations tested by
Gomperts and Kihlman6 were retested �Table III�. Figure 8
displays the results, which are also tabulated in Table V. It is
important to emphasize that the transmitted acoustic power is
very low, especially for the 50 mm deep slits. Flanking trans-
mission and the transmission through the wall were both
measured for these configurations. When the difference with
respect to transmission through the slit was lower than 6 dB,
an adjustment was made by subtracting the flanking trans-
mission contribution to the radiated acoustic power from the
overall radiated acoustic power. This is the case for the two
50 mm deep, 2 and 0.5 mm wide slits. Differences varied
from 5 dB at 250 Hz to 15 dB at 6.3 kHz for the 2 mm wide
slit and from 0.5 dB at 315 Hz to 6 dB at 6.3 kHz for the

TABLE III. Geometrical characteristics of test slits.

Length
�mm� Width �mm� Depth �mm�

Third-octave central
frequencies

500 0.5 /2 /8 1.5 500 Hz–6.3 kHz
500 0.5 /2 /8 20 500 Hz–6.3 kHz
500 0.5 /2 /8 50 500 Hz–6.3 kHz

FIG. 6. TL of apertures—experimental results.
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0.5 mm wide slit. For these two slits, flanking transmissions
prevailed below 250 and 315 Hz, respectively. The results
for these two test configurations must therefore be accepted
with caution. Comparisons between slits of the same depth
show that the configuration differences agree with the width
difference and the theoretical models �in particular, see Ref.
12�.

This is particularly clear in the top graph in Fig. 8,
which corresponds to the only configuration for which flank-
ing transmission can be neglected. Based on Refs. 6 and 12,

TABLE IV. Experimental results for openings.

Aperture size 90�90 130�60 270�270 390�190 260�30 45�45
Frequency

�Hz� Transmission loss �dB�

250 8.8 6.4 −0.6 −1.7 8.7 13.1
315 9.4 7.0 −0.2 −1.2 11.0 16.4
400 −6.1 −5.7 −3.6 −3.7 −1.6 4.4
500 −8.6 −10.2 −1.2 −2.6 −6.1 −9.6
630 1.6 −0.8 −0.1 −2.0 0.4 2.9
800 −0.2 −0.3 −2.2 −0.2 0.4 5.6

1000 −3.5 −5.4 −0.9 −0.6 −2.9 −5.3
1250 −0.1 −1.4 −0.8 −0.8 −1.3 1.5
1600 0.2 −2.5 −1.4 −1.2 −3.1 −3.4
2000 0.0 −1.5 −1.1 −0.6 −1.1 −1.1
2500 −0.2 −0.9 −1.0 −0.7 −1.2 −0.7
3150 0.2 −0.9 −0.7 −0.8 −0.7 0.1
4000 −0.1 −0.8 −1.2 −0.5 −0.3 0.6
5000 0.2 −1.1 −1.0 −0.8 0.1 0.4
6300 0.0 −0.2 −1.2 −0.7 0.5 0.4

FIG. 7. �Color online� Comparison between the current measurements and
data from Ref. 8 for rectangular apertures of dimensions 60�130
�300 mm3 �M =2, �=2� �top� and 30�260�300 mm3 �M =8, �=2� �bot-
tom�. FIG. 8. TL of slits—experimental results.
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the TL for this small depth �1.5 mm� should also show nega-
tive values and should behave smoothly as a function of
frequency. This has been confirmed above 500 Hz, in accor-
dance with the fact that the incident sound field can only be
considered perfectly diffuse at 630 Hz. In the bottom graph
in Fig. 8, the differences between 2 and 0.5 mm widths for a
500 mm deep slit are not as large as it would have expected,
in view of the trend observed in the previous configuration
�middle graph in Fig. 8� and in Ref. 12. This is probably due
to the fact that the flanking transmission and the transmission
through the separating wall were large for the 0.5 mm slit
width configuration, particularly at third-octave center fre-
quencies between 800 Hz and 1.25 kHz. For this depth, the
TLs exhibit an erratic behavior due to both the adjustment
referred to in the previous paragraph and the low transmitted
power. It is important to highlight that this adjustment was
not applied for the 8 mm slit width.

As mentioned above, slit dimensions were chosen to al-
low a comparison with the results published in Ref. 6. No
such comparison is shown here because there were discrep-
ancies up to 10 dB. It should be noted that this was already
the case when Gomperts and Kihlman6 failed to obtain sat-
isfactory agreement between their experiments and the nu-
merical models. The authors believe that there must be a
problem in the experimental data presented in Ref. 6; this
will be confirmed in the following section. While it is unfor-
tunate that the results do not correlate, this does demonstrate
how relevant it was to perform this new series of experi-
ments

V. COMPARISONS WITH NUMERICAL MODELS

The model used for the comparison is the one proposed
by Sgard et al. in Ref. 3, in which the authors reviewed all
the main existing models for rectangular and circular aper-
tures and developed a new model based on the modal ap-
proach. This model is briefly recalled in the following sec-
tion. It is valid for both rectangular and circular openings and

for leaks. Sgard et al.3 showed that Mechel’s analytical
model for infinitely wide slits14 compares perfectly well with
the modal approach when the width of the slit is taken to be
sufficiently large. The modal approach deals with finite width
slits and becomes time consuming for slits that are very wide
compared to the acoustic wavelength. Mechel’s model can
therefore be used as an alternative, thereby reducing compu-
tation time.

The model developed by Sgard et al.3 is based on mod-
eling the sound field within the aperture in terms of propa-
gating and evanescent acoustic modes. Aperture radiation is
considered by means of a modal radiation impedance matrix.
The coupled problem is then solved in terms of modal con-
tribution factors to obtain the transmission coefficient for any
plane wave angle of incidence. The diffuse field �or field-
incidence� transmission coefficient is finally obtained by in-
tegrating over all angles of incidence. Model details can be
found in Ref. 3. To summarize, the sound transmission coef-
ficient for a plane wave with an angle of incidence �� ,�� is
given by

	��i,
i� = −
�0

k0 cos �i� f
*	Âi	2S

R
�
M

NMk̂
M
* ĈMD̂

M
* � , �4�

where the summation is performed over the aperture lateral

modes. Modal coefficients ĈM and D̂M are related to modal
radiation impedances, the area of the aperture, and the im-

pedance of the fluid within the aperture. Coefficients k̂M and
NM are the modal wave number and the modal norm, respec-
tively. Amongst the remaining factors, it is worth mentioning

that Âi represents the amplitude of the incident plane wave.
The diffuse field �or field-incidence� TL of the aperture

is therefore given by

TL = − 10 log10�	d� , �5�

where

TABLE V. Experimental results for slits.

Slit size
50�8

�500 mm3
50�2

�500 mm3
50�0.5

�500 mm3
20�8

�500 mm3
20�2

�500 mm3
20�0.5

�500 mm3
1.5�8

�500 mm3
1.5�2

�500 mm3
1.5�0.5

�500 mm3

Frequency
�Hz� Transmission loss �dB�

250 −1.4 6.0 — −3.3 −1.7 −0.7 −12.3 −15.6 −19.1
315 2.0 16.8 4.2 −0.8 0.5 1.4 −6.8 −11.5 −14.9
400 3.8 7.0 12.0 0.9 2.4 3.1 −4.9 −8.6 −13.4
500 2.4 5.9 10.9 −1.0 0.8 2.1 −7.7 −11.9 −15.0
630 4.7 10.4 13.8 0.4 2.7 3.0 −5.1 −9.0 −12.6
800 4.2 7.2 16.6 1.3 3.7 3.6 −4.4 −8.0 −11.5

1000 4.2 10.5 14.5 1.8 4.1 4.4 −3.8 −6.9 −10.2
1250 4.1 10.2 20.5 3.0 5.6 6.0 −2.5 −5.9 −9.3
1600 3.5 10.5 22.0 2.4 4.8 5.2 −2.8 −5.8 −8.6
2000 1.8 9.3 22.8 2.5 5.4 6.1 −2.5 −5.1 −7.7
2500 −2.5 6.4 15.5 1.8 6.1 7.0 −1.8 −4.1 −6.8
3150 −4.8 −2.8 5.9 1.3 5.7 7.0 −1.2 −3.6 −5.7
4000 −1.9 −1.6 4.9 −0.1 4.8 5.7 −1.6 −3.5 −5.8
5000 −0.9 2.2 8.9 −2.4 2.0 3.6 −1.3 −3.1 −5.4
6300 −2.3 −1.1 5.1 −3.4 −2.4 0.6 −1.0 −2.4 −4.7
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	d =
�0

2��0
�lim	��i,
i�sin �i cos �id�id
i

� sin2 �lim
. �6�

The diffuse field TL is obtained by setting the angle �lim to
90°, while the field-incidence TL is defined by setting �lim to

78°. The integrals in Eq. �6� are performed numerically. The
model results presented in the following sections use the
field-incidence TL.

In the case of Mechel’s model4 for slits of width b and
depth d, the transmission coefficient is relatively easy to ob-
tain and is given by

	��i,
i� =
Z0

cos �i
R�ẐR2�pg

2 Ẑa

Ẑa�ẐR1 + ẐR2�cos�k̂ad� + j�Ẑa
2 + ẐR1ẐR2�sin�k̂ad�

2

, �7�

where Z0=�0c0 is the characteristic impedance of the exter-

nal fluid, ẐRi=Z0Ẑslit,m is the radiation impedance at the front

�i=1� and rear faces �i=2� of the aperture, Ẑf is the charac-

teristic impedance of the fluid within the aperture, k̂f is the

wave number within the aperture, pg=2 sinc�kyb�, Ẑa

= Ẑf /cos � f, k̂a= k̂f cos � f, ky =k0 sin �i sin 
i, k0 is the wave
number in the fluid outside the aperture, cos � f

=�1− �k0 sin �i cos �i / k̂f�2, and

Ẑslit,m = 2k0b�H0
�2��u� +

�

2
�H1

�2��u�S0�u� − H0
�2��u�S1�u��

−
1

u
H1

�2��u� +
2j

�u2� , �8�

with u=2b�k0
2−kx

2, kx=k0 sin �i cos 
i, and H0
�2��u� and H1

�2�

��u� as the zeroth and first order Hankel functions of the
second kind, respectively.

Note that for very small cross-sectional areas and large
depths, viscosity effects in the aperture may become signifi-
cant and should be included in the calculation, as pointed out
in Ref. 11. These effects can be included for both rectangular
and circular cross sections using a simple model such as the

one developed by Pierce.14 This is based on expressing k̂f as

k̂f =
�

cf
+ �1 − i��walls, �9�

where

�walls = 2−3/2� �

� fcf
2�1 +

� − 1
�Pr

� L

A
, �10�

in which  is the dynamic viscosity, Pr is Prandlt number, � f

and cf are the density and the sound velocity in the fluid
within the aperture, respectively, and L and A are, respec-
tively, the perimeter and the aperture cross-sectional area.

Equation �9� is valid for frequencies satisfying the con-
dition


L

A
�2 

8� f
� � � � 9

32

L

A
�2� fcf

4


�1/3

.

A. Opening case

Figure 9 illustrates the experimental data and the modal-
based results for cases featuring two rectangular apertures
with dimensions of 45�45�300 and 60�130�300 mm3.
It is clear that the experimental data match closely the
calculation-based results, even in the low frequency range in
which the incident field cannot be considered diffuse. No
adjustments were made, and dimensions are those given in
the tables. Modes have been kept up to a 10 kHz truncation
frequency. An excellent correlation between the experimental
data and the calculations confirms that these results can con-

FIG. 9. �Color online� Comparison between experimental results and calcu-
lations for apertures of dimensions 45�45�300 mm3 �top figure� and 60
�130�300 mm3 �bottom figure�.
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stitute a reliable set of experiments for the TL of baffled
apertures exposed to a diffuse field. Correlation also under-
lines the accuracy of the model proposed in Ref. 3.

B. Slit case

The experimental results were compared with the two
models �Mechel’s4 and modal approach3�. It should be noted
that viscous effects are taken into account in the calculations
using Eq. �9�. These effects are mainly important for slits
with the smallest widths �0.5 and 2 mm� and the largest
depth �50 mm� but are negligible otherwise.

For the smallest depth �1.5 mm�, the experiments corre-
late fairly closely with the modal-based calculations above
500 Hz. Discrepancies can be attributed to nonuniformity of
the incident field �see Sec. IV� below 630 Hz, although such
discrepancies were not observed in larger openings �Fig. 9�.
In the slit case, the cutoff frequency is dictated by the slit
length, which is very small. Oblique modes �which are nu-
merous� can be excited in the frequency range of interest.
The TL will therefore be more sensitive to nonuniformity of
the incident acoustic field in this range. For openings, the
cutoff frequency is thus higher at low frequencies, and it is
primarily the plane wave mode that contributes to TL. How-
ever, the generalized force exerted on this mode is indepen-
dent of the angle of incidence �see Ref. 3�, and the TL is little
influenced by nonuniformity of the incident acoustic field.
Comparison leads to the same conclusions, except for the
smallest width �not shown here for conciseness� for the me-
dium slit depth �20 mm�. As explained above, the difference
between transmission through the slit and transmission
through the wall in addition to flanking transmission is too
low at this width, which is the reason for discrepancies. Mea-
surements for this particular configuration cannot be used.
The observation is the same for the largest slit depth
�50 mm� and widths of 0.5 and 2 mm. The ratio between
acoustic power transmitted through the slit and lateral trans-
missions is even worse. The discrepancies therefore accentu-
ate and are unacceptable. Only the results for the 8 mm slit
width are reliable for this 50 mm depth.

Correlation between experiments and modal-based cal-
culations is acceptable above 500 Hz for the remaining six
configurations. Figure 10 illustrates this for three of these
configurations. This holds true irrespective of the considered
model, i.e., Mechel’s or modal approach. Correlation with
Gomperts’ model �not shown here for conciseness� is also
acceptable. This tends to confirm that the series of tests de-
scribed in Ref. 6 is unreliable.

VI. CONCLUSION

The purpose of this paper is to report new experimental
diffuse field sound TL tests for rectangular openings and slits
to validate the model developed in Ref. 3. This would pro-
vide additional reliable third-octave-band experimental data,
which could be used in the framework of SEA.

This objective was fulfilled, although about half of the
tests conducted on slits could not be used because of some
uncertainties caused by flanking transmission paths. In the
case of openings, experimental results were found to be re-

liable over almost all the frequency range of interest, namely,
250–5000 Hz. In the case of slits, only the results above the
reverberant chamber cutoff transmission �630 Hz� are reli-
able.

It was found that the modal approach correlates very
closely with the experiments performed for all chosen con-
figurations. This result, obtained with no adjustments, vali-
dates both the model and the tests. In addition, for suffi-
ciently wide slits, Mechel’s model4 proves to be a faster
alternative to the modal model, as observed in Ref. 3.

Future work will deal with modeling of apertures with
acoustic linings, a configuration often encountered in indus-
try, when the silencing equipment is fitted to apertures or
when they comprise a simple hole in an acoustic panel.
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FIG. 10. Comparison between experimental results and calculations for slits
of dimensions 500�8�5 mm3 �top figure� and 500�2�20 mm3 �middle
figure�, and 500�2�1.5 mm3 �bottom figure�.
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Some further refinements are described for the T-matrix approach to acoustic scattering. From the
structure of the matrices involved, one can infer the Rayleigh limit explicitly for objects having no
density contrast. One finds TRay= iR−R2, where the R-matrix involves integrals of the regular
spherical wave functions over the object’s surface. The index of refraction and loss factor can be
chosen as desired, and energy balance and reciprocity requirements are found to be met. The
derivation can be extended to obtain the Rayleigh expansion, effectively describing T as a series in
ascending powers of the ratio of object size to wavelength. In trial cases, the series converges
throughout the Rayleigh region and somewhat beyond. Bodies of high aspect ratio are also
considered, where difficulties arise due to precision loss during numerical integration. Loss ranges
from 4 or 5 significant figures �2:1 spheroid� to 22 figures �40:1 spheroid� or more. A class of
surfaces has been found for which this problem can be avoided, however, enabling one to treat a
variety of body shapes up to aspect ratios of 100:1 with no difficulty. © 2009 Acoustical Society of
America. �DOI: 10.1121/1.3035839�
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I. INTRODUCTION

The T-matrix has been found useful in describing scat-
tering of waves impinging on objects of nonspherical shape
whose bulk properties differ from those of the surroundings.
It was recognized quite early that the approach could equally
well be applied in acoustics, electromagnetics, and linear
elasticity, as described in earlier work.1 Further applications
followed—there are now two databases available, one
general,2 and a second,3 with more recent updates,4 dealing
exclusively with electromagnetic problems. Excellent review
articles have been given for the electromagnetic case by
Mishchenko et al.5

Much of this work was concerned primarily with appli-
cations. Here we look at some further refinements of the
theory. A recent paper examined these ideas for two dimen-
sional problems in the electromagnetic case;6 the present
work considers the acoustic case in three dimensions. From
the structure of the equation determining the T-matrix one
can obtain an analytical formula for T in the Rayleigh limit,
provided no density disparities are present. Alternately one
can obtain the Rayleigh expansion, enabling computation of
T at higher frequencies without requiring matrix inversion.
The expansion generally converges throughout the Rayleigh
region and somewhat beyond—just how far must be deter-
mined individually for each case.

The other problem of interest concerns objects of high
aspect ratio, for which numerical difficulties are
encountered—specifically, in the numerical integrations
needed to obtain elements of the Q-matrix �which is then
inverted to obtain the T-matrix�. Some improvement is ob-
tained by carrying out the computations at higher
precision.7,8 Another alternative was found by Sarkissian et
al.9 at the Naval Research Laboratory �NRL�, who obtained

results for thin rigid rods by first modifying the integrands of
the Q-matrix. Here that idea is extended to a class of body
shapes, for both penetrable objects and surface scatterers.

II. BASIC EQUATIONS

The basic equations for the null-field approach to the
T-matrix have been given elsewhere.6,10 They are summa-
rized briefly here, including a few recent results, along with a
change in normalization of the basis functions, the purpose
of which will become clear.

Consider a homogeneous obstacle having density and
stiffness �inverse compressibility�, �� and ��, respectively,
embedded in a uniform space � ,�. The boundary of the ob-
stacle is specified in spherical coordinates by r=r�� ,��, with
origin in the interior �see Fig. 1, where for simplicity a spher-
oid r=r��� is shown�, and may have edges. With a time
factor exp�−i�t� suppressed, the outgoing wave functions are
given by

��mn�kr� = ��m	mn�1/2hn�kr�Y�mn��,��,

m = 0,1, . . . ,n,n = 0,1, . . . , �1a�

with �=e /o �even/odd� in terms of the Hankel functions
hn�kr�= jn�kr�+ inn�kr� and the spherical harmonics

Y�mn��,�� = �cos/sin�m�Pn
m�cos �� . �1b�

Here the Pn
m are associated Legendre functions, �0=1, �m

=2 otherwise, is the Neumann factor, and the normalizing
constants are given by

	mn = �2n + 1��n − m� ! /�n + m� ! . �1c�

The field in the interior of the obstacle will be represented by
the regular functionsa�Electronic mail: pcwaterman@comcast.net
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�mn�k�r� = 2�1 + ��/��−1q−n��m	mn�1/2jn�k�r�Y�mn��,�� .

�2�

Note that the relative density �� /� and the �possibly com-
plex� index of refraction q=k� /k have been included in the
normalization here. Finally, the incident wave is represented
by the functions 
�mn�kr� �for which q and �� /� become
unity�. It is also convenient to put the indices in one-to-one
correspondence with a single index �. The incident, scat-
tered, and internal fields are now given explicitly by

�inc�kr� = �
�=1

a�
��kr� , �3a�

�sca�kr� = �
�=1

f����kr� , �3b�

�int�k�r� = �
�=1

��
��k�r� . �3c�

Given the incident wave �the a��, we want to compute
the scattered wave �f�� and possibly the interior field ����. To
this end, define the Q-matrix having elements6

Qu� = �k/4�� d� · ����/��
u�k�r� � �v�kr�

− �
u�k�r����kr��, u,� = 1,2, . . . . �4a�

Q is resolved into regular and singular parts R and S, with

Q = R + iS , �4b�

by replacing the Hankel functions with Bessel or Neumann
functions, respectively. The scattered wave is now computed
for a given incident wave by the T-matrix, i.e.,

f = Ta , �5a�

where �assuming T is symmetric, see below�

T = − Q−1R . �5b�

Three consistency checks are available here. First, the
equations must be truncated at finite size in order to compute
T, and one can then check for constancy of the elements
versus truncation size. Second, reciprocity requires that T be
symmetric, which also can be checked. Energy balance pro-
vides the third constraint: The absorption matrix A is defined
in terms of the integral of the inward normal component of
energy flux over the object surface, i.e. �dagger denotes con-
jugate transpose�,

A = 1
4 �Q−1�†�W + W†�Q−1, �6a�

where elements of W are given by

W�� = �k/4�� d� · ��/�0�
��k��r� � 
��k�r� , �6b�

and now T must obey the detailed energy balance equations

− Re T = T†T + 1
4A . �6c�

As noted elsewhere,6 Eq. �6c� is a generalized optical theo-
rem; for plane-wave incidence, it requires that �minus� the
real part of the forward amplitude is equal to the sum of the
scattering and absorption cross sections. On the other hand,
for the scattering matrix S= I+2T connecting incoming and
outgoing waves, where I is the identity matrix with elements
�vv� �the Kronecker delta�, one writes

S†S = I − A . �6d�

The association of A with absorption is now clear—in order
for S to be unitary, A must vanish.

One other constraint is implied by the above equations.
Because T is symmetric, it follows formally from Eq. �5b�
that the product �prime denotes transpose�

Z = QR� �6e�

is also symmetric. This may be useful in �i� indicating that
the computation has been programed correctly, and �ii� giv-
ing a rough estimate of the truncation size �of the infinite
matrices� needed to obtain convergent results in any specific
case, all before any matrix inversion is done. Unpublished
numerical results confirm this.

For truncation size N, the scattered wave itself is given
by

�sca�kr� = �
�,��=1

N

a�T�������kr�

� f��,���1/ikr�exp�ikr�, kr � 1, �7a�

where the far-field amplitude is

f��,�� = − �
�,��=1

N

a�T����− i���Y����,�� . �7b�

Finally, the scattering cross section is given by

�sca = �1/4�� d��f��,���2. �7c�

For simplicity, the present work will consider primarily
objects with rotational symmetry, for which a great deal of
decoupling occurs. For Q, for example, the general matrix
element reduces to

Q�mn��m�n� � �����mm�Qnn�
�m . �8�

Here each fixed pair of superscripts �m gives an independent
matrix, which we write simply as Qnn� when ambiguity is
unlikely. If the object has a plane of mirror symmetry normal
to the rotational symmetry axis, then in addition Qnn�=0 for

FIG. 1. A cross-sectional view of the object is shown, assuming rotational
symmetry. In this and subsequent figures, the object is generated by rotation
about the horizontal axis.

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Peter Cary Waterman: T-matrix methods in acoustic scattering 43



n+n� odd, and there is no coupling between even-even and
odd-odd elements.

In order to write out the matrix elements in detail, note
that

kd� · � = d�d� sin ��x2 � /�x − x���� � /��� , �9�

where x is set equal to x���	kr��� after the derivatives are
taken. For derivatives of the wave functions take

sin �dPn
m�cos ��/d� = �n − m + 1�Pn+1

m �cos ��

− �n + 1�cos �Pn
m�cos �� ,

djn�x�/dx = �n/x�jn�x� − jn+1�x� ,

dnn�x�/dx = − �n + 1��1/x�nn�x� + nn−1�x� . �10�

Putting these results in Eq. �4� for the S-matrix and integrat-
ing over azimuth, one obtains

Snn� = dnn��
0



d�
jn�qx�nn��x�Gnn����

+ ����/��jn�qx�nn�−1�x�

+ qjn+1�qx�nn�−1�x���Hnn���� , �11a�

where we have defined angular functions

Gnn���� = 
����/���n� + 1� − �n + 1��r����cos �

− ����/���n� + 1� + n�r���sin ��

�Pn
m�cos ��Pn�

m �cos ��

+ r������n − m + 1�Pn+1
m �cos ��Pn�

m �cos ��

− ���/���n� − m + 1�Pn
m�cos ��Pn�+1

m �cos ��� ,

Hnn���� = r2���sin �Pn
m�cos ��Pn�

m �cos �� , �11b�

and the normalization constants are given by

dnn� = 2�1 + �/�0�−1q−n�	mn	mn��
1/2 �11c�

�note that the Neumann factor has dropped out due to the
azimuthal integration�. For the R-matrix, replace ns�x� with
js�x� in Eq. �11a� wherever it occurs.

III. RAYLEIGH REGION AND BEYOND

Some interesting simplifications occur at the lower fre-
quencies, provided we restrict ourselves to objects with no
density contrast relative to their surroundings. Thus assume
for this section only that � /��=1. Defining �= �qkrmax�, with
rmax the maximum value of r���, we begin with the limiting
case ��1. Keeping only the lowest order term in each ele-
ment of R, one finds the form �see Appendix A�

Rnn� = �q2 − 1�rnn��
n+n�+3, �12a�

where r is a real symmetric matrix, given by comparison
with Eq. �A3�. A similar analysis for S gives

Snn� = Inn� + �q2 − 1�snn��
n−n�+2 �12b�

with s real �but not in general symmetric, see Eq. �A5��. As
will be seen later, there is an exceptional case, the spheroid
�or ellipsoid�, for which S takes the form

Snn� = Inn� + �q2 − 1�snn�

���n−n�+2 for n� � n

1 �or �� for n + n�even �or odd�, otherwise.


�12c�

In these equations n ,n�=m ,m+1, . . ..
Just as in the cylindrical case,6 the identity matrix is

separated out by writing

Q0 = Q − iI . �13�

For the transition matrix one now has T=−�Q0+ iI�−1R= �I
− iQ0�−1iR� �I+ iQ0�iR, where in the last step we have used
the binomial approximation, assuming Q0 is small in an ap-
propriate sense. The last equality can be written as

T = i�R − �S − I�R� − R2.

Now, as one can verify from the preceding discussion, cor-
responding elements of the product �S− I�R are smaller than
those of R by a factor of order �2 and can be neglected
�provided the product sr exists�. Thus

TRay = iR − R2 �14�

in the Rayleigh limit ��1. Correct to leading order, the ma-
trix product should also be replaced with scalar products, i.e.,
�R2�nn�→Rn0R0n�. Equation �14� clearly satisfies the reci-
procity requirement. The second term is always higher order,
but serves to adjust the phase in cases where no loss is
present—note that to within leading order the energy balance
equations, Eq. �6c�, are satisfied by inspection in that event.

As an example, take the right circular cylinder

r��� = �r1��� , 0 � � � �0

r2��� , �0 � � � /2,
 �15�

with r1���=a /cos � and r2���=b /sin �, as shown in Fig. 2,

FIG. 2. The right circular cylinder is shown, with physical and nonphysical
parts of the end-plane given by the solid and dashed lines, respectively.
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with cylinder half-length a, radius b, and �0=tan−1 b /a Con-
sider the “square” cylinder b /a=1, with ka=0.1 and q=1
+ i �high loss�. Computations have been done in double pre-
cision �15 decimal digits� on a PC using MATHCAD 11. The
standard equations �4� and �5� were truncated at six equa-
tions in six unknowns, and magnitudes of the resulting
T-matrix elements are shown in Table I. This along with
other tables herein are laid out in the usual fashion with the
�0, 0� element in the upper left corner, with entries rounded
to integers, and for this case elements vanish whenever the
sum of their indices is odd. Note the rapid falloff in magni-
tude, so that only the �0, 0� element is significant in the far
field. In Table II, energy balance is checked by computing
�minus� the log of the magnitude of the relative difference
between elements on the two sides of Eq. �6c�. At least four
significant figure agreements are seen throughout.

The limiting form TRay was also computed from Eq.
�14�, and a similar comparison of T and TRay in Table III
shows agreement typically within two significant figures.
This is exactly what one would expect because T �but not
TRay� includes, in addition, all higher order terms, beginning
with those a factor �2�10−2 smaller. Reducing the object
size by an order of magnitude increases every entry of Table
III by 2, again as would be expected.

The isotropic term is readily obtained analytically. From
Eq. �14� T00

Ray= iR00− �R00�2, and the limiting value of R00 is
evident from the volume integral of Eq. �A1�. Letting V
equal the object volume, one has in agreement with earlier
work10

T00
Ray = i�q2 − 1��k3V/4� − �q2 − 1�2�k3V/4�2

	 − �9.9925 + 4.99i� � 10−4. �16�

These are terminating decimals—the numerical values
shown are exact. The computer program can be checked by
evaluating Eq. �A3� numerically and employing Eq. �14�.
Results of the computer run agree with Eq. �16� to 15 sig-
nificant figures, a good consistency check.

Because Eq. �14� involves no inverse powers of r, it can
be used even when the origin lies on the surface. An inter-
esting case of this is the inverted spheroid given by

r���/a = �cos2 � + �2 sin2 ��1/2, 0 � � �  . �17a�

For aspect ratio 0���1 this represents an inverted oblate
spheroid, in the limit �=0 becoming a pair of contiguous
spheres given by

r���/a = �cos �� . �17b�

This is shown in Fig. 3, with origin of coordinates at the
point of contact. Using the same parameters as in the first
example, Eq. �16� gives

T00
Ray = − �1/1.44��2.3997 + 1.1996i� � 10−4. �17c�

Again the machine-computed value agrees to 15 figures.
Similar results are obtained in the lossless case. This ex-
ample is of particular interest in giving a closed-form result
for the multiple scattering problem involving two penetrable
spheres and may provide a useful check on more conven-
tional procedures. Notice that Eqs. �14� and �16� also apply
to the limiting case of a torus �doughnut with zero hole di-
ameter� obtained from Eq. �17a� for an inverted prolate
spheroid as 1 /�→0.

It is no surprise, of course, that the far-field scattering is
isotropic in these cases. The real value of Eq. �14� lies in
enabling one to do near-field computations, via Eq. �7�,
which should provide useful information, including determi-

TABLE I. Rapid falloff in magnitude of the matrix elements of T is seen for
a “square” cylinder with size parameter ka=0.1, using six equations and
unknowns �Rayleigh region, rounded logarithmic scale�. The dashes indicate
elements that vanish due to symmetry.

�
− 3 — − 7 — − 10 —

— − 6 — − 10 — − 14

− 7 — − 10 — − 14 —

— − 10 — − 13 — − 17

− 10 — − 14 — − 17 —

— − 14 — − 17 — − 21

�

TABLE II. A comparison of the lhs and the rhs of the energy balance �6c�
for the T-matrix of Table I, showing the number of significant figures of
agreement for each entry.

�
9 — 4 — 4 —

— 9 — 4 — 4

4 — 7 — 5 —

— 4 — 9 — 9

4 — 5 — 7 —

— 4 — 5 — 7

�

TABLE III. Significant figures of agreement are shown for the matrices T
and TRay given in Eqs. �5b� and �14�, respectively, for the case of Table I.
Agreement increases rapidly as the object size is further reduced �see text�.

�
2 — 2 — 2 —

— 2 — 2 — 2

2 — 3 — 2 —

— 2 — 3 — 3

2 — 2 — 3 —

— 2 — 3 — 3

�

FIG. 3. Two contiguous spheres, here considered as a single obstacle, gen-
erated by an inverted oblate spheroid in the limit as aspect ratio in Eq. �17a�
goes to zero.
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nation of the region where the outgoing wave representation
diverges. This will occur when the rate of increase in the
Hankel functions is more than enough to overcome the fall-
off exhibited in Table I.

Equation �16� contains both �3 and �6 terms. There is
also a �5 term, not included because correct to leading order
it does not contribute in either the real or imaginary part of
T00

Ray. Looking back at the derivation of Eq. �14�, the higher
order terms can be included by using the full binomial series,
i.e., taking

T = �I + �
p=1

�

ipQ0
p�iR . �18�

This is the Rayleigh expansion. Keeping the p=1 term in the
summation picks up all contributions to the �3, �5, and �6

terms along with some of the higher order terms. The next
term in the summation picks up any missing �7 contributions,
and so on. In our experience truncation at 2N terms is gen-
erally enough for seven figure accuracy �N is matrix trunca-
tion size�, provided � is such that the series is not too close to
divergent. As with the cylindrical case, the series of Eq. �18�
will converge as long as the spectral radius of Q0 is less than
unity.6,11 Notice that this gives a means of determining the
radius of convergence of the Rayleigh expansion. Based on
our results, typically the series converges up to a limit of �
somewhere in the range 1–1.5, and hence above the Rayleigh
region.

The coefficient of each higher power of � involves infi-
nite series sr, s2r, and so on, and these series must be
summed in order to obtain explicit closed-form analytical
results. The major exception is the spheroid. For that case it
follows from Eq. �12c� that each of the series terminates after
a finite number of terms, as one can see by inspection, and
thus any desired number of terms of the Rayleigh expansion
can be obtained explicitly.

IV. HIGH ASPECT RATIOS

Experience has shown that shapes departing greatly
from spherical tend to converge more slowly, if at all, versus
truncation size. In many cases this is apparently due to large
amplitude oscillatory terms in the integrands of the Q-matrix
elements, which arise with high aspect-ratio bodies. One way
of dealing with this is to carry out computations with higher
precision. This approach was described by Mishchenko and
Travis7 at NASA and Havemann and Baran8 in the United
Kingdom, working in quad precision �31 decimal digits� with
application to light scattering. An alternate approach was in-
troduced by Sarkissian et al.9 at the NRL, who considered
underwater acoustic scattering by long, thin, rigid circular
rods. They recognized that contributions from the oscillatory
terms would vanish when integrated over an infinitely long
circular cylinder, and based on this idea were able to elimi-
nate the troublesome integrations exactly. Here we extend
their approach to penetrable objects and investigate some of
the shapes for which the technique is applicable, following
the terminology used earlier.6

To this end, consider the quadric surfaces described by
�a , . . . ,k real�

ax2 + by2 + cz2 + dxy + eyz + fzx + gx + hy + jz + k = 0.

�19a�

In spherical coordinates r ,� ,�, for simplicity assuming ro-
tational symmetry, this can be rewritten as the quadratic
equation

�a sin2 � + c cos2 ��r2��� + j cos���r��� + k = 0. �19b�

We call the solutions of this equation, including the infinite
plane, along with those shapes for which 1 /r��� is continu-
ous over the range 0���, complete quadric �cq� surfaces.
In addition to the plane, this includes a pair of parallel
planes, the infinite circular cylinder, prolate and oblate sphe-
roids, and the paraboloid of revolution, but not the hyperbo-
loid, which does not cover the full angular range. Circular
disks and finite wires are also included as limiting cases of
spheroids, although they may only have physical applica-
tions in electromagnetics.

Now the products of radial functions in the integrands of
the S-matrix of Eq. �11� have the form jp�qx�nq�x�. When-
ever q� p, expand this product in ascending powers of x,
including negative powers. Then split S into the sum of terms
S++S− containing the positive and negative powers, respec-
tively �but keeping the 1 /x terms in S+—see Appendix B�.
Matrix elements of S− will only be nonzero above the diag-
onal. The integrands in S− will become large whenever the
surface passes close to the origin, where at the same time the
angle variable changes most rapidly, causing large oscilla-
tions and resultant integration errors. Fortunately, this prob-
lem can be eliminated in many cases using the ansatz:

For integration over a cq surface,

S− = 0. �20�

This equation has been verified numerically for all the sur-
faces in question. In most if not all cases, Eq. �20� is due to
the orthogonality of the Legendre functions. For example,
for the infinite plane, one has 1 /r���=const�cos �, so that
inverse powers of r��� can be expanded in a finite sum of
Legendres. At the same time the product of angular functions
can be expanded in a second finite sum of Legendres. The
one overlapping term vanishes due to the divergence theo-
rem, and the remaining terms because of orthogonality.

Applications of Eq. �20� are best illustrated by example.
The simplest case is the spheroid, given by �compare Eq.
�17a��

r���/a = �cos2 � + �2 sin2 ��−1/2. �21�

Because this is a cq surface, we can discard S−, and the
computation proceeds normally from this point, using

Q = R + iS+. �22�

For matrix inversion purposes this equation is much better
behaved than the original, in that elements of S no longer
grow in magnitude as one moves further above the main
diagonal, but instead remain roughly constant. Note that the
form of Eq. �22� is unaffected by coordinate translations
along the symmetry axis, as long as the origin remains in the
interior. Magnitudes of the resulting T-matrix elements for a
40:1 prolate spheroid �with centered origin� are shown in
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Table IV for truncation at N=6, with krmax=1, m=0, index
of refraction q=1+ i, and density ratio �� /�=2. Judged based
on the three consistency criteria, far-field results are good to
about four significant figures. Similar results are found for
the higher azimuthal modes m=1,2, and so on, and also for
oblate spheroids, in both cases up to aspect ratios of 100:1.
To the best of our knowledge, results in the literature are
limited to 20:1 aspect ratios.12

The advantage of discarding S− becomes clear when one
examines some of the higher-index matrix elements numeri-
cally. For example, in Fig. 4, we have plotted the magnitudes
of the integrands of the �0, 10� elements of S+ and S− versus
�. One sees immediately that the second of these exceeds the
first by as much as 22 orders of magnitude. But because S−

itself actually vanishes, this means that the use of Eq. �22�
has prevented a loss of about 22 significant figures for the
element in question, assuming of course one had that many
to start with. The minima seen in both curves correspond to
zeros and accompanying sign changes �the resolution of the
plots is 1.57�10−5 rad�. The zeros are effectively those of
G0,10���—see Eq. �11�.

Significance errors increase as one moves further above
the main diagonal of S or as the aspect ratio is increased.
Note that significance loss may be a factor for bodies having
only moderate aspect ratios as well. For example, for the 2:1

version of the spheroid discussed above, one finds a potential
loss of between four and five figures in the �0, 6� element of
S, avoidable using S+.

Next, consider the finite cylinder of Eq. �15�, in particu-
lar, the disk case where cylinder radius is greater than half-
length �see Fig. 2�. Notice that a cq surface �the infinite
plane� is present, but the body only occupies a portion of it.
Write S1�pp� to indicate the integral over the physical part of
r1��� �the solid line in Fig. 2�, and S1�npp� for the nonphysi-
cal part �the dashed line�. Now S1�pp�=S1

+�pp�+S1
−�pp�, and

by Eq. �20� S1
−�pp�+S1

−�npp�=0. Combining these equations
gives S1�pp�=S1

+�pp�−S1
−�npp�, i.e., S1�pp� has been ex-

pressed in terms of integrals involving positive powers of
r��� near the origin and inverse powers away from the origin.
The final result for Q is

Q = R1�pp� + R2�pp� + i�S1
+�pp� − S1

−�npp� + S2�pp�� .

�23�

For the thin rod case, on the other hand, the infinite cylinder
is treated as the cq surface, and the roles of S1 and S2 are
interchanged. This is basically the case considered at the
NRL,9 except that an impenetrable cylinder was employed,
which required that the end-caps be rounded off �see Sec.
IV�.

Next consider the translated sphere, where one would
expect to use Eq. �22�. Inspection of S+, however, reveals
that elements begin to fall off in magnitude both above and
below the main diagonal, the further one goes from the di-
agonal �although S− is unchanged�. This is contrary to the
behavior described above for Eq. �22�. There is a simple
explanation, however. The translated sphere has the unique
property that its inverse is also a sphere. Because of this, the
orthogonality property enjoyed by elements containing nega-
tive powers of r��� will be shared by those with positive
powers, leading to the additional cancellations. Calling the
resulting matrix S++ �see Appendix B�, one has

Q = R + iS++. �24�

Another example using S++ is the spherical lens formed
by the intersection of two spheres, as shown in Fig. 5. Note
that the aspect ratio � can be made as large as one wants �the
thin lens limit� by simply shifting each of the spheres by x0,
where

x0 = �1 − �2�/�1 + �2� . �25a�

The leftmost sphere is defined by

TABLE IV. Magnitudes of T-matrix elements are shown for a 40:1 prolate
spheroid with N=6, plotted as in Table I �see text�. At N=12 these entries
are unchanged, although the number of valid significant figures has in-
creased.

�
− 4 — − 5 — − 7 —

— − 5 — − 6 — − 8

− 5 — − 6 — − 8 —

— − 6 — − 7 — − 9

− 7 — − 8 — − 9 —

— − 8 — − 9 — − 11

�

FIG. 4. Magnitudes of the integrands of the �0, 10� elements of S+ and S−

are shown vs polar angle �with resolution 1.57�10−5 rad� for a 40:1 prolate
spheroid—see text. Note that the latter dominates by more than 20 orders of
magnitude, although S− itself vanishes.

FIG. 5. A convex lens is formed by the intersection of two spheres, with
physical and nonphysical parts again indicated by solid and dashed lines.
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r���/a = �1 − x0
2 sin2 ��1/2 + x0 cos � , �25b�

then scaled to the desired size. S is obtained by integrating
over the physical part of the leftmost sphere �range 0 to  /2
because of mirror symmetry�, then subtracting off the inte-
gral of S− over the entire sphere �which vanishes�. The net
result is that

Q = R�pp� + i�S++�pp� − S−�npp�� , �25c�

with integrals over the leftmost sphere only. Using the same
parameters as for the 40:1 spheroid discussed above but now
for a 100:1 lens, for example, there is no problem in obtain-
ing four or five significant figure accuracy in the far field
using N=8. Note that one can treat parabolic lenses, formed
by two intersecting paraboloids, and plano-convex lenses, in
similar fashion.

The work of this section plays a significant role with
regard to the internal field as well, and this should be com-
mented on at least briefly. The internal field representation
was given back in Eq. �3c�, for which the expansion coeffi-
cients can be expressed as10

� = − i�Q��−1a . �26�

Replacing Q� in Eq. �26� with its modified form, computed
as in the above examples, should produce corresponding im-
provements in precision here also. Similar comments apply
for the absorption matrix of Eq. �6a�.

V. IMPENETRABLE AND NONREFRACTING OBJECTS

There are two more cases that should be mentioned in
order to round out the high aspect-ratio discussion. Notice
that there is nothing to prevent us from using the free-space
form of the regular wave functions of Eq. �2�, or their gra-
dients, to represent fields on the surface of an impenetrable
object, even though the spatial behavior of the wave func-
tions is no longer germane to the physics. This has the ad-
vantage that methods of Sec. IV can still be used, in fact, in
a much simpler form. Here surfaces must be rounded off
where necessary in order to avoid having to introduce edge
conditions, which were not needed earlier.

The limiting cases of “soft” and “hard” objects—the Di-
richlet �D� and Neumann �N� cases—are characterized by
the vanishing of either the pressure or the normal component
of particle velocity on the surface, respectively. As shown
some time ago, the Q-matrices for these cases are defined by
�with a sign change in QD�10

Quv
D = − �k/4�� d� · �
u�kr����kr� ,

Quv
N = �k/4�� d� · 
u�kr� � �v�kr�, u,� = 1,2, . . . .

�27a�

They can alternately be expressed as

Quv
D,N = �i/2��uv � �k/8�� d� · ��
u�kr����kr��,

u,v = 1,2, . . . . �27b�

Matrix elements of QD,N have a more complex structure in �
than shown in Eq. �12�, and the Rayleigh limit formula of
Eq. �14� no longer holds in general. It continues to be correct
for the isotropic scattering element T00, however, as can be
seen by comparison with earlier results.10

Now when the Bessel and Neumann functions have the
same argument, as in Eq. �27�, one can write

jn�z�nn��z� = jn��z�nn�z� − �
s=0

int��n�−n−1�/2�

cnn�s�2/z�n�−n−2s+1,

�28a�

where

cnn�s =
�n − n� + s + 1�s��n − s + 1/2�

4s ! ��n + s + 3/2�
,

n� − n = 1,2, . . . . �28b�

Here �a�0=1, �a�S= �a+s−1��a�S−1 otherwise, is the Poch-
hammer symbol, and the upper limit of summation is the
integer part of �n�−n−1� /2. As discussed earlier for the cy-
lindrical functions,6 this equation can be verified by induc-
tion, noting that the case n�−n=1 is just the Wronskian re-
lation, then making use of the standard interrelations
between contiguous Bessel functions.13

By inspection of Eqs. �27� and �28�, it is clear that both
R and S+ are always symmetric for surface scattering, and
because Q=R+ iS+ for spheroids, Q is also symmetric in that
case. These symmetries have been verified numerically for
both spheroids and finite cylinders, and may be very useful
in checking computational procedures. Note that S+ must be
taken over the entire surface for symmetry to hold, e.g., in
the notation of Eq. �24�, it is the sum S1

+�pp�+S2
+�pp� that is

symmetric.
In summary, for surface scatterers, high aspect ratios can

be dealt with analogously to the volume-scatterer case, and,
in fact, more simply, in that splitting into positive and nega-
tive powers of the radial variable is by Eq. �28� a fait accom-
pli. This time there is no worry about where to put the 1 /z
term, incidentally—examination of Eq. �28� shows that there
is no 1 /z term on the right-hand side �rhs� �consequently, the
1 /z terms that appear on the left-hand side �lhs� must cancel
each other out�. For both hard and soft spheroids, there is no
problem in treating aspect ratios up to 1000:1, at least for the
moderately small size-to-wavelength ratios considered
herein.

The other case of interest for which Eq. �28� applies is
the nonrefracting penetrable object, for which the index of
refraction is unity, i.e., q=k� /k=1, arrived at by letting den-
sity and stiffness both vary proportionately so that �� /�
=�� /�. From the geometrical acoustics point of view, a ray
enters the object undeflected and with phase velocity un-
changed, although boundary conditions require an amplitude
change, and of course a reflected ray.
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Looking back at Eq. �4a�, the Q-matrix for the nonre-
fracting volume scatterer is seen to be expressible in terms of
those for surface scattering, i.e.,

Qnon-refr = ���/��QN + QD, �29a�

and hence

Quv
non-refr = ���/� + 1��i/2��uv + ���/� − 1��k/8�

�� d� · ��
u�kr����kr�� . �29b�

From Eq. �29b� the symmetries noted above hold here also,
and the scattering is seen to vanish at �� /�=1 �object
matched to surroundings�. The nonrefracting spheroid is
probably the only �nonspherical� volume scatterer for which
the Q-matrix is symmetric. Incidentally, it is not clear if there
are any cases of physical interest for nonrefracting obstacles.
We mentioned them here because they may prove useful nu-
merically in providing symmetry relations to check out com-
putational procedures.

VI. DISCUSSION

Beginning at low frequencies, explicit formulas were
obtained for both the Rayleigh limit and the Rayleigh expan-
sion of the T-matrix for penetrable scatterers with �� /�=1. It
would be of interest to extend these formulas by removing
this restriction, if possible. Regarding applications, the Ray-
leigh expansion may prove useful in determining how
closely objects may be situated when multiple scattering oc-
curs before analysis by spherical wave expansions becomes
untenable.

Problems connected with high aspect-ratio obstacles
were also considered. Large significance losses were seen to
occur in the Q-matrix elements in many cases, losses which
could be prevented provided the bounding surface of the
obstacle conformed at least in part to a “qc,” i.e., a planar,
spheroidal, or paraboloidal surface. The procedure for doing
this applies to both volume- and surface-type scatterers, al-
though it is much simpler in the latter case using the more
compact equation �28�. Note incidentally that although rigor-
ous proof of some of these ideas is not presently available,
numerical computations confirm them in considerable detail.

It would be of value to apply these techniques to vector
problems, i.e., electromagnetics and elastodynamics, and in
addition remove the restriction to axial symmetry, consider-
ing more general shapes. For these purposes the symmetries
associated with perfectly conducting and nonrefracting ob-
jects may be very useful. Symmetry of Q for perfectly con-
ducting spheroids is well known, and a symmetry proof was
sketched for perfectly conducting ellipsoids some time ago,
although no numerical verification was given in that case.14

Public domain programs are available in FORTRAN 77 on the
internet for electromagnetic applications—see, for example,
the NASA programs documented in literature.15 It should be
relatively simple to use one of these programs to check, for
example, the symmetry of Q for nonrefracting dielectric
spheroids or perfectly conducting ellipsoids. Such confirma-
tion would help immensely in verifying the existence of can-

cellations useful in dealing with high aspect ratios in the
vector case.
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APPENDIX A: RAYLEIGH LIMIT FOR R AND S

The R and S matrices can be expressed more simply
when �� /�=1. Beginning with Eq. �4� for R, apply the di-
vergence theorem to get the volume integral

Rnn� = �mdnn��k
3/4��q2 − 1�

�� d�jn�k�r�jn��kr�Pn
m�cos ��Pn�

m �cos ��cos2 m�

�A1�

with n ,n�=m ,m+1, . . .. The dn,n� follow from Eqs. �1�, �2�,
and �4�. In order to get the Rayleigh limit of this equation,
keep only the leading term in the low-frequency expansion
of the Bessels, i.e.,13

jn�x� � fn
+xn �A2�

with fn
+=1 /1·3¯ �2n+1�. Putting this expression in Eq.

�A1� and integrating twice, the result can be written as

Rnn� � dnn�
+ �n + n� + 3�−1qn�q2 − 1�

��
0



d� sin � �kr����n+n�+3Pn
m�cos ��Pn�

m �cos �� .

�A3�

Similarly, for the Neumann functions, one has

nn�x� � − fn
−x−�n+1�, �A4�

where f−1
− =−1, f0

−=1, and fn
−=1·3¯ �2n−1� otherwise. Re-

placing jn� with nn� and repeating the above process, this
time excluding a small spherical volume about the origin,
one gets

Snn� � Inn� − dnn�
− qn�q2 − 1�

��
0



d� sin �gnn����Pn
m�cos ��Pn�

m �cos �� , �A5a�

where

gnn���� = �ln�kr���� for �n − n� + 2� = 0

�n − n� + 2�−1�kr����n−n�+2 otherwise. 
�A5b�

The normalizing constants in Eqs. �A3� and �A5a� are given
by

dnn�
� = 1

4 �	mn	mn��
1/2fn

+fn�
� . �A6�

Notice that in view of Eq. �12c�, the above equation for S

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Peter Cary Waterman: T-matrix methods in acoustic scattering 49



must be further modified for spheroids.

APPENDIX B: EVALUATION OF S±

The product of spherical Bessel and Neumann functions
of different arguments can be expressed as an ascending
power series as follows. The standard expansions are13

jn�z� = �
k=0

�

a�n,k��2−1/2z�n+2k, �B1�

nn��z� = �
s=0

�

b�n�,s��2−1/2z�2s−n�−1, �B2�

provided n��1, where

a�n,k� = �2n/2��
w=0

n

�2w + 1��−1

for k = 0

− �k�2k + 2n + 1��−1a�n,k − 1� otherwise,
�

�B3�

b�n�,s� = �− 2−�n�+1�/2�
w=1

n�

�2w − 1� for s = 0

− �s�2s − 2n� − 1��−1b�n�,s − 1� otherwise.
�
�B4�

The product is now written as

jnsumnn��q,z� 	 jn�qz�nn��z�

= �
k=0

K

�
s=0

K

a�n,k�b�n�,s�

�qn+2k�2−1/2z�2k+2s+n−n�−1, �B5�

where K is an appropriate cut-off value �K=2N appears to
work well�.

In order to split the summation into positive and nega-
tive powers when n��n, consider the step function h�x�=1
for x�0, zero otherwise. Provided x�0, it is clear that
h�x�+h�−x�=1. Inserting the lhs of this equality in the
double sum with x set equal to 2k+2s+n−n�−1 will sepa-
rate the positive and negative powers, as can be seen. In
addition it will turn out that we should keep the 1 /z terms
with the positive powers, accomplished by adding 1 to x, and
also add 1

2 to exclude the x=0 case. Thus, writing h�

	h���2k+2s+n−n�+ 1
2

��, and with X as shown in Eq. �B5�,
the sum of positive powers �including constants and 1 /z
terms� is now

jnsumnn�
+ �q,z� = �

k=0

K

�
s=0

K

h+X

= �
k=0

s0

�
s=0

s0

h+X + �
k=s0+1

K

�
s=0

s0

X + �
k=0

K

�
s=s0+1

K

X

= �
k=0

s0

�
s=0

s0

h+X + jsumnn��qz�n1sumnn��z�

+ jn�qz�n2sumnn��z� . �B6�

In the second line, the sums over s, then k, have been broken
into two parts, with break point s0=int��n�−n� /2�, the inte-
ger part of �n�−n� /2. One then sees that h+ can be deleted in
the second and third terms because its argument is now al-
ways positive. But with h+ gone, these terms can be factored
back into products, and this has been done in the third line.
Here the partial sums of radial functions are defined as

jsumnn��qz� = �
k=s0+1

K

a�n,k��2−1/2qz�2k+n,

n1sumnn��z� = �
s=0

s0

b�n�,s��2−1/2z�2s−n�−1,

n2sumnn��z� = �
s=s0+1

K

b�n�,s��2−1/2z�2s−n�−1. �B7�

Because Eq. �B6� will be employed in numerical inte-
gration, it is advisable for computational efficiency to further
reduce the remaining double sum to single summations. We
want to sum over the square array of elements with indices
ranging from zero to s0. Note that elements along the main
diagonal and each of the parallel diagonals involve a fixed
power of z. One can thus sum over k, making the change in
summation variable s=s0+r−k, to obtain a series coefficient
for each power of z. Here r denotes the slant row number,
r=0, giving the 1 /z terms along the main diagonal, r=1, the
constants along the next higher parallel, and so on �parallels
below the main diagonal are excluded by the step function�.
The net result is that

�
k=0

s0

�
s=0

s0

h+X = �
r=0

s0

cnn�r
+ �2−1/2z�2r+2s0+n−n�−1, �B8a�

where the coefficients

cnn�r
+ = h�2s0 + 2r + n − n� + 1/2�

��
k=r

s0

a�n,k�b�n�,s0 + r − k�q2k+n �B8b�

are independent of z. Here the step function is always unity
when n+n� is even. Putting this result in Eq. �B6� gives the
final form of jnsumnn�

+ .
The inverse powers are much simpler to obtain. Going

back to Eq. �B5�, we have

jnsumnn�
− �q,z� = �

k=0

s0

�
s=0

s0

h−X . �B9�

The step function has allowed us to reduce both the upper
limits of summation in Eq. �17a� to s0, so that the sum is
again over the square array encountered above, but now in-
cluding only terms on or below the main diagonal. The pro-
cedure is analogous, this time letting s=s0−r−k, and one
obtains
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jnsumnn�
− �q,z� = �

r=0

s0

cnn�r
− �2−1/2z�2s0−2r+n−n�−1, �B10a�

where

cnn�r
− = h�− �2s0 − 2r + n − n� + 1/2��

��
k=0

s0−r

a�n,k�b�n�,s0 − r − k�q2k+n. �B10b�

Splitting is only necessary above the main diagonal of S,
arranged by taking the final quantities of interest to be

jnnn�
� �q,z� =� jnsumnn�

� �q,z� for n� � n

jn�qz�nn��z� otherwise.
 �B11�

The special form S++ for translated spheres is obtained by
replacing s0 with s1=n�−n. One can confirm this by substi-
tuting s1 in Eq. �B8� to find the leading term to be of order
zn�−n−1, which corresponds to the behavior observed numeri-
cally. In both cases, incidentally, the coefficients cnn�r

− �in-
cluding the value of s0� are unchanged.
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Three-dimensional propagation and scattering around a conical
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A three-dimensional �3D� propagation and scattering model is developed for an offset acoustic
source in an ocean with axisymmetric bathymetry. Based on the same theoretical foundation as the
formulation presented by Taroudakis �M. I. Taroudakis, “A coupled-mode formulation for the
solution in the presence of a conical sea-mount,” J. Comput. Acoust. 4, 101–121 �1996��, the
present approach combines a spectral decomposition in azimuth with a coupled-mode theory for
two-way, range-dependent propagation. However, the earlier formulations were severely limited in
terms of frequency, size, and geometry of the seamount, the seabed composition, and the distance
between the source and the seamount, and were therefore severely limited in regard to realistic
seamount problems. Without changing the fundamental theoretical foundation, the present approach
applies a number of modifications to the numerical formulation, leading to orders of magnitude in
numerical efficiency for realistic problems. Further, by using a standard normal mode model for
determining the fundamental modal solutions and coupling matrices, and by applying a simple
superposition principle, the computational requirements are made independent of the distance
between the seamount and the source and receivers, and dependent only on the geometry of the
seamount and the source frequency. Therefore, realistic propagation and scattering scenarios can be
modeled, including effects of seamount roughness and realistic sedimentary structure.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3025903�

PACS number�s�: 43.30.Bp, 43.30.Gv, 43.20.Fn �RCG� Pages: 52–65

I. INTRODUCTION

Over the past several decades, a large number of nu-
merical models have been developed for acoustic propaga-
tion in the ocean. Most of these models provide solutions for
two-dimensional �2D� �range and depth� problems, and they
provide satisfactory solutions for the majority of propagation
problems where the environmental dependence on azimuth is
insignificant.

However, there are several classes of propagation prob-
lems where three-dimensional �3D� effects cannot be ig-
nored. These include, for example, propagation over and
around a seamount or through a strong eddy. For such prob-
lems, the 2D models, in which energy does not couple be-
tween planes of constant azimuth with respect to the source,
often fail to provide accurate solutions, and a 3D model is
required to provide accurate solutions for the field in range,
depth, and azimuth. An important 3D effect, as shown in Ref.
1 and this paper, is that the azimuthal coupling increases the
width of shadows behind islands and seamounts, which can
be explained physically by horizontal refraction. The bend-
ing of 3D ray paths in basins, troughs, and near seamounts
has been investigated theoretically in Ref. 2.

Solving such propagation problems for fully 3D envi-
ronments is associated with almost prohibitive computational
cost. However, in some cases most of the 3D effects can be
captured using a simplified ocean model, such as a 2D axi-
symmetric model of a seamount or a planar 2D model for a
continental slope. For such geometries, integral transforms
may be used, replacing the solution of the full 3D wave

equation by superposition of a finite number of 2D solutions,
which may be determined using one of the standard model-
ing techniques.

The N�2D approach introduced first by Perkins and
Baer3 assumes out-of-plane scattering to be insignificant, and
is therefore applicable only to problems with weak trans-
verse environmental variability. It simply uses a standard 2D
model to predict the propagation in vertical “slices” connect-
ing the source and receiver, and is therefore highly efficient
in solving 3D propagation problems. From the numerical ex-
amples in this paper, it is shown that the N�2D approach is
a good approximation of the true 3D approach under certain
conditions, while rather inadequate for other problem con-
figurations, not surprisingly those associated with strong
transverse environmental variability, such as propagation
across the sides of steep seamounts.

Various 3D approaches have been developed. Some of
these 3D models, such as the adiabatic mode parabolic equa-
tion approach used in Ref. 1 and FOR3D, a 3D parabolic
equation model, presented in Ref. 4 and Ref. 18, can provide
approximate solutions for 3D seamount problems.

Athanassoulis and Propathopoulos5 presented an ana-
lytic solution for the 3D problem of acoustic scattering from
a nonpenetrable cylindrical island in shallow water. Although
that solution is valid only for a rigid or pressure-release cy-
lindrical island, it can serve as a 3D benchmark solution, and
has been used as such for validating the present approach.

In 1996, a coupled-mode formulation for the solution of
the Helmholtz equation in water in the presence of a conical
seamount was developed by Taroudakis.6 In his work, the
conical seamount was divided into a number of rings, in each
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of which a series expansion of the acoustic pressure in terms
of normal modes and an azimuthal Fourier series was
applied.7 The expansion coefficients were obtained by solv-
ing linear systems of equations resulting from the continuity
conditions at the vertical interfaces separating the ring-
shaped environmental sectors. The formulation introduced
was theoretically exact, but the numerical implementation
was inefficient, and associated with numerical stability is-
sues, which severely limited the applicability to realistic sea-
mount problems. First, the applied expansion involved Han-
kel functions of high order, for which the numerical
evaluation is inherently unstable for high Fourier orders and
small arguments. Second, when the source is far from the
seamount, the number of azimuthal modes required for con-
vergence is too large to make this formulation applicable.
Finally, the choice of radial Hankel functions in Taroudakis’
formulation yields unstable solutions of the mode coupling
equations at high azimuthal orders.

To alleviate some of these issues, Eskenazi modified
Taroudakis’ model by applying the direct global matrix
�DGM� approach8 to obtain stable coupled-mode systems.9

However, Eskenazi’s model was still inefficient for distant
source problems, and the use of the global coupled-mode
equations still limited the applicability to relatively simple,
canonical seamount problems.

Here a 3D spectral coupled-mode model is developed,
based on the same theoretical foundation as used by previous
investigators, but applying a number of numerical tools
which extend the numerical feasibility to problems charac-
terized by large Fourier orders, such as those involving dis-
tant sources and realistic seamounts of significant extent. In
this work, the seamount propagation problem is reformulated
into a scattering problem. As demonstrated in this paper, this
reformulation has significant impact in terms of numerical
efficiency. The modifications are as follows.

�1� Jm�·� and Hm
�1��·� are used as the two linearly independent

solutions of the Bessel equation in the present model,
instead of Hm

�1��·� and Hm
�2��·� in Taroudakis’ approach.

Jm�·� is the Bessel function of order m and the first kind,
and Hm

�1��·� and Hm
�2��·� are the Hankel functions of order

m and the first and the second kind, respectively. The
advantage is that Jm�·� and Hm

�1��·� remain linearly inde-
pendent numerically for both large and small
arguments,10 whereas the two Hankel functions become
numerically indistinguishable at high order m.

�2� Normalized Bessel and Hankel functions are used to
avoid overflow and underflow problems; in addition, the
asymptotic forms of the normalized Bessel and Hankel
functions for small and large arguments are used. As a
result, there is no numerical problem in evaluating high-
order normalized Bessel and Hankel functions. More-
over, the recurrence relations of Bessel and Hankel func-
tions are used in evaluating these functions of different
orders, which improves efficiency.

�3� The single-scatter approximation used in the present
model vastly improves numerical efficiency, and as has
been shown in the past, is highly accurate for most ocean
acoustic propagation problems.8 Therefore, for each azi-

muthal mode, instead of solving one linear system of a
large dimension as in Eskenazi’s model, this model
solves multiple linear systems of small dimensions.

�4� In the present model, a standard normal mode model11

�CSNAP� is used for determining the fundamental modal
solutions and their associated coupling matrices. A note-
worthy feature of the present approach, which is also
true in Taroudakis’ approach and Eskenazi’s approach,6,9

is that the coupling matrices are independent of azi-
muthal orders, so they need to be calculated only once.

�5� The efficiency is improved dramatically by introducing
the superposition representation of the external field with
respect to the seamount.12,13 In the present model, the
number of azimuthal modes required for convergence
depends only on the product of the wavenumber and the
radius of the base of the conical seamount. In both
Taroudakis’ model and Eskenazi’s model, this value de-
pends on the product of the wavenumber and the dis-
tance between the source and the axis of the conical
seamount.

�6� The present model is perfectly scalable and is therefore
easily parallelized to run on computer clusters, making it
applicable to large-scale 3D problems.

II. THEORY

A. Conical seamount problem

The geometry considered involves a point source, offset
horizontally relative to a conical seamount, as illustrated in
Fig. 1. This is a 3D problem in which the acoustic field
depends not only on range and depth, but also on azimuth.

In the coupled-mode approach, a number of range-
independent ring-shaped sectors are used to approximate
such a conical seamount. The notation rj is used to denote
the range at the interface between ring j and ring j+1, for
j=1,2 , . . . ,J−1, as illustrated in Fig. 1.

A cylindrical-polar coordinate system is introduced, cen-
tered at the axis of the seamount. The location of the point
source is denoted by rs= �rs ,zs ,�s�, and the location of a field
point is denoted by r= �r ,z ,��. The 3D Helmholtz equation
for the field produced by the source, in the outer source ring,
is6,12

FIG. 1. �Color online� An ocean waveguide with a conical seamount, which
is approximated by a number of range-independent ring-shaped sectors.
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where p= p�r ,z ,�� is the acoustic pressure �factoring out the
harmonic time dependence e−i�t, � being the angular fre-
quency�, and ��z� and c�z� are the density and sound speed
profiles in the outer source ring, respectively.

In ring j, which is a range-independent environment, the
density and sound speed profiles are denoted by � j�z� and
cj�z�. The 3D Helmholtz equation is6,12
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where pj = pj�r ,z ,�� is the acoustic pressure in ring j.

B. Spectral coupled-mode approach

In the following, a new, numerically efficient, spectral
normal-mode solution is presented for the solution of the
Helmholtz equation for the seamount problem. The theoreti-
cal foundation for the present approach is identical to that of
previous solutions to this problem, such as those presented
by Taroudakis6 and Eskenazi.9

The environmental representations used by Eskenazi and
Taroudakis are very similar. Both divided the seamount en-
vironment into three regions, one being the innermost, cylin-
drical sector containing the summit of the seamount �I�, one
containing all the ring-shaped sectors between the central
cylinder and the source range �II�, and the third being a semi-
infinite ring outside the source range �III�. The difference
between the two lies in the numerical implementation of the
spectral coupled-mode representation of the field. Therefore,
Taroudakis6 used unnormalized Hankel functions of the first
and the second kind in all sectors for representing the range-
dependence of the field. However, as demonstrated by Ricks
et al.,14 this choice is numerically unstable at high Fourier
orders. Recognizing this, Eskenazi9 used the stable, normal-
ized Bessel functions of the first kind and the Hankel func-
tions of the first kind. To frame the presentation of the
present formulation, the earlier work is first briefly summa-
rized.

1. Taroudakis’ formulation

Taroudakis6 represented the field in ring number j as

pj�r,z,�� = �
m=0

�

�
n=1

�

Rmn�r��n
j �z��m��� , �3�

where �n
j �z� are local, depth-dependent eigenfunctions satis-

fying the orthogonality relation

�
0

� 1

� j�z�
�n

j �z��	
j �z�dz = �n	, n,	 = 1,2, . . . . �4�

�m��� are azimuthal eigenfunctions

�m��� = em cos m�, m = 0,1, . . . , �5�

satisfying the orthogonality relation

�
−





�m��������d� = �m�, m,� = 0,1, . . . , �6�

requiring the coefficients em to be

em = 	
1


2

, m = 0

1




, m � 0.� �7�

To satisfy the initial condition of finite field at the axis of the
seamount, and the radiation condition at infinity, the range
representation of the field Rmn�r� takes on different forms in
the three regions, as follows.

�I� Inner cylinder, r�r1,

Rmn�r� = AmnJm�krn
1 r� . �8�

�II� Ring j, r1r�rs,

Rmn�r� = Bmn
j Hm

�1��krn
j r� + Cmn

j Hm
�2��krn

j r� . �9�

�III� Outermost ring, r�rs,

Rmn�r� = DmnHm
�1��krn

J r� . �10�

Here krn
j are the horizontal wavenumbers and Amn, Bmn

j , Cmn
j ,

and Dmn are the coupling coefficients which are determined
by applying the source condition and continuity conditions at
the vertical sector boundaries. Although theoretically correct,
this field representation is associated with serious numerical
efficiency and stability issues.

�i� Because Hm
�1��x� and Hm

�2��x� become numerically lin-
early dependent for m� �x�, the linear systems for the
coupling coefficients are unstable.10,14

�ii� When the order of the unnormalized Hankel functions
becomes much greater than the argument, the absolute
values of the Hankel functions diverge exponentially,
leading to numerical overflow problems severely lim-
iting the number of Fourier orders that can be
handled.

�iii� The number of azimuthal modes required for conver-
gence is at least �k0rs�, where k0 is the maximum
wavenumber in the water column. Therefore, for
sources far from the seamount in terms of wave-
lengths, the number of Fourier orders required for
convergence becomes very large, which not only
makes the numerical solution inefficient but also ex-
acerbates the numerical overflow and stability issues
described above.

Consequently, Taroudakis’ approach is only applicable
to small-scale 3D problems, characterized by low-frequency
and ranges of only a few acoustic wavelengths.
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2. Eskenazi’s formulation

In Eskenazi’s formulation,9 the field in ring-shaped sec-
tor j is represented as

pj�r,z,�� = �
m=0

�

�
n=1

�

Rmn�r��n
j �z��m��� , �11�

where �n
j �z� and �m��� are the same vertical and azimuthal

modes used by Taroudakis, but a different range solution
Rmn�r� is defined for the three regions as follows.

�I� Inner cylinder, r�r1,

Rmn�r� = bmn
1 Ĵmn

1 �r� . �12�

�II� Ring j, r1r�rs,

Rmn�r� = amn
j Ĥmn

j �r� + bmn
j Ĵmn

j �r� . �13�

�III� Outermost ring, r�rs,

Rmn�r� = cmn

Hm
�1��krn

J r�
Hm

�1��krn
J rs�

. �14�

Here, Ĵmn
j and Ĥmn

j are the unconditionally stable normalized
Bessel and Hankel functions:14

Ĥmn
j �r� =

Hm
�1��krn

j r�
Hm

�1��krn
j rj−1�

, �15a�

Ĵmn
j �r� = Jm�krn

j r�Hm
�1��krn

j rj� . �15b�

As shown in Appendix A, the range solution in the outer
ring is

Rmn�r� =
i

2



�n
J�zs�

��zs�
�m��s�Jm�krn

J rs�Hm
�1��krn

J r�

+ amn
J Hm

�1��krn
J r�

Hm
�1��krn

J rJ−1�
. �16�

Eskenazi then proceeded to set up the boundary condi-
tions at all sector interfaces, which for each Fourier order m
leads to a linear system of equations in the coefficients amn

j

and bmn
j , which is numerically stable for all orders. This for-

mulation therefore successfully eliminates the numerical sta-
bility issue. However, the problem of overflow in the genera-
tion of the Hankel functions remains, and the dependence of
the convergence of the solution on the source range remains
as well.

3. Stable and efficient formulation

The present representation of the field differs from
Taroudakis’6 and Eskenazi’s9 in that it eliminates the virtual
sector boundary at the source range and instead extends the
outermost sector to the base of the seamount. The acoustic
field in this sector is then represented as a superposition of
the unperturbed field produced by the source in the absence
of the seamount and a scattered field produced by the sea-
mount. This basically reformulates the seamount propagation

problem into a scattering problem. Scattering problems are
traditionally handled using this fundamental superposition
principle of decomposing the total field into its incident and
scattered components. Although rather trivial, this reformu-
lation has significant impact in terms of numerical efficiency,
as demonstrated in the following.

The present approach uses the same stable field repre-
sentation in each ring-shaped sector as applied by Eskenazi,
differing only in the outer region containing the source, due
to the use of the superposition principle, as follows.

�I� Inner cylinder r�r1,

p1�r,z,�� = �
m=0

�

�
n=1

�

bmn
1 Ĵmn

1 �r��n
1�z��m��� . �17�

�II� Intermediate sectors r1r�rI, where rI is the radius
of the base of the seamount. In ring j, i.e., rj−1r
�rj,

pj�r,z,�� = �
m=0

�

�
n=1

�

�amn
j Ĥmn

j �r� + bmn
j Ĵmn

j �r��

� �n
j �z��m��� . �18�

�III� Outer region containing source r�rI,

p�r,z,�� = pi�r�,z� + �
m=0

�

�
n=1

�

amn
J Ĥmn

J �r��n
J�z��m��� ,

�19�

where r� is the range of a field point with respect to the
source �refer to Fig. 2�,

r��r,�� = 
r2 + rs
2 − 2rrs cos��s − �� , �20�

and pi�r� ,z� is the 2D normal mode solution,

pi�r�,z� =
i

4

1

��zs�
�
n=1

�

�n
J�zs��n

J�z�H0
�1��krn

J r�� . �21�

The depth and azimuthal modes, �n
j �z� and �m���, are

the same as those used in the previous formulations, and as

FIG. 2. Superposition principle for representing the field outside the sea-
mount region.
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was the case for Eskenazi, the numerically stable normalized
Bessel and Hankel functions introduced by Ricks et al.14 are
used, as defined in Eqs. �15a� and �15b�.

In Sec. IV, the field results will be shown in terms of the
traditional definition of the transmission loss �TL� in dB re
1 m,

TL�r,z,�� = − 20 log p�r,z,��
p0�r = 1�

 , �22�

where

�p0�r�� =
1

4
r
�23�

is the pressure modulus at a distance r from the source in
free space.

III. NUMERICAL IMPLEMENTATION

Compared to the earlier formulations, there are three
principal reasons for the improved numerical efficiency of
the present formulation. The first is the use of the superpo-
sition principle for handling the source field. The second is
the use of asymptotic representations of the normalized
range functions. The third is the use of a marching solution
of the coupled-mode equations, based on the single-scatter
approximation.

A. Superposition

Using the earlier formulations of Eskenazi and
Taroudakis, convergence for a field point outside the sea-
mount, i.e., r�rI, requires a number of azimuthal orders of
at least �k0rs�. In contrast, the use of the superposition prin-
ciple reduces the minimum number of azimuthal orders to
�k0rI�, where rI is the radius of the base of the conical sea-
mount. Therefore, for a fixed source frequency, the number
of azimuthal orders required depends only on the size of the
seamount, not the source distance. For realistic seamount
problems, this can lead to orders of magnitude in numerical
efficiency.

B. Normalized range functions

As described earlier, both of the earlier formulations suf-
fered from potential overflow and underflow problems in the
numerical evaluation of the radial Bessel and Hankel func-
tions. Although providing numerical stability of the solution
for the modal coefficients, the use of the normalized Bessel
and Hankel functions does not in itself solve this numerical
problem for small and large arguments with respect to Fou-
rier order. However, using the asymptotic representations for
the Bessel and Hankel functions leads to closed form asymp-
totics for the normalized functions as well, therefore elimi-
nating the overflow and underflow problems.

Therefore, the following asymptotic forms of Bessel and
Hankel functions are here used to derive the asymptotic
forms of the normalized Bessel and Hankel functions.15

�i� For m� �x�,

Hm
�1��x� � − i
 2


m
� ex

2m
�−m

, �24a�

Jm�x� �
1


2
m
� ex

2m
�m

. �24b�

�ii� For m� �x�,

Hm
�1��x� �
 2


x
ei�x−�m/2�
−�
/4��, �25a�

Jm�x� �
 2


x
cos�x −

m

2

 −




4
� . �25b�

These asymptotic forms yield the following asymptotic
forms of normalized range functions.12

�i� For m� �X�, �X�� �x�,

Hm
�1��X�

Hm
�1��x�

� � x

X
�m

, �26a�

Hm
�1���X�

Hm
�1��x�

� − m� x

X
�m 1

X
, �26b�

Jm�x�Hm
�1��X� � −

i

m

� x

X
�m

, �26c�

Jm� �x�Hm
�1��X� � −

i



� x

X
�m−1 1

X
. �26d�

�ii� For m� �x�, �X�� �x�,

Hm
�1��X�

Hm
�1��x�

�
 x

X
ei�X−x�, �27a�

Hm
�1���X�

Hm
�1��x�

� i
 x

X
ei�X−x�, �27b�

Jm�x�Hm
�1��X� �

1



xX
�ei�x+X−m
−�
/2�� + e−i�x−X�� , �27c�

Jm� �x�Hm
�1��X� �

i



xX
�ei�x+X−m
−�
/2�� − e−i�x−X�� . �27d�

C. Single-scatter coupled-mode solution

Rather than using a global matrix representation involv-
ing the mutual interaction between the sector interfaces, i.e.,
including multiple scattering effects, a more efficient single-
scatter approximation is applied here, adapted from coupled-
mode codes such as CSNAP.11 We find from computational
tests that this highly efficient approximation works well for
most ocean acoustic propagation problems, where multiple
scattering is in general negligible. A detailed discussion of
the single-scatter approximation can be found in Refs. 16
and 8.
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The marching, single-scatter solution scheme is illus-
trated schematically in Fig. 3. For each azimuthal order, the
modal amplitudes bm

J , arising from the decomposition of the
source field into its Fourier–Bessel components, are incident
on the outermost interface. By ignoring the backscattering
from the next sector interface, the reflected a0m

J and trans-
mitted bm

J−1 modal amplitudes can then be found using the
local, coupling matrices. The inward transmitted modes are
then propagated across the sector and used as incident field
on the next sector interface, and the process is repeated until
the innermost interface is reached. Here the process is re-
versed, marching outward, but at each sector interface the
transmitted modal amplitudes a1m

j are added to the reflected
modal amplitudes a0m

j computed during the inward march-
ing.

The first step in the marching solution technique is the
decomposition of the source field, incident on the outermost
sector interface at the range of the base of the seamount.
Combining the general field expansion in Eq. �18� with the
source sector field in Eq. �16�, this corresponds to the expan-
sion coefficients

bmn
J =

i

2



�n
J�zs�

��zs�
�m��s� . �28�

In principle this two-way marching solution could be
used iteratively, converging to the exact results, but it is well
established that for the weak range-dependence characteristic
of the ocean waveguide, multiple scattering is insignificant,
requiring only one two-way marching solution to converge.8

The advantage of this two-way coupling approach is that
instead of solving a single large linear system arising from
the DGM approach,8 the problem is divided into multiple
small linear systems. Because solving each of these small
linear systems lowers the computational requirements con-

siderably, this approach is applicable on personal computers,
even for realistic seamount problems with many ring-shaped
sectors being required.

1. Inward marching

For the inward marching, at sector interface number j,
which is between ring j+1 and ring j, the modal expansion
coefficients in ring j can be expressed in terms of the coef-
ficients in ring j+1 as12 �detailed in Appendix B�

�bm
j

am
j � = �Rm4

j+1 Rm3
j+1

Rm2
j+1 Rm1

j+1��bm
j+1

am
j+1� , �29�

where

Rm1
j+1 = − �Fb

j �−1�Ĵm
j�Ca

j+1Ĥm
j+1 − Ĵm

j Cb
j+1Ĥm

j+1�� , �30a�

Rm2
j+1 = − �Fb

j �−1�Ĵm
j�Ca

j+1Ĵm
j+1 − Ĵm

j Cb
j+1Ĵm

j+1�� , �30b�

Rm3
j+1 = �Fb

j �−1�Ĥm
j�Ca

j+1Ĥm
j+1 − Ĥm

j Cb
j+1Ĥm

j+1�� , �30c�

Rm4
j+1 = �Fb

j �−1�Ĥm
j�Ca

j+1Ĵm
j+1 − Ĥm

j Cb
j+1Ĵm

j+1�� , �30d�

and �Fb
j �−1 is the diagonal matrix with entries

�Fb
j �		

−1 =

rj

2i
kr	

j Hm
�1��kr	

j rj−1�
Hm

�1��kr	
j rj�

, 	 = 1,2, . . . ,N . �31�

The coupling matrices are

Ca 	n
j+1 = �

0

� 1

� j�z�
�	

j �z��n
j+1�z�dz, 	,n = 1,2, . . . ,N ,

�32a�

FIG. 3. Schematic representation of the two-way, single-scatter coupled-mode solution. For each azimuthal order, the modal amplitudes bm
J , arising from the

decomposition of the source field into its Fourier-Bessel components, are incident on the outermost interface. By ignoring the backscattering from the next
sector interface, the reflected a0m

J and transmitted bm
J−1 modal amplitudes can then be found using the local, coupling matrices. The inward propagating modes

are then used as incident field on the next sector interface, and the process is repeated until the innermost interface is reached. Here the process is reversed,
marching outward, but at each sector interface the transmitted modal amplitudes a1m

j are added to the reflected modal amplitudes a0m
j computed during the

inward marching.
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Cb 	n
j+1 =

krn
j+1

kr	
j �

0

� 1

� j+1�z�
�	

j �z��n
j+1�z�dz,

	,n = 1,2, . . . ,N . �32b�

Here, am
j , bm

j , am
j+1, and bm

j+1 are the column vectors contain-

ing the expansion coefficients. Ĥm
j , Ĵm

j , Ĥm
j+1, and Ĵm

j+1 are

diagonal matrices containing the range functions Ĥmn
j �r�,

Ĵmn
j �r�, Ĥmn

j+1�r�, and Ĵmn
j+1�r�, n=1,2 , . . . ,N, evaluated at r

=rj. Similarly, Ĥm
j� and Ĵm

j� are diagonal matrices of the de-

rivatives of the range functions Ĥmn
j �r� and Ĵmn

j �r�, with re-

spect to krn
j r, n=1,2 , . . . ,N, at r=rj; Ĥm

j+1� and Ĵm
j+1� are di-

agonal matrices with diagonal entries as derivatives of the

range functions Ĥmn
j+1�r� and Ĵmn

j+1�r�, with respect to krn
j+1r, n

=1,2 , . . . ,N, at r=rj. N denotes the number of normal
modes.

In the single-scatter approximation, the outgoing field
from the next sector boundary is ignored, i.e., am

j =0. Then
from Eq. �29�, it follows that

Rm2
j+1bm

j+1 + Rm1
j+1am

j+1 = 0, �33�

which leads to

am
j+1 = − �Rm1

j+1�−1Rm2
j+1bm

j+1. �34�

With am
j+1 computed by Eq. �34�, bm

j can be obtained from Eq.
�29�,

bm
j = Rm4

j+1bm
j+1 + Rm3

j+1am
j+1. �35�

2. Outward marching

In the outward marching, the one-way approximation is
again applied. By imposing the boundary conditions at the
interface between ring j+1 and ring j, together with the one-
way approximation bm

j+1=0 and bm
j =0, as shown in Appendix

B, the following relation between the expansion coefficients
in ring j+1 and those in ring j is obtained,12

am
j+1 = Sm1

j am
j , �36�

where

Sm1
j = �Ga

j+1�−1 � �Ĵm
j+1�Cc

jĤm
j − Ĵm

j+1Cd
j Ĥm

j�� , �37�

and �Ga
j+1�−1 is the diagonal matrix with entries

�Ga
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2
kr	
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The coupling matrices are
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0

� 1

� j+1�z�
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It should be noted that the coupling matrices, which are
expressed in Eqs. �32a�, �32b�, �39a�, and �39b�, are indepen-
dent of azimuthal orders, so they can be precalculated only
once.

D. Numerical stability

Although the theoretical formulation used here is inher-
ently numerically stable, the use of the single-scatter ap-
proximation adds a source of instability, equivalent to that
encountered in the classical propagator matrix approach to
solving the depth-separated wave equation for stratified me-
dia. The issue is that the marching solution is carried through
regions where the modal solutions are evanescent, and care
must be taken not to propagate and magnify truncation errors
through such sectors.8

1. Inward marching
a. Evaluation of Rm3

j+1 and Rm4
j+1 The evaluation of

�Fb
j �−1 in Eq. �31� is unstable for m� �kr	

j rj� and m� �kr	
j rj�,

because from Eq. �31� it can be seen that �Fb
j �		
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�1��kr	
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�1��kr	
j rj�, which is diverging for m� �kr	

j rj�
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j rj−1� is properly normal-
ized and therefore stable.�

However, the products �Fb
j �−1Ĥm

j� and �Fb
j �−1Ĥm

j in
Eqs. �30c� and �30d� can be evaluated together to avoid
evaluating �Fb

j �−1, and in this way stable results of Rm3
j+1 and

Rm4
j+1 can be obtained. With the following expressions,
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�Ĥm
j��		 =

Hm
�1���kr	

j rj�
Hm

�1��kr	
j rj−1�

, �42�

the product �Fb
j �−1Ĥm

j can be expressed as the diagonal ma-
trix with entries

��Fb
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j �		 =
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2i
kr	

j , 	 = 1,2, . . . ,N , �43�

and the product �Fb
j �−1Ĥm

j� can be expressed as the diagonal
matrix with entries

��Fb
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The products �Fb
j �−1Ĥm

j and �Fb
j �−1Ĥm

j� in Eqs. �43� and �44�
are stable, and therefore by substituting Eqs. �43� and �44�
back into Eqs. �30c� and �30d�, stable Rm3

j+1 and Rm4
j+1 can be

obtained.
b. Evaluation of �Rm1

j+1�−1Rm2
j+1 As stated above, the

evaluation of �Fb
j �−1 in Eq. �31� is unstable for large m. How-

ever, from Eq. �34�, the product �Rm1
j+1�−1Rm2

j+1 can be evalu-
ated to avoid evaluating �Fb

j �−1 in obtaining am
j+1. From Eqs.

�30a� and �30b�, it can be determined that
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The product �Rm1
j+1�−1Rm2

j+1 evaluated by Eq. �45� is stable, so
am

j+1 computed by Eq. �34� is also stable.

2. Outward marching

Again, for large m the evaluation of �Ga
j+1�−1 in Eq. �38�

is unstable, because Hm
�1��kr	

j+1rj� /Hm
�1��kr	

j+1rj+1� is diverging.
Therefore, it should be avoided to compute �Ga

j+1�−1 in ob-
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j+1 by Eqs. �36� and �37�. Instead, the bounded prod-
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j+1�		 = i


rj

2
kr	

j+1Jm�kr	
j+1rj�Hm

�1��kr	
j+1rj�,

	 = 1,2, . . . ,N , �46�

�Ga
j+1�		

−1�Ĵm
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Because the terms Jm�kr	
j+1rj�Hm

�1��kr	
j+1rj� and Jm��kr	

j+1rj�Hm
�1�

��kr	
j+1rj� are bounded and their evaluation is numerically

stable, Eqs. �46� and �47� are appropriate in computing Sm1
j

by Eq. �37�.

IV. NUMERICAL RESULTS

The new spectral coupled-mode model is applied to two
numerical examples. First, the examples are used to illustrate
how the azimuthal convergence is improved considerably
compared to the earlier models. Second, the examples are
used to illustrate how the 3D effects depend on the environ-
ment by comparing the results obtained by the new 3D
model and the classical N�2D model.

Perkins and Baer3 introduced the N�2D approach to
solve N 2D problems, one for each of N vertical planes pass-
ing through the point source. By combining those results, an
approximate 3D solution is obtained, ignoring out-of-plane
scattering. Therefore, the N�2D approach does not have the
ability to treat the azimuthal coupling. In their work,3

parabolic-equation programs were applied to solve each 2D
problem.

CSNAP
11 is an efficient coupled-mode model for 2D

range-dependent problems, either in cylindrical geometry
with a point source, or in plane geometry with a line source.
Here, CSNAP is applied to obtain the N�2D results and for
computing the vertical mode functions and coupling matrices
for the 3D coupled-mode formulation, eliminating any dif-
ferences in that regard in comparing the 2 and 3D computa-
tions.

A. Conical seamount in shallow water

The schematic of the problem is shown in Fig. 4. The
waveguide consists of a 250 m water column bounded above
by a pressure-release surface and below by a penetrable bot-
tom. The water column is isovelocity with cw=1500 m /s.
The seamount is 100 m high, with a radius at the base of
350 m, and has the same acoustic properties as the bottom. A
40 Hz point source is at a depth of 100 m, and at a distance
of 800 m from the axis of the seamount. The properties of
the bottom are sound speed cB=1800 m /s, attenuation �B

=0.1 dB /�, and density �B=2.0 g /cm3. A false bottom at
depth 4000 m is introduced to take into account the contri-
bution from the continuous spectrum.

In this shallow water problem, 179 normal modes are
included in mode coupling, and 59 azimuthal modes are used
for the purpose of azimuthal convergence.

1. Azimuthal convergence

In Sec. II B 3, it was shown that the number of azi-
muthal modes required for convergence is M � �k0rI�, where
rI is the radius of the base of a seamount. In this case,
�k0rI�=59.

Figure 5 depicts TL versus range along azimuthal angle
�=0 with respect to the source, at depth 100 m, with differ-
ent number of azimuthal modes, showing that M =59 is suf-
ficient to reach convergence in this case. In addition, the 2D
result is also included in Fig. 5, which shows that in this
example, along this particular azimuthal angle, the 2D result
is in great agreement with the 3D result.

2. Significance of 3D effects

To compare the results of the N�2D model and those of
the 3D model introduced in this paper, the height of the
seamount is set to vary from 25 to 100 m. Results of TL in
the horizontal plane at depth 100 m are shown in Fig. 6.

From Figs. 6�a� and 6�b�, it can be seen that when the
height of the seamount is 25 m, which is relatively small, the
3D effects are insignificant and the N�2D model is a good
approximation of the 3D seamount model. As the height of
the seamount rises to 100 m, from the results shown in Figs.
6�c� and 6�d�, it can be seen that the approximation of the
N�2D model to the 3D seamount model deteriorates, and

FIG. 4. Schematic of a shallow water waveguide with a conical seamount
and a penetrable bottom.
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the span of the shadow zone in the 3D result is more pro-
nounced than in the N�2D result. This example indicates
that the azimuthal coupling can be important for seamount

problems, and the broadening of shadows behind seamounts
by horizontal refraction can be captured by implementing a
true 3D model. The phenomenon of increased shadow zone
can be explained from a ray point of view.17 A sloping bot-
tom generally causes the horizontal wavenumber of a normal
mode and therefore the index of refraction for that mode to
decrease toward shallow water. As a result, the acoustic ray
bends away from shallow water toward deep water. In addi-
tion, Fig. 6 shows that the 3D and the N�2D backscattered
fields are not significantly different in this shallow water sea-
mount problem.

B. Deep water seamount problem

In this more realistic problem which is taken from Ref.
11, the waveguide consists of a 5000 m inhomogeneous wa-
ter column limited above by a pressure-release flat sea sur-
face and below by a homogeneous fluid half space with a
compressional speed of 2000 m /s, a density of 1 g /cm3, and
an attenuation of 0.1 dB /�. A false bottom at depth 7000 m
is introduced in this deep water problem. The seamount is
100 km from the source, with a radius of the base of 20 km,
and has the same acoustic properties as the bottom. Two
different heights of the seamount are considered, H
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FIG. 5. TL vs range for propagation across a 100 m high seamount, 800 m
from the source. The source frequency is 40 Hz. To investigate the conver-
gence of the azimuthal series, M is set to vary from 15 to 120. In this case,
M = �k0rI�=59 appears sufficient for convergence.
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FIG. 6. TL in the horizontal plane at depth 100 m for two different seamount heights, H=25 m and H=100 m, respectively. The source frequency is 40 Hz.
�a� H=25 m, 3D result, �b� H=25 m, N�2D result; �c� H=100 m, 3D result, �d� H=100 m, N�2D result.
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=1000 m and H=3800 m, respectively. The source depth is
100 m and the source frequency is 10 Hz. The schematic of
this problem is shown in Fig. 7. In addition, the sound speed
profile is shown in Fig. 8.

In this deep water problem, the modal starting field is
limited to contain only the waterborne modes, which are the
first 12 modes; otherwise a maximum of 74 modes are used.
In addition, for the purpose of azimuthal convergence, the
number of azimuthal modes is taken to be 898.

In order to give a clear idea about the ensonification in
the waveguide in the presence of a seamount, the 2D TL
versus depth and range at azimuth 0° with respect to the
source is presented in Fig. 9. This figure shows that a beam
of energy cycles up and down in the water column until it
hits the seamount and reflects at steeper angles.

Figure 10 compares the 3D and N�2D results for the
two different heights of the seamount. Figures 10�a� and
10�b� show the TL, computed by the 3D model and N�2D

model, respectively, in the horizontal plane at depth 300 m
for a seamount of height 1000 m. These results show that for
seamounts with small slope angles and not reaching into the
sound channel, the 3D effects are relatively insignificant and
the N�2D model provides a good approximation. Figures
10�c� and 10�d� show the corresponding results for a large
seamount of height 3800 m. Here the 3D effect is rather
obvious. Therefore, it can be seen that for seamounts such as
this, with steep slopes, the out-of-plane scattering is signifi-
cant, providing a much deeper shadow zone than predicted
by the N�2D model ignoring such effects. In addition, Fig.
10 shows that the 3D and the N�2D backscattered fields are
not significantly different in this deep water seamount prob-
lem.

1480 1490 1500 1510 1520 1530 1540 1550 1560 1570 1580

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

Sound speed (m/s)

D
ep

th
(m

)

FIG. 8. The sound speed profile in the conical seamount deep water prob-
lem.

FIG. 7. Schematic of a deep water waveguide with a conical seamount and
a penetrable bottom.

FIG. 9. 2D solution for propagation at
10 Hz in a vertical plane across the
peak of the seamount.
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C. Discussion

In the numerical examples presented in this paper, a pair
of seamounts are handled at low frequencies. Further inves-
tigation shows that for a fixed seamount height, as the source
frequency rises, the 3D effects become more significant. In
addition, although the source frequencies are quite low in
these numerical examples, the present approach is practical
for solving 3D seamount problems with the nondimensional
wavenumber �k0rI� up to �k0rI��10 000, on personal com-
puters. For 3D seamount problems at higher frequencies, the
present approach should be parallelized and run on super-
computers.

V. CONCLUSIONS

The coupled normal mode method is a very efficient,
simple and accurate method to solve range-dependent prob-
lems. First, since the normal mode method solves the full-
wave Helmholtz equation, it is applicable to cases where the
backscattering is not negligible. Second, it is free of angular
limitations for propagation angles less than critical, and
therefore provides accurate solutions at long ranges. This is

achieved by including evanescent modes by introducing a
false bottom or by calculating the branch-line integral.8,19

Third, as an important feature of the spectral coupled-mode
approach, the coupling matrices are independent of azi-
muthal orders, which makes this approach ameliorable to
problems of scattering from azimuthal symmetric features.

Here a spectral coupled-mode model has been developed
and applied to analyze the propagation and scattering around
conical seamounts. Although based on a theoretical founda-
tion identical to that used in earlier related work, the present
approach provides more efficient and stable numerical solu-
tions for realistic seamount problems. The keys to its supe-
rior performance are the fundamental superposition principle
applied to introduce the source, the choice of normalized
range solutions which can be evaluated accurately and re-
main numerically stable even at high azimuthal orders, and
the use of a marching, single-scatter approximation for the
solution of the coupled-mode equations.

The numerical examples show that azimuthal coupling
can be important for seamount problems. When the azi-
muthal variation is weak, the out-of-plane scattering is neg-
ligible and therefore, as shown by the results, the N�2D

(a)

(b)

(c)

(d)

FIG. 10. TL in the horizontal plane at depth 300 m. The source frequency is 10 Hz. �a� H=1000 m, 3D result, �b� H=1000 m, N�2D result; �c� H
=3800 m, 3D result, �d� H=3800 m, N�2D result.
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approach is a good approximation of the true 3D approach.
However, when the azimuthal variation is strong, azimuthal
coupling cannot be ignored. In this case, the shadows behind
seamounts are broadened by horizontal refraction. A true 3D
approach, instead of the N�2D approach, can capture this
feature. The dependence of the 3D effects on the environ-
ment is also illustrated through the numerical examples,
which show that for seamounts with steep slopes and reach-
ing far into the sound channel in terms of wavelengths, the
3D effects are significant. In a situation such as this, true 3D
models are required, rather than N�2D models.

APPENDIX A: SOURCE CONDITION AND RANGE
SOLUTION IN THE EXTERNAL REGION OF
A SEAMOUNT

In this paper, in the external region of a seamount, the
inhomogeneous 3D Helmholtz equation with a point source
is
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��z − zs���� − �s� , �A1�

and the solution is represented as

p�r,z,�� = �
m=0

�

�
n=1

�

Rmn�r��n�z��m��� . �A2�

1. Equation for Rmn„r…

Substituting Eq. �A2� into Eq. �A1�, and making use of
the modal equation
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yield the following modal form of the Helmholtz equation,
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By applying the operator
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to Eq. �A5�, we obtain the equation for Rmn�r�,
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2. Solution for Rmn„r…

In the external region of a seamount, as shown in Fig.
11, Rmn�r� is represented as follows.

�a� rI�rrs,

Rmn�r� = amn

Hm
�1��krnr�

Hm
�1��krnrI�

+ bmnJm�krnr�Hm
�1��krnrs� . �A9�

�b� r�rs,

Rmn�r� = cmn

Hm
�1��krnr�

Hm
�1��krnrs�

. �A10�

FIG. 11. Schematic of the field in the external region of a seamount.
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By imposing continuity of pressure at r=rs, we obtain

amn

Hm
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+ bmnJm�krnrs�Hm
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Integrating Eq. �A8� over �rs
− ,rs
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dr


rs
−

rs
+

= −
1

rs

�n�zs�
��zs�

�m��s� . �A12�

By substituting Eqs. �A9� and �A10� into Eq. �A12�, we ob-
tain
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By solving the linear system of Eqs. �A11� and �A13�, we
obtain
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Therefore, the range solution for r�rs is
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and the range solution for rI�rrs is
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APPENDIX B: MODE COUPLING BETWEEN TWO
NEIGHBORING SECTORS

The coupled-mode equations in this section are derived
by following Evans20 and Jensen et al.8

1. Mode coupling in inward marching

Consider interface j between two neighboring sectors,
sector j and sector j+1, by substituting Eq. �18� into the
boundary condition

pj�rj,z,�� = pj+1�rj,z,�� , �B1�

we obtain
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By applying the operator
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to Eq. �B2�, we have
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By substituting Eq. �18� into the boundary condition
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j+1Ĵmn

j+1��rj���n
j+1�z� , �B7�

where Ĥmn� �r� and Ĵmn� �r� are derivatives of Ĥmn�r� and Ĵmn�r�
with respect to krnr, respectively. By applying the operator
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to Eq. �B7�, we have
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Equations �B4� and �B9� can be written in the matrix nota-
tion,

Ĥm
j am

j + Ĵm
j bm

j = Ca
j+1�Ĥm

j+1am
j+1 + Ĵm

j+1bm
j+1� , �B11a�
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Ĥm
j�am

j + Ĵm
j�bm

j = Cb
j+1�Ĥm

j+1�am
j+1 + Ĵm

j+1�bm
j+1� , �B11b�

where Ĥm, Ĵm, Ĥm� , and Ĵm� denote the diagonal matrices with

entries Ĥmn�rj�, Ĵmn�rj�, Ĥmn� �rj�, and Ĵmn� �rj�, respectively. In
addition, Ca, Cb are the matrices with entries Ca	n, Cb	n,
respectively, and am, bm the are column vectors with entries
amn, bmn, respectively.

By solving the linear system in Eq. �B11�, we obtain an
explicit expression for am

j and bm
j , as shown in Eqs.

�29�–�32�.

2. Mode coupling in outward marching

Similar to the derivation of mode coupling in the inward
marching, in the outward marching, we impose the boundary
conditions in Eqs. �B1� and �B6�. However, in the outward
marching, we intend to express the expansion coefficients in
sector j+1, i.e., am

j+1 and bm
j+1, in terms of the expansion

coefficients in sector j, i.e., am
j and bm

j . So, instead of apply-
ing the operators in Eqs. �B3� and �B8�, we apply the opera-
tor
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j+1Ĵm	

j+1�rj�

= �
n=1

�

�amn
j Ĥmn
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j+1Ĵm	

j+1��rj�

= �
n=1

�

�amn
j Ĥmn
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Equations �B14� and �B16� can be written in the matrix
notation,
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j+1am
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j am
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By solving the linear system in Eq. �B18�, together with the
one-way approximation, bm

j =0, we obtain an explicit expres-
sion for am

j+1 in terms of am
j , as shown in Eqs. �36�–�39�.
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I. INTRODUCTION

The use of sound for underwater communications is
made complicated by reflections from the ocean surface.1

The crests of ocean surface waves act as curved reflectors for
underwater sound, which can give focusing and multiple ar-
rivals due to the reflection from different parts of a single
crest. The purpose of this paper is to investigate this phe-
nomenon using a time-domain wave front propagation
model2,3 and some scale-model tank experiments.

It is well known that a ray trace for underwater sound
propagation in deep water with a sound speed minimum as a
function of depth leads to the formation of foci and caustics.4

The various types of caustics and the consequences for pulse
propagation as a result of vertical structure in the sound
speed profile are discussed in detail by Brown.5 There is an
extensive literature treating wave scattering from rough sur-
faces in the electromagnetic and acoustical literature �see
Refs. 6 and 7 for reviews�. The wavefront model used here
was developed to treat reflection of broadband pulses from a
deterministic, time-varying surface, and thus differs from
stochastic treatments of scattering from random, rough sur-
faces. The work by Frederickson and Marston8,9 and Will-
iams et al.10 is particularly relevant to the present study be-
cause of their analytical treatment and experimental studies
of caustic formation for the case of tone bursts and transient
signals reflected by curved surfaces. The experiments re-
ported here are broadband and were specifically designed to
test the fidelity of the wavefront model.2,3

The present study represents one end of a continuum of
surface conditions with a smooth, correlated surface at one
extreme and a rough, random surface at the other. The length
scale dividing “smooth” from “rough” may be usefully as-
sumed to be proportional to the length of a Fresnel zone and
is thus related to the range of wavelengths associated with
the acoustic pulse reflected from the surface in addition to
the source-receiver geometry and prevailing surface condi-

tions. In practice, sea surface conditions can present well-
correlated swell from distant storms, a random, wind-driven
wave spectrum, or a mixture of the two. Although it would
be valuable to study the surface conditions under which the
deterministic modeling approach adopted here fails, this
study is restricted to monochromatic, smooth surface waves.
When scaled to ocean waves of 10 s period, the experiment
reported here is equivalent to transmission at 890 Hz over a
distance of 275 m beneath smooth swell with peak to trough
heights from 1.6 m up to 10.4 m

A tank experiment was conducted to undertake a de-
tailed reconciliation between the wavefront model described
in Refs. 2 and 3 and scale-model propagation measurements.
The surface waves in the flume were controllable, uniform,
and reproducible. The experiment used very short, high fre-
quency acoustic pulses or “pings” and a short range so that
surface reflections arrived before any reflections from the
walls or bottom of the tank. It was necessary to allow rever-
beration to decay away between pings but a repetition rate of
180 pings /s was achieved. The results were recorded and
show how the pulses reflected from the surface change in
amplitude, phase, and arrival time as the wave progresses.
The experimental results have been modeled to very good
accuracy with the wavefront model, and this gives confi-
dence that the reflection process beneath smooth surface
waves is well understood.

II. THE EXPERIMENT

The experimental arrangement is shown schematically
in Fig. 1. The experiment was conducted in a wave tank at
Scripps Institution of Oceanography. The tank is 0.6 m wide
and 30 m long. The water depth is a nominal 0.6 m. Waves
are generated with a computer-controlled paddle at one end
of the tank. For the present results, the surface wave fre-
quency was 1.5 Hz with a wavelength of 0.693 m. The
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waves were uniform and repeatable from day to day. The
wave height was constant for each run and varied up to a
peak to trough height of 46 mm.

The acoustic source S and receiver R were ITC1089D
SN transducers. Each transducer is a cylinder about 70 mm
long and 10 mm diameter with the active element centered
5 mm from one end. The hydrophones were deployed hori-
zontally, perpendicular to the direction of the waves and
were omnidirectional for propagation along the tank. The
depths of the nominal centers of the source and receiver
transducers were determined by analyzing direct and surface
reflected arrivals taken with a flat surface and were found to
be 195 and 145 mm, respectively. The horizontal range was
1.217 m. The tank was filled with fresh water with a mea-
sured sound speed of 1469 m /s.

The instantaneous wave height near the source was mea-
sured to millimeter accuracy with a wave gauge composed of
vertical parallel wires in a Wheatstone bridge arrangement.
The surface wave speed, which was calculated using the
known wave frequency, the measured mean water depth, and
the full surface wave dispersion equation, was then used to
find the instantaneous surface height as a function of hori-
zontal displacement from the wave gauge. The data to be
reported were identified as runs 101–106 and had peak to
trough wave heights of 7, 16, 24, 31, 39, and 46 mm, respec-
tively. Movies of experimental waveforms and modeling re-
sults for these runs can be viewed on EPAPS.11

Pulse transmission and data digitization were synchro-
nized to the surface wave generator. A short pulse was trans-
mitted at 180 pulses /s which gave 120 pulses per surface
wave period. The waveform used to excite the source trans-
ducer was designed to compensate for the frequency-
dependent amplitude and phase response of the ITC1089D
ceramic element. The resulting pressure pulse in the water
was nominally one cycle at 200 kHz �see the first arrival in
Fig. 6�. Although it would be possible to include a detailed
electromechanical model of the transducers and their associ-
ated electronics in the propagation model, we have avoided
this complication by using the observed direct arrival pulse
at the receiver, averaged over 120 transmissions and scaled
to account for geometric spreading, as the source pulse. This
averaged pulse was then used directly as the source pulse in
the wavefront calculations to model the acoustic field inci-
dent on the surface.

Data from the receiver were digitized at
1 538 461.54 samples /s for 6 153 846 samples or about 4 s,
providing data for six complete surface waves. The received
waveform for each pulse transmission was determined by

averaging synchronized pulses over four complete waves,
which served to reduce noise from electronic and acoustical
sources and reduce any slight variability in reflection be-
tween successive wave crests. Initially wave profiles were
measured simultaneously with the pulse transmissions. How-
ever, the waves were found to be highly repeatable from day
to day so that later runs could use wave height data taken
from earlier runs.

III. WAVEFRONT MODELING

When the experimental results are presented, the wave-
forms will be compared with theoretical waveforms calcu-
lated using the wavefront modeling method described in
Refs. 2 and 3. The calculations are based on the assumption
that the surface can be considered stationary during a single
pulse transmission. There are Doppler shifts associated with
the movement of the surface, which the current model does
not account for but which can be seen in data taken from
transmission experiments in the surf zone. Doppler shifts
could be included but are not necessary for the present analy-
sis.

Wavefront modeling begins with a ray trace, a represen-
tative example of which is shown in Fig. 2. The ray trace is
for ping 36 in run 104. The waves had a peak to trough wave
height of 31 mm and the waves are traveling from left to
right.

In Fig. 2, the wave crest is just before the midrange
position, and the rays are focused by the crest to converge
about 50 mm below the surface at a range of about 0.7 m.
After passing through the focus the rays diverge to form a
fan with well-defined boundaries, which are caustics for the
ray field. The eigenray paths are shown in Fig. 3 for the same
wave position shown in Fig. 2. There are three distinct sur-
face reflected rays reaching the receiver.

As the surface wave moves, the number of eigenrays
and the angles of the eigenrays change. When the wave crest
is near the middle of the range there are typically three
eigenrays, as shown in Fig. 3. When there is a trough near
the middle of the range there is only one eigenray. As the
wave progresses the position of the focus and the caustics in
Fig. 2 changes, and the caustics sweep upward through the
receiver position. When the receiver is between the caustics

0.693 m

0.195 m 0.145 m
R

S
1.217 m

200 kHz λ=7.5 mm

FIG. 1. Experimental arrangement. One cycle pulses at a nominal frequency
of 200 kHz were transmitted from source S to receiver R under surface
waves moving from left to right.
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FIG. 2. Ray trace for run 104, ping 36.
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there are three eigenrays but there is only one eigenray when
it is outside. The eigenrays appear or disappear in pairs as a
caustic passes the receiver.

The ray trace is used in the wavefront modeling method
to determine the depth z* of a ray at the range of the receiver
as a function of its angle � at the source. A graph of z* as a
function of � for the same situation shown in Fig. 2 is shown
in Fig. 4.

The angles in Fig. 4 are negative because we have
adopted the convention of distance measured positive down-
ward from the mean surface. As the ray angle increases the
depth of the ray at the receiver range decreases to a mini-
mum at about −25°. This minimum corresponds to the upper
caustic in Fig. 2. Further increase in ray angle leads to a
maximum depth at about −18° which corresponds to the
lower caustic in Fig. 2. Further increase in ray angle shows
that the ray meets the surface for a ray angle of about −10°.
Further increase in ray angle from −10° to 0° gives an almost
linear increase in depth as the ray passes the receiver range
without hitting the surface.

The line at a depth of 0.145 m in Fig. 4 corresponds to
the depth of the receiver. Intersections of the line and the
curve occur when the depth of the ray at the receiver range
corresponds to the receiver depth. The intersections deter-
mine the angles for the eigenrays of Fig. 3. The direct ray has

a source angle of about −2° and the surface reflected rays
have source angles of about −26°, −24°, and −12°.

The ray trace of the wavefront model is also used to find
the ray travel time to the range of the receiver along each ray
path. The travel time as a function of depth is shown in Fig.
5 for the ray trace of Fig. 2.

The curve in Fig. 5 is effectively the wavefront as it
passes the range of the receiver. The part of the curve up to
0.84 ms is the spherical wavefront representing the direct ray
path from the source to the range of the receiver. The later
sections of the curve correspond to the surface reflection of
the wavefront. The reflection from the concave surface be-
neath the wave crest has caused the wavefront to fold over
on itself. The sharp reversals of the wavefront occur at the
caustics. The dashed curves extrapolate the wavefront into
the caustic shadow.

Intersections of the wavefront with the line at the re-
ceiver depth �0.145 m� show the arrival times of the pulses
which follow the ray paths of Fig. 3. In wavefront modeling,
the arrival times of the pulses are used to construct the ex-
pected waveform, which is shown as the thicker line in Fig.
6. The thinner line waveform in Fig. 6 is the experimental
result for run 104, ping 36.
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FIG. 3. Eigenrays for the ray trace of Fig. 2.
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FIG. 4. Ray depth z*��� at the receiver range as a function of launch angle
�. The upper dashed line is the ocean surface at the range of the receiver.
The lower dashed line is the receiver depth.
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FIG. 5. Ray depth at the receiver range as a function of arrival time. The
upper dashed line is the surface at the range of the receiver. The lower
dashed line is the receiver depth.
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FIG. 6. Receiver waveforms for model �thick line� and data �thin line� for
run 104, ping 36.
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The first pulse in Fig. 6, centered at 0.828 ms, is the
direct ray arrival. As described earlier, the model waveform
for the direct arrival was found by averaging 120 experimen-
tal direct pulse waveforms. The slight differences evident
between model and experiment for the direct pulse are due to
the residual reverberation in the tank.

The second arrival in Fig. 6, centered at 0.855 ms, is
from the ray which is reflected near the trough in Fig. 3. The
third arrival, centered at 0.869 ms, is the combined pulse due
to the two rays reflected near the wave crest in Fig. 3. These
two rays have nearby ray angles as shown in Fig. 4 and very
similar arrival times as shown in Fig. 5. The two rays are
close to the upper caustic and are treated as a pair in the
wavefront model.3 The model waveform for the second and
third arrivals is found by placing scaled and phase-shifted
copies of the source pulse at the arrival times determined
numerically from Fig. 5. The phase shift is achieved by tak-
ing the Fourier transform of the pulse, phase shifting the
complex signal, and transforming back.

The theoretical expressions used to calculate the wave-
forms in Fig. 6 and the results to be shown in Figs. 7–10
were derived in Refs. 2 and 3. The amplitude and phase of
isolated ray arrivals are given in Eq. �21� of Ref. 3. Pairs of

rays which pass near a caustic and arrive with a travel time
difference less than a quarter of a period �at the center fre-
quency� give a single pulse described by an Airy function.
The phase and amplitude of such pairs are given by Eq. �23�
of Ref. 3. The pulse arrivals due to the caustic shadow to be
shown in Figs. 7–10 are also described by an Airy function
and have phase and amplitude determined using Eq. �23� of
Ref. 3. Near a focus there are either three arrivals or one
arrival and a caustic shadow. If the travel time differences are
less than a quarter period the phase and amplitude of the
combined pulse are found using the Pearcey function for-
mula in Eq. �58� of Ref. 2 modified to allow for range de-
pendence as described in Ref. 3. The formulas are summa-
rized in Ref. 12.

IV. RESULTS

As the surface wave progresses all the above diagrams
change smoothly. The positions of the focus and caustics
move upward. The angles of the eigenrays change. The fold
in the wavefront shown in Fig. 5 moves upward and the
arrival times of the rays change. The amplitudes of the arriv-
als also change because they are related to the slope of z*���.
The amplitude of isolated ray arrivals is proportional to
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FIG. 7. Waveforms for run 104 and the ping numbers shown. The model is
shown as thick lines and the data are shown as thin lines.
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FIG. 8. Waveforms for run 103 and the ping numbers shown. The model is
shown as thick lines and the data are shown as thin lines.
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�dz* /d��−1/2 so steeper slope means smaller amplitude. In
Fig. 4 the slope at −2° is smaller than the slope at −12° so, as
expected, the direct arrival in Fig. 6 has greater amplitude
than the isolated surface reflected arrival. Arrivals near a zero
of dz* /d� occur in pairs and are treated as a pair using Airy
functions to give a pulse of finite amplitude.2,3

The waveforms for a subset of pings for run 104 for a
peak to trough wave height of 31 mm are shown in Fig. 7.
The waveform of Fig. 6 is repeated four lines down in Fig. 7.
For all pings in Fig. 7, the first pulse is the constant direct
arrival, unaffected by the surface waves.

Waveforms for pings 30–34 show two surface reflected
arrivals. The first surface arrival has a ray path similar to the
isolated surface reflection in Fig. 3. The second surface ar-
rival has no ray path and is due to the caustic shadow. If
Figs. 2–5 were shown for pings 30–34, the upper caustic in
Fig. 2 would be below the source depth. Correspondingly,
the extremum of the ray depth curve in Fig. 4 would not
intersect the receiver depth. The folded wavefront of Fig. 5
due to the surface reflection would intersect the receiver
depth only once. However, the dashed extrapolation of the

wavefront leads to a field in the shadow zone of the caustic
and so pings 30–34 show a third arrival due to the caustic
shadow.

Ping 36 has been discussed above. It has three surface
reflections with the second and third arrivals very close to-
gether. Pings 36–82 all have three distinct surface reflec-
tions. The ray angles and arrival times of the individual
eigenrays change smoothly as the surface wave moves. In
pings 36–42 the second and third eigenrays arrive with a
path difference less than a quarter wavelength which is
equivalent to a travel time difference of less than a quarter of
a period. As noted above the two surface reflections arriving
close together are treated as a pair and the resulting field is
given by an Airy function.2,3

Pings 44–74 all have three surface reflected eigenrays
which interfere to produce maxima at pings 52 and 62 and
minima at pings 56 and 66. The details of the interference is
well reproduced by the wavefront model. For pings 76–82
the second and third surface reflections arrive close together
and are treated as a pair as described above. Pings 84–90

FIG. 9. �Color online� Signal amplitude contours. Individual pings are plotted vertically as a function of delay time. The horizontal axis is the transmission
time of each ping. There are 120 pings in the 667 ms wave period. The left panels are the measured signals. The right panels show the wavefront model results.
Top panels: run 101. Peak to trough wave height of 7 mm. Middle panels: run 102. Wave height of 16 mm. Bottom panel: run 103. Wave height of 24 mm.
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have only one eigenray but the second pulse observed in the
waveforms is due to the shadow of the lower caustic in Figs.
4 and 5.

Figure 8 shows results for run 103. The wave height was
24 mm peak to trough. This wave height is smaller than for
run 104 so the time spread of the surface reflections is less
and no separated surface reflected pulses are observed. Nev-
ertheless the same processes occur, as shown in Fig. 7. Pings
30–44 and 82–90 have one eigenray and a caustic shadow.
Pings 46–54 and 72–80 have three eigenrays with the second
and third arrivals treated as a pair. Pings 56–70 have three
separate arrivals which interfere to give minima at pings 60
and 68 and a maximum at ping 64. The waveform for the
surface reflected signal for ping 64 is almost exactly an in-
verted copy of the source signal and shows that the three
surface reflected rays arrive almost simultaneously and rein-
force each other.

The full set of data and model results is shown in Figs. 9
and 10. The waves in the tank experiment have a wavelength
of 0.693 m and the peak to trough wave heights vary from
7 mm for run 101 up to 46 mm for run 106. To provide an
oceanic context, when scaled by a factor of 225, the results

correspond to transmission of 890 Hz pulses a distance of
275 m under ocean swells of period 10 s with peak to trough
heights from 1.6 m �run 101� to 10.4 m �run 106�.

Each panel in Figs. 9 and 10 shows contours of signal
amplitude made by plotting the absolute value of the Hilbert
transform of the waveform. Each ping is plotted vertically as
a function of time, and the time scale is the same as in Figs.
7 and 8. The horizontal axis is the start time of each ping.
There are 120 pings in each panel covering the 667 ms pe-
riod of the surface waves. In all cases the central pings co-
incide approximately with the wave crest and the first and
last pings occur at the wave trough. The waveforms in Fig. 8
are a subset of the data in Fig. 9, bottom panels. The wave-
forms in Fig. 7 are a subset of the data in Fig. 10, top panels.

The top panels in Fig. 9 show data and model for run
101 with a peak to trough wave height of 7 mm. The corre-
sponding ray diagram would show weak focusing to a focus
beyond the range of the receiver with no caustic present. The
surface reflected signal is slightly delayed compared to the
first and last pings because of the extra distance to the sur-
face. The signal is increased in amplitude due to the converg-
ing effect of reflection from the curved surface.

FIG. 10. �Color online� As for Fig. 9. Top panels: run 104. Peak to trough wave height of 32 mm. Middle panels: run 105. Wave height of 39 mm. Bottom
panel: run 106. Wave height of 46 mm.
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The middle panels in Fig. 9 show data for run 102 with
a peak to trough wave height of 16 mm. The corresponding
ray diagram would show that the focus is formed just before
the range of the receiver and the two caustics are very close
together. This gives very strong enhancement of the received
signal and a rapid and intense focus as the wave passes. It is
this sort of strong signal enhancement that is a major com-
plication for underwater acoustics communications systems.

The bottom panels in Fig. 9 show data for run 103 with
a peak to trough wave height of 24 mm. A subset of the
waveforms for this figure has been shown in Fig. 8. There is
strong reinforcement in the center of the pattern when the
surface wave is midway between source and receiver and the
three surface reflected rays similar to those of Fig. 3 arrive
almost simultaneously as noted above.

The strong signals at ping times of 280 and 420 ms in
the bottom panel of Fig. 9 come from near the caustic. Two
rays arrive very close together and give strong maxima near
the caustics. At times before 280 ms and after 420 ms the
surface reflected signal is due to the sound in the shadow
zone of the caustics and the sound energy decays steadily
with distance from the caustic.

The top panel in Fig. 10 is for run 104 and a wave height
of 31 mm. Some of the waveforms have been shown in Fig.
7. At the center of the pattern two of the surface reflected
rays arrive simultaneously and they reinforce to give the lo-
cal maximum in Fig. 10 and pings 60–62 of Fig. 7. The third
arrival from the crest of the wave is sufficiently delayed
compared to that for run 103 that it does not reinforce the
other two rays and there is smaller overall amplitude than for
run 103.

The middle and lower panels in Fig. 10 are for runs 105
and 106 with wave heights of 39 and 46 mm, respectively.
There are single arrivals for the earlier and later pings in
each panel. In the center of each pattern two of the surface
reflected rays arrive simultaneously and reinforce. The third
surface arrival comes later and is somewhat separated from
the other two. For the pings near but not at the center there
are three distinct surface arrivals corresponding to the three
arrivals of Fig. 5. As the wave progresses the surface re-
flected pulses partly overlap and give rise to the complicated
interference patterns seen in both data and model results.

V. DISCUSSION AND CONCLUSIONS

The experimental results show that the presence of sur-
face waves significantly alters propagation conditions for
transmission and reception of underwater acoustics signals.
It is clear that communications systems need to be designed
to allow for rapid changes in signal level and rapid changes
in interference from multiple paths.

The good agreement between theory and experiment
shown in Figs. 6–10 is confirmation that the wavefront mod-
eling method gives an accurate description of the propaga-

tion. The model is based on a ray interpretation of the propa-
gation and correctly predicts the amplitude, phase, and travel
time of pulses along each ray path.

Agreement between theory and experiment is not per-
fect. There is some noise in the data, as can be seen from the
left panels of Figs. 9 and 10. The main source of difference
between theory and experiment is probably noise in the mea-
surement of the surface wave height. The focusing effect of a
concave reflector is very sensitive to the details of the sur-
face. This is because the ray trace uses both height and slope
of the water surface and relies on smooth variation as the
launch angle changes. It was necessary to smooth the surface
waves by sampling every 3 cm in range and fitting a smooth
curve to the surface wave data points.

Even though the experiment was conducted at a nominal
frequency of 200 kHz and a wavelength of 7.5 mm, scaling
the waves to a nominal swell period of 10 s shows that it is
actually a low frequency situation. The good agreement of
the wavefront modeling ray based approach is surprising
given that the wave heights of up to 46 mm lead to path
differences of only one or two wavelengths.

The experiment has shown the variations in signal travel
time, amplitude, and phase associated with reflections from
surface waves. The close agreement between theory and ex-
periment shows that the interpretation in terms of pulse
propagation along ray paths is physically correct.

ACKNOWLEDGMENT

The support of the Office of Naval Research, Grant No.
N00014-04-1-0728, is gratefully acknowledged.

1J. C. Preisig and G. B. Deane, “Surface wave focusing and acoustic com-
munications in the surf zone,” J. Acoust. Soc. Am. 146, 2067–2080
�2004�.

2C. T. Tindle, “Wavefronts and waveforms in deep-water sound propaga-
tion,” J. Acoust. Soc. Am. 142, 464–475 �2002�.

3C. T. Tindle and G. B. Deane, “Shallow water sound propagation with
surface waves,” J. Acoust. Soc. Am. 117, 2783–2794 �2005�.

4F. B. Jensen, W. A. Kuperman, M. B. Porter, and H. Schmidt, Computa-
tional Ocean Acoustics �Springer-Verlag, New York, 1993�.

5M. G. Brown, “The transient wave fields in the vicinity of cuspoid caus-
tics,” J. Acoust. Soc. Am. 79, 1367–1384 �1986�.

6J. A. Ogilvy, “Wave scattering from rough surfaces,” Rep. Prog. Phys., 50,
1553–1608 �1987�.

7J. A. Ogilvy and H. M. Merklinger, Theory of Wave Scattering From
Random Rough Surfaces �Hilger, New York, 1991�.

8C. K. Frederickson and P. L. Marston, “Transverse cusp diffraction catas-
trophes produced by the reflection of ultrasonic tone bursts from a curved
surface in water: Observations,” J. Acoust. Soc. Am. 92, 2869–2876
�1992�.

9C. K. Frederickson and P. L. Marston, “Travel time surface of a transverse
cusp caustic produced by reflection of acoustical transients from a curved
metal surface in water,” J. Acoust. Soc. Am. 95, 650–660 �1994�.

10K. L. Williams, J. S. Stroud, and P. L. Marston, “High-frequency forward
scattering from Gaussian spectrum, pressure release, corrugated surfaces.
I. Catastrophe theory modeling,” J. Acoust. Soc. Am. 96, 1687–1702
�1994�.

11See EPAPS Document No. E-JASMAN-125-041901 for movies of experi-
mental waveforms and modeling results. For more information on EPAPS,
see http://www.aip.org/pubservs/epaps.html.

12C. T. Tindle, G. Deane, and J. Preisig, “Multipath reflection from surface
waves,” Acoustics 08 Paris Proceedings, Societe Francaise d’Acoustique.

72 J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Tindle et al.: Reflection from surface waves



Use of the distorted wave Born approximation to predict
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A new method has been developed to predict acoustic scattering by weakly scattering objects with
three-dimensional variability in sound speed and density. This variability can take the form of
inhomogeneities within the body of the scatterer and/or geometries where the acoustic wave passes
through part of the scattering body, into the surrounding medium, and back into the body. This
method applies the distorted wave Born approximation �DWBA� using a numerical approach that
rigorously accounts for the phase changes within a scattering volume. Ranges of validity with
respect to material properties and numerical considerations are first explored through comparisons
with modal-series-based predictions of scattering by fluid-filled spherical and cylindrical fluid
shells. The method is then applied to squid and incorporates high resolution spiral computerized
tomography �SCT� scans of the complex morphology of the organism. Target strength predictions
based on the SCT scans are compared with published backscattering data from live, freely
swimming and tethered squid. The new method shows significant improvement for both single-
orientation and orientation-averaged scattering predictions over the DWBA-homogeneous-
prolate-spheroid model. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3021298�

PACS number�s�: 43.30.Ft, 43.30.Sf, 43.30.Zk �KGF� Pages: 73–88

I. INTRODUCTION

Extracting biologically important information such as
organism type and abundance from acoustic scattering data
relies heavily on the availability of experimentally validated
scattering models �see reviews by Horne �2000� and Sim-
monds and MacLennan �2005��. The application of a model
often dictates the level of complexity used in representing
the scatterer. For example, predictions of volume scattering,
which may use an ensemble of discrete predictions averaged
over a range of parameters such as size and orientation of the
scatterer, do not need the level of complexity required to
predict discrete echoes for unique identification of class, size,
or species of the scattering organism.

Much research has focused on organisms, principally
zooplankton, that are classified as weakly scattering with flu-
idlike material properties because of their high numerical
abundance and importance in the ocean food web. Weakly
scattering implies a density and sound speed similar to that
of the surrounding water, whereas, fluidlike material proper-
ties refers to tissue that does not support shear waves. Sig-
nificant advances have been made in developing acoustic
scattering models for this group of organisms involving
shapes of varying complexity. The representation of shape in
early studies was based on models of simple geometric fluid
volumes such as spheres, finite-length cylinders, and prolate
spheroids �Anderson, 1950; Yeh, 1967; Johnson, 1977; Stan-
ton, 1988�. More recent models have incorporated two-

dimensional �Stanton et al., 1988; McGehee et al., 1988;
Amakasu and Furusawa, 2006; Stanton and Chu, 2000� and
three-dimensional �Lavery et al., 2002� details of zooplank-
ton shape.

One general approach that can account for anatomical
complexities of weak scatterers is the distorted wave Born
approximation �DWBA� �Chu et al., 1993; Stanton et al.,
1993�. This volume integral formulation for weakly scatter-
ing bodies can account for three-dimensional shape as well
as inhomogeneous material properties. Accurately applying
this formulation, however, requires digitizing an organism’s
complex inner and outer anatomy at sufficiently high reso-
lution �Stanton and Chu, 2000�, an issue addressed in this
paper. The DWBA formulation has been successfully applied
to model the scattering of sound from various types of zoop-
lankton, including euphausiids, copepods, and decapod
shrimp using high resolution outer shapes, although in these
cases the changes in phase that occur when the acoustic wave
passes through part of the scattering body into the surround-
ing medium, and back into the body were not taken into
consideration. These model predictions have been validated
through laboratory and, to some extent, field measurements
�Simmonds and MacLennan, 2005; Lawson et al., 2006; La-
very et al., 2007; Stanton and Chu, 2000�.

Accounting for internal anatomical structure in the
DWBA and other models remains a challenge. One modeling
restriction is the limited information available concerning
sound speed and density of different tissues within most ma-
rine organisms. Even when these variations are known,
implementation into the model can be a challenge. For both
of these reasons, application of the DWBA has been prima-

a�Present address: USS Bonhomme Richard �LHD 6�, FPO AP 96617-1656.
Electronic mail: bnyjones@gmail.com
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rily used to model marine organisms as homogeneous scat-
terers, as in most of the aforementioned studies. Application
of the DWBA to inhomogeneous scatterers has been limited
to a subset of those studies. In those exploratory cases the
material properties were varied, somewhat heuristically,
along the length of an organism’s body, with the variations
corresponding to segmentation of the exoskeleton �Stanton
et al., 1988; Stanton and Chu, 2000; Lavery et al., 2002�.
Furthermore, those studies did not account for the influence
of inhomogeneities on the phase of the incident acoustic
wave.

Given the demonstrated usefulness of the DWBA when
applied to homogeneous objects, the formulation is further
explored in this paper to account for three-dimensional varia-
tions of material properties within the objects. Although the
DWBA formulation does, in principle, account for three-
dimensional inhomogeneous material properties, evaluating
the integral in this case requires careful consideration of the
phase of the incident signal within the object. In the original
Born approximation �undistorted�, the amplitude and phase
of the incident wave are only dependent on the position of
the wavefront with respect to some arbitrary origin and the
material properties of the surrounding medium. This is due to
the general assumption that the incident wave is unmodified
by the weakly scattering body. In contrast, the DWBA is a
modification to the Born approximation in which the wave-
number inside the scattering volume is determined by the
material properties within the body �e.g., see Stanton et al.
�1993��.

The undistorted Born approximation has, in fact, been
used to successfully describe scattering by inhomogeneous
continuous random media, such as atmospheric and oceanic
turbulence �Goodman, 1990; Lavery et al., 2003; Tatarski,
1961�. However, when the Born approximation has been ap-
plied to finite bounded scatterers, such as spheres, cylinders,
and zooplankton, it has been found that the frequency re-
sponses of the scattering, most notably the positions of nulls
in these spectra, are not accurately predicted. It is this result,
which originally motivated use of the DWBA �although not
shown explicitly in the original papers�, that more accurately
predicts the position of the nulls in frequency spectra of the
scatterers �Stanton et al., 1993; Chu et al., 1993�. In the
DWBA, the phase of the wavefront, at any point in the vol-
ume, is dependent both on the distance traveled by the inci-
dent wave and any sound speed variations encountered along
the path traveled. Accounting for this dependence presents a
significant challenge in applying the DWBA to inhomoge-
neous objects and is the subject of this paper.

The DWBA is applied to inhomogeneous bodies in this
paper by accurately accounting for both the amplitude and
phase change of the incident wave as it travels through a
scattering volume. Sound speed and density can vary arbi-
trarily in three dimensions, and the only restriction is that the
variations must be small compared with the average values
of the material properties of both the scattering volume and
the surrounding medium. The numerical implementation of
this method uses a two-part algorithm that calculates phase
and amplitude separately for every discretization before in-
tegrating over the entire volume. This method of solving the

DWBA is referred to as the phase-tracking DWBA method
throughout this article. This approach to implementing the
DWBA is first tested against analytical solutions to the
simple cases of fluid-filled spherical and cylindrical fluid
shells and then applied to the more complex case of squid.

Although relatively little work has been published on
acoustic scattering models of squid, there is considerable in-
terest in this research in two different areas. The first is com-
mercial fisheries. Acoustic stock assessments of squid can be
used to complement more traditional techniques such as
trawl surveys by rapidly surveying large volumes of water
and providing real time population assessments �Starr and
Thorne, 1988�. Understanding sound scattering by squid is
essential for a quantitative interpretation of these acoustic
surveys. Secondly, there is increasing interest in the predator-
prey relationship between echolocating marine mammals and
squid. Beaked whales, for instance, hunt squid using broad-
band ultrasonic sonar �Johnson et al., 2004; Madsen et al.,
2005� and may use characteristics of the frequency responses
from prey to help discriminate between targets in the water
column �Jones et al., 2008�. Scattering models that help de-
fine the dominant scattering mechanisms of squid may elu-
cidate factors that are exploited by the whales in discriminat-
ing between prey and nonprey.

Measurements of density and sound speed of squid sug-
gest that these invertebrates are well suited to being modeled
as weak scatterers �Mukai et al., 2000; Kang et al., 2006;
Iida et al., 2006�. Accordingly, previous models of squid use
the exact liquid prolate spheroid model and the DWBA for-
mulation, also using a prolate spheroidal geometry �Arnaya
and Sano, 1990; Mukai et al., 2000�. However, these models
assume homogeneous material properties within the scatter-
ing volume of simple shape. This assumption is clearly a
simplification of the complex anatomy of squid. For ex-
ample, the main section of the squid body includes the
mantle, an outer shell of tissue that partially encloses a
seawater-filled cavity called the mantle chamber.

In this study high resolution, spiral computerized tomog-
raphy �SCT� scans of squid have been taken. The results of
these scans enable the incorporation of the complex interior
and exterior shape of the squid’s body into the phase-
tracking DWBA method by differentiating between
seawater-filled cavities and the squid’s body. Appendages
�i.e., arms, tentacles, and fin� as well as internal structure
�i.e., the mantle cavity� are treated as inhomogeneities within
the scattering volume. Material property variation due to in-
ternal organs, however, is not included in this study. Scatter-
ing predictions based on SCT scans of a locally caught squid
are compared with published measurements of both anesthe-
tized, tethered squid and live, freely swimming squid.

This paper is organized as follows: the phase-tracking
DWBA for inhomogeneous objects is first developed. In or-
der to assess the accuracy of this method, it is then applied to
simple geometric shapes of both homogeneous and inhomo-
geneous material compositions for which there are analytical
solutions. Two scattering formulations are used for compari-
sons. Modal-series-based scattering models �spherical shell
and finite-length cylindrical shell� are used to compare pre-
dictions of scattering by objects with various-sized inhomo-
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geneities and a range of material properties. Since the modal-
series-based solution for scattering from cylindrical shells
applies only near-normal incidence, a DWBA-based finite-
length cylinder model is used to compare predictions of scat-
tering by homogeneous elongated bodies over all orienta-
tions. Finally, the phase-tracking DWBA method is applied
to the more complex case of squid. Spiral CT scans provided
high resolution three-dimensional measurements of a locally
available species of squid, Loligo pealeii. These measure-
ments were then scaled, and in one case altered, so that pre-
dictions of acoustic scattering could be compared with pub-
lished scattering data involving squid of the species
Todarodes pacificus. Conclusions are then made about the
benefits of this new approach.

II. THEORY

A. Definitions of fundamental quantities

Acoustic scattering from an object in the far field can be
described in terms of the amplitude of the incident sound
wave, P0, and the scattering amplitude, f ,

Pscat = P0
eik1r

r
f , �1�

where r is the distance from the object to the receiver. The
acoustic wavenumber of the surrounding medium, k1, is de-
fined as 2� /�1, where �1 is the acoustic wavelength in the
surrounding medium.

Target strength �TS� is the logarithmic measure of the
backscattered signal, expressed in decibels, relative to m2,

TS = 10 log �bs, �2�

where �bs= �fbs�2 is the differential backscattering cross sec-
tion and fbs, or backscattering amplitude, is the scattering
amplitude evaluated in the backscattering direction. Mean TS
is determined by averaging �bs prior to logarithmic conver-
sion and is given as �TS�=10 log��bs�.

In order to compare scattering from objects that are
similar in proportion but of different overall sizes, the re-
duced target strength �RTS� is often used. Throughout this
article scattering predictions will refer to either RTS or TS,
which only differ by a constant. For a sphere or spherical
shell of outer radius a �Fig. 1�, RTS is given by

RTS = 10 log
�bs

�a2 . �3�

In the case of elongated objects such as cylinders or cylin-
drical shells of length L, the RTS is given by

RTS = 10 log
�bs

L2 . �4�

For the case of scattering from squid, the length L is
replaced by dorsal mantle length, Lml. Additionally, due to
the lack of published data on mean mantle widths, from
which mean cylindrical radii for squid could be derived, the
nondimensional term k1Lml is used instead of the more com-
monly used k1a for scattering predictions.

B. The DWBA formulation

The Born approximation was derived for weakly scatter-
ing bodies in which the total pressure field inside a scattering
volume is approximated by the unperturbed incident field.
The approximation is valid when the amplitude of the scat-
tered wave is much smaller than the incident wave �Morse
and Ingard, 1968�. Due to its volume integral form, this ap-
proximation may be used for arbitrarily shaped scatterers
with any orientation with respect to the incident sound wave.
Furthermore, it is valid for all acoustic frequencies. The
DWBA formulation involves replacing the incident wave-
number vector inside the integral with the wavenumber vec-
tor resulting from the local sound speed and the frequency of
the incident sound wave. It is this modification that accounts
for the phase change of the sound wave due to material prop-
erty inhomogeneities within the scattering volume. Within
this formulation, Eq. �8� of Stanton et al. �1993�, the back-
scattering amplitude is given by

fbs =
k1

2

4�
� � �

v
��� − ���e2ikv·rvdv . �5�

The terms �� and �� are defined in terms of compress-
ibility, �, and density, �, or can also be expressed in terms of
the commonly used ratios of density, gv	�v /�1, and sound
speed, hv	cv /c1, given here by

�� 	
�v − �1

�1
=

1 − gvhv
2

gvhv
2 , �6�

�� 	
�v − �1

�v
=

gv − 1

gv
. �7�

In all cases the subscript “1” indicates parameters of the
surrounding medium and the subscript “v” indicates param-
eters within the scattering volume. Accordingly, the wave-
number in the external medium is the constant k1, while the
wavenumber vector and the position vector within the vol-
ume are kv and rv, respectively. Throughout this paper, when
a model formulation is applied to a scattering problem, the

FIG. 1. Bisection of a spherical shell or cross section of a cylindrical shell.
Indices 1–3 correspond to fluids of different material properties �i.e., sound
speed, ci, and density, �i, i=1,2 ,3�. The radii a and b are the outer and inner
shell radii, respectively, such that �a−b� /a corresponds to fractional shell
thickness, �.
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subscript “v” takes on the integers “2,3,…” corresponding to
given material property parameters of that region within the
volume. For example, in the region designated by “3” in Fig.
1, the density ratio, gv, becomes g3=�3 /�1.

In Stanton et al. �1998�, this formulation was simplified
to a line integral for objects that are axisymmetric at any
point along their lengthwise �deformed� axis. For straight,
finite-length cylinders, the line integral can be further re-
duced to the following closed form equation:

fbs =
k1kva2L

2
��� − ���e−iLkv sin �

	
J1�2kva cos ��

2kva cos �

sin�kvL sin ��
kvL sin �

, �8�

where J1 is the Bessel function of the first kind and � is the
angle of incidence measured from the incident wave vector,
k1, to a plane orthogonal to the longitudinal axis of the cyl-
inder �e.g., �=0 is normal incidence�. It should be noted that
the exponential phase term is dependent on the zero-phase
origin used in the calculation, although this does not affect
the calculations of TS or RTS, which use the absolute value
of fbs. This model is termed the DWBA finite-length cylinder
model (closed form) throughout this paper and is valid over
all angles of orientation. This result is used to test the phase-
tracking DWBA approach over a range of orientations of the
scattering volume with respect to the incident acoustic wave.

C. Numerical implementation of the phase-tracking
DWBA method

The DWBA volume integral formulation can, in prin-
ciple, account for cases where the scattering body has inho-
mogeneous material properties or where the wave passes
through part of the body, into the surrounding medium, and
back into the body. However, evaluating the integral for
these conditions is a challenge as the phase must be calcu-
lated at each point in the volume by piecewise integration of
the exponential phase term. In other words, the phase at any
given point depends not only on the local sound speed but
also on the variation in sound speed over the path the sound
wave has already traveled through the scattering body. Given
the complexity of the problem, a numerical approach has
been developed to implement the DWBA for inhomogeneous
objects.

The model presented in this article, which numerically
computes the DWBA volume integral, is based on discretiz-
ing the scattering volume. The volume is composed of l
cross-sectional matrices, Ml. Each element of each matrix,
Mij

l , represents one volume element, or voxel, and is assigned
an integer value depending on the material properties of that
voxel. Although only two fluid types are used to represent
scattering volumes in this study, this model can, in general,
be applied to volumes containing any arbitrary variation of
material properties. Both internal inhomogeneities and ge-
ometries where the sound wave has multiple points of entry
into and exit from the scattering body are treated as inhomo-
geneous media �see, for example, Fig. 2�.

In order to accurately account for the phase of the sound
wave as it propagates through an inhomogeneous medium, it

is necessary to incorporate a phase-tracking algorithm. This
algorithm, analogous to a ray-tracing routine, calculates the
phase change associated with the sound speed of each differ-
ential element along a path traversed by the sound wave. For
backscattering, the one-way phase change is simply doubled
to calculate the full phase term.

The cumulative phase change is calculated by first digi-
tally rotating the volume matrix using “nearest neighbor”
interpolation, such that the incident wavenumber vector, k1,

is orthogonal to the new cross sections M̃l. The rotation lim-
its the phase-tracking to a one-dimensional problem. The dif-
ferential phase change is calculated for each voxel from the
locally assigned sound speed and differential length over
which the sound wave travels. The total one-way phase
change is then found as the cumulative summation of these
differential phase changes from the zero-phase reference
plane to this voxel.

FIG. 2. Ray diagrams, using actual SCT scans of L. pealeii, that illustrate
various types of inhomogeneous and homogeneous scattering volumes in-
cluding �a� squid body and fin: an irregularly shaped object in which the ray
path is traced alternately into squid tissue and seawater �treated as an inho-
mogeneous medium�, ��b� and �c�� squid mantle and mantle cavity: a con-
tinuous external boundary with internal inhomogeneities, and �d� squid
neck: a homogeneous volume.
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Finally, a search routine creates a linear index of all
voxels within the rotated volume assigned a particular mate-
rial property and matches the appropriate amplitude term
with the round-trip-phase term. Using a Cartesian coordinate
system �x ,y ,z�, the analytical expression given in Eq. �5�
becomes

fbs =
k1

2

4�


l=1

Nz



j=1

Ny



i=1

Nx

��� − ���ij
l e2i
ij

l
dv , �9�

where dv is the product of the differential lengths, dx, dy,
and dz, and the phase term, 
ij

l , is a cumulative summation of
the phase change, in the z direction, and is given by


ij
l = 


q=1

l

kij
q dz . �10�

D. Modal-series-based scattering models

In order to validate the phase-tracking DWBA method
for inhomogeneous objects, comparisons are made with ana-
lytical modal-series-based solutions for scattering from
simple geometric, shelled, and hence inhomogeneous ob-
jects. The wave equation can be separated and solved exactly
for a limited number of simple shapes �e.g., spheres, infinite
cylinders, and prolate spheroids�, resulting in modal series
solutions. The modal series solutions for these simple geo-
metric volumes are derived, using the far-field condition, af-
ter separating the wave equation in the respective coordinate
system and applying two boundary conditions at each inter-
face: continuity of pressure and continuity of radial velocity.
In this section scattering models are presented for fluid-filled
spherical and cylindrical �finite-length� fluid shells that are
based on these modal series solutions.

The solutions to the spherical and infinite cylindrical
shells are exact. The model for the finite-length cylindrical
shell, however, is adapted from the latter case and is an ap-
proximation. This approximation neglects end effects and is,
therefore, accurate only for near-normal incidence. Accord-
ingly, this formulation is only applied at normal incidence to
test the phase-tracking DWBA model over a range of fre-
quencies, shell thicknesses, and material properties.

1. Fluid-filled spherical fluid shell

The far-field modal-series-based solution to the wave
equation for a fluid-filled spherical fluid shell in the back-
scattered direction is expressed as

fbs =
i

k1


n=0

�

�2n + 1��− 1�nAn, �11�

where An is the nth modal series coefficient and is given in
the Appendix. This solution is valid for all sound speeds and
densities, shell thicknesses, and acoustic frequencies.

2. Fluid-filled cylindrical „finite-length… fluid shell

Stanton �1988� related the scattering amplitude of a
finite-length cylinder to that of an infinite-length cylinder
using an approximation in which the volume flow per unit

length of the scattered field of the cylinder is approximated
by that of the infinite cylinder. These equations can, likewise,
be applied to a finite cylindrical shell. Using the same ap-
proximation, the backscattering by a fluid-filled cylindrical
�finite-length� fluid shell at normal incidence is

fbs =
iL

�


n=0

�

− �n�− 1�nBn, �12�

where Bn is the nth modal series coefficient for the infinite-
length fluid-filled cylindrical fluid shell and is given in the
Appendix. The term �n is the Neumann number ��0=1, �n

=2 for n=1,2 ,3 , . . .�.

III. MATERIALS AND METHODS

A. Animals studied

Two species of squid are used in this research �Fig. 3�.
The morphometry of a locally available long-finned squid,
L. pealeii, is measured at high resolution, while published
target strength data are available for a second species, T.
pacificus, or the Japanese common squid. Scattering predic-
tions are made based on the three-dimensional morphology
of L. pealeii, digitally scaled to match the aspect ratio �i.e.,
length-to-width ratio� of a T. pacificus and compared with
published data. In one case, partial scans of two different L.
pealeii were combined so that the arms and tentacles of the
free-swimming T. pacificus could best be modeled.

1. Long-finned squid, Loligo pealeii

L. pealeii specimens, obtained from the Marine Biologi-
cal Laboratory, Woods Hole, MA, were selected due to ease
of availability and well documented details of their anatomy.

FIG. 3. Sketches of the species of squid discussed in this article �Roper
et al., 1984� The L. pealeii, shown on the left, is the littoral species found
near Woods Hole, MA, from which high resolution morphometry was ob-
tained using SCT scans. The T. pacificus shown on the right, a pelagic
species found in the western Pacific Ocean, has a smaller aspect ratio
�length-to-width ratio�. Published acoustic scattering data from experiments
involving T. pacificus are used to compare with phase-tracking DWBA pre-
dictions.
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This coastal species of squid has a long, slender body and a
large fin in proportion to its mantle length. These squid reach
maturity at a mantle length of approximately 13–15 cm and
approach a maximum mantle length of 40–50 cm �Roper
et al., 1984�.

2. Japanese common squid, Todarodes pacificus

T. pacificus is an oceanic squid with a muscular, moder-
ately slender body and a relatively short fin. Members of this
species reach maturity at a mantle length of 17–25 cm and a
maximum size of 50 cm �Roper et al., 1984�. Although these
squid have a smaller aspect ratio than L. pealeii, the two
species are broadly similar �Fig. 3�.

3. Squid material properties

Acoustic scattering predictions require accurate values
of sound speed and density of the scatterer. This is especially
true of weakly scattering organisms whose material proper-
ties may vary from the surrounding water by only several
percent �Chu et al., 2000�. Very little has been published on
squid material properties �Table I�. However, some recent
measurements provide useful information for this study. For
example, Kang et al. �2006� measured average density and
sound speed of whole anesthetized squid in seawater. Their
estimates of sound speed as compared to previously reported
values show better agreement with measured TS when used
as parameters in a Kirchhoff ray mode model. Iida et al.
�2006� recently measured values of sound speed and density
of squid mantle tissue. These values are higher than those
reported for whole squid. This is expected, however, as these
measurements are for a single tissue type, whereas the whole
squid measurements are average values of sound speed and
density through both the squid tissue and the seawater-filled
mantle cavity. In light of these results, the values given by
Iida et al. �2006� were used in the phase-tracking DWBA
method �gv=1.043 and hv=1.053� to represent the various
parts of the squid’s body �i.e., mantle, internal organs, etc.�.
Seawater-filled cavities were given values of 1 for gv and hv.

B. High resolution morphometry of squid: SCT
scans

SCT scans were taken of a live, anesthetized squid �Fig.
4� and of a dead, previously frozen squid at the Marine Re-
search Facility at the Woods Hole Oceanographic Institution.
A spiral CT instrument conducts measurements in a helical
pattern by taking a circular scan while the body is continu-

ously advanced through the scanning aperture. Cross sec-
tions are then reconstructed by interpolation into two-
dimensional images, with each pixel containing the x-ray
attenuation in Hounsfield units �Hofer, 2000�.

The live squid measured in this study was anesthetized
in a 1% ethanol seawater solution. During scanning, the ani-
mal was suspended vertically in seawater to minimize distor-
tion of body shape caused by laying the animal, unsupported,
on a hard surface. A contrast agent was added to the seawater
to help distinguish between x-ray attenuation of the solution
and the squid body. The animal did not recover from the
anesthesia and died either during the scanning process or
soon after completion of the scan. The second specimen, a
previously frozen dead squid was measured while suspended
vertically in air. Scans of both specimens were taken by a
Siemens Volume Zoom four-slice SCT scanner using pitch
and collimator settings of 2 and 1 mm, respectively. Images
of 512	512 pixels were reconstructed from the data using
0.5 mm slice thickness. Individual pixel size was 0.5078
	0.5078 mm2. Images were later resized on separate math-
ematical software using bicubic interpolation such that all
pixels represent one cubic volume element, or voxel, with
dimensions, lvs, equal to 0.5	0.5	0.5 mm3. In this way
dimensional ratios are preserved in the image rotations dis-
cussed in the next section.

C. Numerical implementation of SCT scans

The SCT images of squid were cropped to the size of the
largest cross section and then converted to binary matrices,
Ml, using a simple threshold technique �Fig. 4�. Scattering
predictions were made by applying Eq. �9� to the resultant
three-dimensional matrix. For incorporation into the phase-
tracking DWBA method �inhomogeneous case�, each voxel,
Mij

l , identified as seawater, both inside and outside the body,
was assigned a value of 0, while voxels representing the
squid’s body were assigned a value of 1. Tissue sound speed
and density could not be directly inferred from SCT data.
Thus, for modeling purposes all tissues not identified as sea-

TABLE I. Material properties of squid from published sources. Values given
as a ratio of squid material properties to those of seawater in the same
publication.

Reference Material g h

Hashimoto and Maniwa �1952�a Whole squid ¯ 1.007b

Mukai et al. �2000� Whole squid 1.025 ¯

Kang et al. �2006� Whole squid 1.029 1.041
Iida et al. �2006� Mantle tissue 1.043 1.053

aIn Japanese, cited by Kang et al. �2006�.
bBased on assumed sound speed in seawater of 1500 m /s.

FIG. 4. Volume rendering composed of SCT scan images of L. pealeii �in
semitransparent gray-scale� and four binary cross sections, Ml, showing the
�a� fin, ��b� and �c�� mantle cavity, and �d� neck. In the cross sections, gray
indicates squid body and white indicates surrounding seawater and
seawater-filled cavities. Arrows show the orientation of the squid with re-
spect to an incident sound wave �/� values of � correspond to the head
being down/up, respectively, and �=0 corresponds to normal incidence�.

78 J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Jones et al.: Scattering by inhomogeneous objects: Squid application



water were assumed to have material properties of mantle
tissue. The binary conversion was insensitive to the threshold
level in the cases of both squid scanned for this study. In the
live, anesthetized case the contrasting agent made the seawa-
ter significantly higher in x-ray attenuation than the squid’s
body. In the case of the dead specimen scanned in air, the
reverse was true, with the squid’s body exhibiting much
higher x-ray attenuation than the surrounding air.

1. Scaled volume

In order to model scattering by T. pacificus, the mor-
phometry derived from the SCT scans of L. pealeii was
scaled so that the aspect ratio �i.e., the ratio of mantle length
to mantle width� was approximately equal to that of the
T. pacificus. The aspect ratio of T. pacificus is approximately
10% smaller than that of L. pealeii.

2. Hybridized volume

One focus of this study was to incorporate a realistic
swimming position of squid by using SCT scans of the live,
anesthetized specimen. However, the anesthetized squid
splayed its arms outward �Fig. 4� in a position that is not
representative of the squid’s natural swimming position �i.e.,
arms and tentacles folded into an anvil shape�. In order to
obtain a more realistic swimming morphometry, SCT scans
of the dead squid, of similar size to the anesthetized squid,
were taken with arms and tentacles folded together. The mea-
surements of the more naturally positioned arms and ten-
tacles from this animal were used to create a hybrid squid
with the anesthetized squid’s body. This hybrid squid was
scaled as discussed in the previous section and used in the
phase-tracking DWBA model. These predictions are com-
pared with phase-tracking DWBA predictions for the nonhy-
bridized live squid and with published measurements.

D. Numerical issues related to phase-tracking
approach

The accuracy of digitization of a volume limits the range
of frequencies for which the phase-tracking DWBA method
can be applied. In general the ratio of acoustic wavelength to
maximum voxel dimension should be about 20:1 although
this requirement depends on the modeling approach used
�Stanton and Chu, 2000�. A closely related limitation is the
computational time. Calculating the frequency-dependent
backscattering amplitude, fbs, for broadband sound, where
many finely incremented discrete frequencies are considered,
can take a significant amount of computing time. Similarly,
calculating the scattering as a function of orientation of the
object at a discrete frequency is computationally intensive. In
this model calculating fbs as a function of orientation re-
quired significantly more processing time than calculating fbs

as a function of frequency, per discretization, due to the digi-
tal rotation of the volume.

IV. RESULTS

A. Scattering from fluid-filled spherical and
cylindrical „finite-length… fluid shells

The phase-tracking DWBA method is applied to
computer-generated volumes of two simple shapes, spherical
and finite-length cylindrical shells. In both cases the shell
itself and interior volume are fluid materials. Phase-tracking
DWBA predictions for spherical shells are compared with
the exact modal series solution for fluid-filled spherical fluid
shells �Eq. �11��. Scattering predictions of cylindrical shells
are compared, at normal incidence, with the modal-series-
based solution for fluid-filled cylindrical �finite-length� fluid
shells �Eq. �12�� and at various orientations for homogeneous
finite-length cylinders with the DWBA finite-length cylinder
model �closed form� �Eq. �8��.

1. Shell thickness

Scattering predictions for fluid shells of various thick-
nesses are compared with modal-series-based results to
verify that the phase-tracking DWBA method accurately ac-
counts for inhomogeneities �Figs. 5 and 6�. Shell thickness is
used as a proxy for various-sized inhomogeneities. Cylindri-
cal and spherical shells, with fractional shell thickness, � �see
definition in Fig. 1 caption� varying from 100% �i.e., homo-
geneous� to 10%, are used for comparison. In all cases, the
density and sound speed of the shells are set to 1% greater
than both the interior fluid and the surrounding fluid. All
predictions show that scattering from spherical shells and
cylindrical shells at normal incidence is strongly affected by
the presence of inhomogeneities. Small scale structure was
observed due to interference between waves scattered from
the front and back interfaces of the object. While these inter-
ference patterns, for differing shell thicknesses, are nearly
identical in terms of null spacing, the large scale structure
varies significantly.

Comparison between the phase-tracking DWBA predic-
tions and the modal series solutions shows excellent agree-
ment. In the spherical case �Fig. 5�, the numerical model
predictions were generally within �1 dB of the modal series
solution for all values of shell thicknesses up to values of k1a
of 12.5 �� / lvs=50.3� and within �2 dB up to values of k1a
of 17.5 s �� / lvs=35.9�. In the cylindrical case at normal in-
cidence �Fig. 6� the phase-tracking DWBA predictions
matched the modal-series-based solution generally within
�0.5 dB for k1a up to 5 �� / lvs=50.3� and �2 dB for k1a
�12.5 �� / lvs=20.2�. In both cases some large discrepancies
��10 dB� existed; however, these were isolated to nulls of
very low scattering values. As discussed in a following sec-
tion, the disagreement between the phase-tracking DWBA
predictions and modal-series-based solutions at higher values
of k1a is a numerical issue related to voxel resolution. Fur-
ther comparisons using homogeneous spheres of increased
resolution confirm that the disagreement seen at higher k1a is
primarily due to resolution issues �results not shown�.

2. Material properties

As discussed above, the DWBA formulation is only
valid for weak scatterers. In order to investigate the range of
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accuracy for the phase-tracking DWBA method with respect
to material properties, finite-length cylindrical shells with
various sound speed and density contrasts are considered.
Model predictions at normal incidence are compared with
the modal-series-based fluid-filled cylindrical �finite-length�
fluid shell solution �Eq. �12�� that can describe a wide range
of material profiles.

Scattering predictions were made using this model for
finite-length cylindrical shells with fractional shell thickness
of 25% and g and h values ranging from 1.02 to 1.06 �results
not shown�. Frequency was varied such that the maximum
k1a ranged from 0 to 10, which equates to a minimum reso-
lution of � / lvs�25. As a result of increasing sound speed
and density contrast, the values of RTS increased corre-
spondingly. There was excellent agreement outside the deep-
est portion of the nulls ��1 dB� for k1a�5 �� / lvs�50�. Er-
rors of up to 2 dB were seen at higher values of k1a and are
largely due to resolution issues discussed in a following sec-
tion.

3. Orientation of scattering object

In order to test the phase-tracking DWBA method for
sound waves incident on an object at various angles, scatter-
ing from a homogeneous finite-length cylinder at a fixed
value of k1a and varying tilt angles, �, was considered. Since
the modal-series-based solution for finite cylinders is only
accurate near broadside incidence, the phase-tracking

DWBA method was compared with the DWBA finite-length
cylinder model �closed form� �Eq. �8��, which is valid for all
orientations. When evaluated at the highest resolution, the
phase-tracking DWBA method showed very good agreement
with the analytic solution ��1 dB� except in the deepest
nulls �Fig. 7�a��.

It should be noted that the value chosen for k1a �5.03� in
this portion of the study was neither in the deepest part of the
null nor at a peak in the frequency response curve �Fig. 6�a��.
As seen in all the modeling results �Figs. 5–7 and 7�a��, the
accuracy of the phase-tracking DWBA predictions at very
low scattering values �i.e., near or in very deep nulls� is
worst. This discrepancy is magnified because of the logarith-
mic scale. It is expected that this error for low values of
predicted scattering is somewhat mitigated by the fact that
very deep nulls are not as common in real organisms as in
ideal shapes. The presence of these nulls in scattering from
ideal shapes comes from nearly complete destructive inter-
ference of coherent scattering from the front and back inter-
faces.

4. Effects of varying voxel resolution

In order to test the accuracy of the phase-tracking
DWBA method at different voxel resolutions, scattering pre-
dictions for homogeneous, cylindrical volumes of the same
dimensions and varying voxel size, lvs, are compared to the
DWBA finite-length cylinder model �closed form� �Eq. �8��.
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FIG. 5. Effect of varying shell thickness on backscattering by a fluid-filled spherical fluid shell. Phase-tracking DWBA predictions �solid lines� are compared
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Resolution, expressed as wavelength with respect to voxel
size �� / lvs�, is varied from 75 to 12.5 for the RTS versus
orientation predictions given in Figs. 7�a�–7�d�. The model
predictions matched the analytical solution fairly well for the
large scale structure at a minimum resolution of 12.5 and
were considerably better at a resolution of 25. The small
scale structure was generally within �2 dB at a resolution of
50.

The effects of resolution can also be seen in the results
of broadside scattering from simple geometrical shapes. Fig-
ures 5 and 6 show how increasing k1a, thus decreasing � / lvs,
affects the predictions. In the case of a spherical shell �Fig.
5�, an accuracy of �2 dB requires a resolution of approxi-
mately 35. In the cylinder case a similar accuracy can be
obtained by a resolution of approximately 20.

Although no clear pattern emerged, it has been shown
that the resolution at which an object needs to be digitized
for this phase-tracking DWBA approach depends on the scat-
tering geometry. For an object with two-dimensional curva-
ture, as with a cylinder, a minimum resolution of 20 provides
an accuracy at normal incidence of �2 dB, whereas an ob-
ject with three-dimensional curvature, as in the case of a
sphere, requires a somewhat higher level of resolution
�� / lvs�35�. Finally, predictions of scattering by a cylinder
over all angles of incidence require a significantly higher
resolution for similar accuracy �� / lvs�50�.

B. Application to squid

The phase-tracking DWBA method with high resolution
morphology derived from SCT scans of squid is first used to
compare homogeneous and inhomogeneous model predic-
tions for squid. Then, inhomogeneous model predictions are
compared with measurements of scattering by live, freely
swimming squid �Arnaya et al., 1989b, 1989c; Kang et al.,
2005�, as well as by tethered, anesthetized squid �Kang et al.,
2005�. These comparisons are made using both single-
orientation and tilt-averaged results, where tilt is defined as
rotation about the lateral axis of the squid �e.g., positive tilt
is head up�. All measurements of scattering by live squid
concern only the species T. pacificus. Material properties for
squid tissue and swimming tilt-angle distributions come from
published sources, and, therefore, there were no floating pa-
rameters used in these predictions.

1. Effect of inhomogeneities on scattering predictions

In order to analyze the effects of including internal in-
homogeneities �i.e., the seawater-filled mantle cavity� in
modeling predictions, phase-tracking DWBA predictions us-
ing the high resolution morphometry of the live, anesthetized
squid are compared for the homogeneous and inhomoge-
neous cases. Scattering predictions were made versus k1Lml

for dorsal aspect backscattering at various angles of tilt. The
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mantle chamber represents 5.6% of the squid’s body by vol-
ume. The effect of including this seawater-filled cavity is
generally a �1–3 dB difference outside the deepest nulls as
illustrated by predictions at four discrete angles ranging from
−30° to +30° �Figs. 8�a�–8�d��, with the inhomogeneous
model tending to predict higher TSs.

The effect of varying the position of the appendages,
also treated by the phase-tracking DWBA method as volume
inhomogeneities, can be seen by comparing the model pre-
dictions for the splayed-arms case and the straight-arms,
hybrid-construction case with published measurements at
various tilt angles �Fig. 9�. By incorporating the more natural
swimming position of the squid arms and tentacles �straight-
arms case�, scattering predictions were improved for a range
of angles off-normal incidence �−20° ���−10° � by up to
5 dB. It is clear, however, that predictions of far off-normal
angles of incidence for models using both positions of the
appendages underestimate the actual backscattered TS by
5–10 dB or more. Furthermore, the scattering predictions
show considerably more variability than the data associated
with both tethered squid and freely swimming squid, al-
though at least one set of measured data involved averages
�tethered squid� that could contribute to the differences.

Additionally, comparisons were made between the
phase-tracking DWBA predictions �high resolution mor-
phometry, inhomogeneous case� and DWBA predictions us-

ing a homogeneous prolate spheroid. When these models are
compared at normal, dorsal incidence there are significant
differences noticed in the structure of the frequency response
�Fig. 8�a��. While the prolate spheroid has a very regularly
spaced interference pattern, the frequency response predicted
by the phase-tracking DWBA method for the complex mor-
phology of the squid tends to vary in both null spacing and
peak amplitude.

2. Effect of tilt angle on scattering predictions

Scattering predictions versus tilt angle for dorsal aspect
backscattering by T. pacificus are compared to predictions
using the phase-tracking DWBA method �high resolution
morphometry, inhomogeneous material properties, and
straight- and splayed-arms cases� and DWBA predictions for
a homogeneous prolate spheroid of equivalent volume and
similar radius �Fig. 9�. The frequency of the incident wave,
as a model parameter, was chosen to correspond to a value of
k1Lml that matched the frequency and mantle length of squid
used in the published study of scattering by squid. The pub-
lished results of live squid ensonified at 38 kHz �Kang et al.,
2005� include freely swimming squid, ensonified by a split-
beam transducer with swimming angle determined from per-
pendicular side-view cameras, and anesthetized squid teth-
ered at various angles of tilt. The phase-tracking DWBA
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predictions �straight-arms case� agree well between −20° and
+30° tilt in the anesthetized case. This model is significantly
more accurate than the prolate spheroid model which
strongly underpredicts the observed scattering levels at
angles off-normal incidence ��� � �5° �.

3. Comparison of model predictions with averaged
target strength measurements

Scattering predictions with respect to tilt angle are made
for squid by compiling phase-tracking DWBA predictions
for two degree angle increments from −50° to +50°. Results
were weighted using two different tilt distributions of freely
swimming squid from published sources �Kang et al., 2004;
Arnaya et al., 1989a�. Published measurements from three
studies on TSs of T. pacificus are compared with these pre-
dictions �Fig. 10�. The model predictions are cut off at a
value of k1Lml of 150 corresponding to a minimum reso-
lution, � / lvs, of 12.5. The acoustic measurements come from
three sources. Measurements from Arnaya et al. �1989b,
1989c� were estimated from mean volume backscattering
strength. The data from Kang et al. �2005� were measured
from individual squid using split-beam transducers at 38 and
120 kHz. Coincident tilt distribution of squid measured in
these studies was not available. Thus, the predictions pre-

sented here use both tilt distributions to compare with mea-
sured data.

Phase-tracking DWBA predictions and published data
were compared using differential backscattering amplitude,

where the mean absolute error is defined as Ê
= ���bs

data−�bs
pred � � and the root mean squared error is defined

as Erms=����bs
data−�bs

pred�2�. The phase-tracking DWBA pre-
dictions �splayed-arms case� using a tilt distribution of

�−4,11.1� showed better agreement �Ê=1.23	10−4, Erms

=1.52	10−4� than the corresponding predictions using the

tilt distribution of �−17.7,12.7� �Ê=2.26	10−4, Erms=2.46
	10−4�, as seen in Fig. 10�a�. Furthermore, the model pre-
dictions using the straight-arms hybrid morphometry of
squid and a tilt distribution of �−4,11.1� �Fig. 10�b�� agreed

most closely with the data �Ê=9.69	10−5, Erms=1.25
	10−4�.

Finally, the phase-tracking DWBA predictions are com-
pared with DWBA predictions for a homogeneous prolate
spheroid of an equivalent volume and similar radius. Both
predictions use a tilt distribution of �−4,11.1� due to the
better fit with observed scattering data. By incorporating the
high resolution digitizing of the outer shape only �i.e., using
a homogeneous splayed-arms squid scaled to match the as-
pect ratio of the measured species�, an improvement of

−70

−50

−30

R
T

S
(d

B
)

Target Strength Predictions: Squid

0 50 100

−70

−50

−30

k
1
L

ml

0 50 100 150
k

1
L

ml

inhomogeneous homogeneous prolate spheroid

(c) oblique, head down
(θ = −30 deg)

(a) normal
(θ = 0 deg)

(b) near normal
(θ = 5 deg)

(d) oblique, head up
(θ = 30 deg)

FIG. 8. Predictions of scattering by squid �T. pacificus� for various fixed orientations using scaled morphometry of L. pealeii �splayed arms� with homoge-
neous material properties �dashed lines� and inhomogeneous material properties, which includes interior structure of mantle cavity �solid lines�. Predictions
using the DWBA-based prolate spheroid model are shown for normal incidence only �solid gray line�.

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Jones et al.: Scattering by inhomogeneous objects: Squid application 83



2–6 dB over the homogeneous prolate spheroid model was
obtained for a wide range of ka �results not shown�. Replac-
ing the homogeneous splayed-arms squid with an inhomoge-
neous straight-arms squid resulted in predictions with further

improvements of generally 0–2 dB. These improvements
were through increases in level. In some narrow ranges of
kL, the increases were 1–3 dB. Overall, the phase-tracking
DWBA method, incorporating inhomogeneities and more re-
alistic swimming positions �i.e., straight arms and tentacles�,
generally produced a 3–7 dB improvement in predictions
over the homogeneous prolate spheroid model �Fig. 10�b��.

V. DISCUSSION AND CONCLUSION

A method that accurately accounts for scattering by an
inhomogeneous weakly scattering object has been devel-
oped. This new method takes advantage of high resolution
interior and exterior measurements of morphology and rigor-
ously accounts for both the amplitude and phase of the scat-
tered wave by using a phase-tracking approach to the
DWBA. The inhomogeneous object can take the form of �1�
variations of material properties within the body of the scat-
terer and/or �2� appendages or a part of the body that may be
oriented such that the incident sound wave first passes
through part of the body, into the surrounding fluid, and then
back into another part of the body. This numerical method is
applicable for all frequencies and all angles of scatterer ori-
entation and can be applied to arbitrarily shaped three-
dimensional objects. The only constraint in the weakly scat-
tering formulation is that the material properties �density and
sound speed� may not deviate by more than several percent
of the surrounding fluid.

The phase-tracking DWBA method has been tested
against modal-series-based solutions to spherical and cylin-
drical shells and the DWBA finite-length cylinder model
�closed form�. There was excellent agreement in the com-
parisons over the entire range of shell thickness and tilt angle
both with respect to overall scattering levels and structure of
the scattering �i.e., position of the nulls�. Furthermore, the
model predictions agreed well with the analytic solutions to
scattering over the range of material properties considered in
this study. Additionally, an important result emerged from
the modal-series-based solutions for scattering by objects of
varying shell thicknesses. It has been shown here that the
nonaveraged broadband frequency response of a weakly
scattering inhomogeneous object cannot be accurately mod-
eled by a homogeneous object of the same outer form.

The phase-tracking approach, in part, addresses a long-
standing issue associated with predicting backscattering by
weakly scattering, inhomogeneous, and/or irregularly shaped
elongated bodies at angles well away from normal incidence.
It has been shown in previous studies that predictions of
scattering by elongated zooplankton, averaged over orienta-
tions near normal incidence, are relatively insensitive to
small variations in shape and material properties �Stanton
and Chu, 2000�. This has been attributed to the dominance of
scattering from the front and back interfaces of the elongated
scatterer. It has also been demonstrated that once the organ-
ism is oriented well-off broadside, these interfaces contribute
less, making variations of shape and material property sig-
nificant. This issue is common to a wide range of species of
marine organisms, including commonly occurring zooplank-
ton such as copepods and euphausiids. There have been at-
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tempts to address this issue in earlier studies by modeling the
shape of the organisms at high resolution �i.e., resolution
cells much smaller than an acoustic wavelength�. For ex-
ample, in Stanton et al. �1998�, the body of a euphausiid was
assumed to be randomly rough at scales of � /10, with circu-
lar symmetry at each point of the body; in Stanton and Chu
�2000�, the outer boundaries of both euphausiids and copep-
ods were digitized at � /10, again with circular symmetry at
each point; in Lavery et al. �2002�, CT scans were used to
digitize the outer boundary in three dimensions at a mini-
mum resolution of � /10; in Amakasu and Furusawa �2006�
appendages were separately digitized and incorporated into
the modeling of the scattering by euphausiids. Furthermore,
some of these studies included, quite heuristically, inhomo-
geneities within the body by applying various profiles of
material properties to the scattering object. In each of the
studies, the backscattering levels for angles well-off-normal
incidence were shown to increase significantly due to incor-
poration of the fine features of the body �surficial roughness,
inhomogeneities within the body, appendages�. However,
none of the studies accounted for the fact that the phase
change of the acoustic wave is altered as a result of passing

through an inhomogeneity of differing sound speed. An im-
portant consequence of the phase-tracking approach is the
inherent improvement in predictions of scattering at off-
normal angles of incidence where inhomogeneities contrib-
ute significantly to the scattering.

The phase-tracking DWBA method also directly ad-
dresses the issues associated with modeling the scattering by
squid. Laboratory data show that the scattering by squid is
strongly dependent on tilt angle. Since free-swimming squid
are known to swim at tilt angles roughly 4°–20° away from
horizontal, quantitative interpretation of data from vertically
aimed echosounders is one case requiring a scattering model
that is accurate over a range of orientation angles. Prior to
this study, the most advanced model of squid assumed it to
be a homogeneous prolate spheroid that did not account for
details of the shape of the body or inhomogeneities. As
shown in our studies, the prolate spheroid model produces
reasonable predictions �when compared with laboratory data�
for the scattering by squid at near-normal dorsal incidence.
However, our predictions also show that this model signifi-
cantly underpredicts the scattering for angles away from nor-
mal incidence. When measured data and predictions are av-
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eraged over the observed distribution of swimming angles,
the prolate spheroid again significantly underpredicts the
data. By incorporating high resolution measurements of the
outer shape and internal structure of squid obtained from
spiral CT scans, the phase-tracking DWBA method produces
significantly improved predictions over the DWBA, homo-
geneous prolate spheroid model. Improvements were seen in
the TS levels for both single-orientation and tilt-averaged
predictions and were most notable for single-orientation pre-
dictions at a range of off-normal angles of incidence.

Improvements in the scattering predictions for squid
over earlier methods are a result of three aspects of the mod-
eling of shape. These included high resolution depiction of
the outer form of the squid body, internal inhomogeneities,
and natural swimming position of squid appendages �e.g.,
arms and tentacles�. When combined, these additional levels
of complexity yielded a 3–7 dB improvement in the tilt-
averaged predictions. Note that an improvement of 3 dB cor-
responds to a factor of 2 improvement in estimates of nu-
merical density of the squid. As a result of these
improvements, the tilt-averaged predictions with the new
method are generally consistent with measured data over a
wide range of ka. Also, for predictions at single angles of
orientation, at or near-normal incidence, there were differ-
ences of 1–3 dB between the homogeneous and inhomoge-
neous cases.

Although broadband measurements of scattering by
squid were not available for this study, another implication of
rigorously accounting for inhomogeneities in a DWBA scat-
tering model is that more accurate predictions may be made
of frequency responses of weakly scattering marine organ-
isms at discrete angles of orientation. Information about the
frequency-dependent structure of individual echoes from or-
ganisms such as squid may aid in studies of prey discrimi-
nation by echolocating toothed whales and in the use of
broadband scientific echo sounders for spectral classification
of organisms.

For angles of incidence well away from normal inci-
dence �and also well away from expected swimming angles�,
the new approach still significantly underpredicts the experi-
mental data. There could be several sources of this discrep-
ancy. For example, in this method it is assumed that the
entire body is a weak scatterer where the material properties
deviated from the surrounding fluid by only several percent.
However, it is possible that there are small portions of the
body that have much higher density and sound speed con-
trasts and can contribute significantly to the scattering under
some conditions. These portions include a long thin gladius
�or pen�, a parrotlike beak, statoliths �small, bony inner ear
organs�, a hard cartilaginous cranium, and hard lenses in the
eye �Williams, 1909�. Iida et al. �2006� also identified the
liver, a low density organ surrounded by higher density tis-
sue, as a likely scatterer of sound. There are also uncertain-
ties in the degree to which the tissue is inhomogeneous and
there are uncertainties associated with the exact positioning
of the appendages of the squid. Since the scattering by the
main interfaces of the body is small at large angles of inci-
dence, any of these other sources �or some combination�
might contribute significantly to the scattering. These other

sources are not a particular concern in this study since they
do not appear to contribute significantly to the scattering at
tilt angles associated with the swimming position of squid.
However, in applications where the angles are much larger,
those other sources need to be studied such as through the
methods described in Nash et al. �1987� or Iida et al. �2006�.

In conclusion, a new method for predicting acoustic
scattering by weakly scattering bodies has been developed
through applying a phase-tracking approach to the DWBA.
This approach rigorously accounts for phase shifts due to
inhomogeneities and appendages of the body. Furthermore, it
makes use of high resolution three-dimensional digitizing of
the body through spiral CT scans of the body. When applied
to squid, the approach represents a significant improvement
over the previous model of a low resolution homogeneous
prolate spheroid. The improvements were based entirely on
measured quantities and did not rely on any “floating” pa-
rameters. Although the application in this paper involved
squid, this approach has the capability of making accurate
predictions of scattering by a wide variety of important ma-
rine organisms in the fluidlike anatomical group, including
euphausiids and copepods. The main challenges in all of the
modeling will be the determination of material properties
�sound speed and density� and orientation distribution, ac-
counting for parts of the bodies that are not weak scatterers
and obtaining sufficiently high resolution measurements of
shape for small organisms acoustically sampled at high fre-
quencies.
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APPENDIX: MODAL SERIES COEFFICIENTS FOR
FLUID-FILLED FLUID SHELLS

Modal series solutions for spherical and cylindrical scat-
terers have been derived for a wide range of material prop-
erty profiles such as solid elastic, fluid, and fluid-filled elastic
shells �Anderson, 1950; Goodman and Stern, 1962; Stanton,
1988; Faran, 1951�. To the best of our knowledge, explicit
expressions for the modal series coefficients for fluid-filled
fluid shells have not been published; therefore, the following
details are provided for spherical and cylindrical shells. In
the following equations, the properties of the fluid surround-
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ing a scatterer are denoted by the subscript “1,” the fluid
shell of the scatterer is denoted by subscript “2,” and the
fluid inside the shell is denoted by the subscript “3” �Fig. 1�.

1. Spherical shells

The nth modal series coefficient for a fluid-filled spheri-
cal fluid shell expressed as the variable, An, in Eq. �11� is

given below as the ratio of the determinants of two matrices.
These matrices contain the spherical Bessel functions of the
first kind, jn, the second kind, �n, and the third kind �also
known as the spherical Hankel functions of the first kind�,
hn

�1�. Primes on the Bessel functions �e.g., hn
�1���k1a�� indicate

derivatives with respect to their argument

An =


jn�k1a� 0 − jn�k2a� − �n�k2a�

jn��k1a� 0 −
�1c1

�2c2
jn��k2a� −

�1c1

�2c2
�n��k2a�

0 − jn�k3b� jn�k2b� �n�k2b�

0 −
�2c2

�3c3
jn��k3b� jn��k2b� �n��k2b�




hn
�1��k1a� 0 − jn�k2a� − �n�k2a�

hn
�1���k1a� 0 −

�1c1

�2c2
jn��k2a� −

�1c1

�2c2
�n��k2a�

0 − jn�k3b� jn�k2b� �n�k2b�

0 −
�2c2

�3c3
jn��k3b� jn��k2b� �n��k2b�


. �A1�

2. Cylindrical shells

The nth modal series coefficient for a fluid-filled cylin-
drical �infinite-length� fluid shell, expressed as the variable,
Bn, in Eq. �12�, is given below as the ratio of the determi-
nants of two matrices. These matrices contain the cylindrical
Bessel functions of the first kind, Jn, the second kind �also

known as the Neumann functions�, Nn, and the third kind
�also known as the Hankel functions of the first kind�, Hn

�1�.
Primes on the Bessel functions �e.g. Hn

�1���k1a�� indicate de-
rivatives with respect to their argument,

Bn =


Jn�k1a� 0 − Jn�k2a� − Nn�k2a�

Jn��k1a� 0 −
�1c1

�2c2
Jn��k2a� −

�1c1

�2c2
Nn��k2a�
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Benchmark problems for acoustic scattering from elastic objects
in the free field and near the seafloor
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Results from a workshop organized in 2006 to assess the state of the art in target scatter modeling
are presented. The problem set includes free-field scenarios as well as scattering from targets that are
proud, half-buried, or fully buried in the sediment. The targets are spheres and cylinders, of size
O�1 m�, which are insonified by incident plane waves in the low-frequency band 0.1–10 kHz. In all
cases, the quantity of interest is the far-field target strength. The numerical techniques employed fall
within three classes: �i� finite-element �FE� methods and �ii� boundary-element �BE� techniques,
with different approaches to computing the far field via discretizations of the Helmholtz–Kirchhoff
integral in each case, and �iii� semianalytical methods. Reference solutions are identified for all but
one of the seven test problems considered. Overall, FE- and BE-based models emerge as those being
capable of treating a wider class of problems in terms of target geometry, with the FE method having
the additional advantage of being able to deal with complex internal structures without much
additional effort. These capabilities are of value for the study of experimental scenarios, which can
essentially be envisioned as variations of the problem set presented here.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3027446�

PACS number�s�: 43.30.Jx, 43.40.Fz, 43.20.Fn �JGM� Pages: 89–98

I. INTRODUCTION

High-fidelity computer models of acoustic scattering
from three-dimensional �3D� elastic objects included inside
layered acoustic media are of high importance in underwater
acoustics, as well as in other fields such as medical ultra-
sound and nondestructive testing. The models allow quick
studies of many insonification scenarios for a variety of ob-
jects within different background media configurations, with
the scope of determining optimal detection and classification
strategies for different frequencies. In underwater acoustic
applications, low-frequency sonars �typically operating at
frequencies �100 kHz for meter-sized objects� penetrate the
outer shell of the target and hence provide information about
its internal structure and material properties.

A number of modeling techniques for computing the
acoustic scattering from fluid-loaded objects have been de-
veloped over the years. Examples include boundary-element
�BE� methods,1–4 and other methods based on the
Helmholtz–Kirchhoff �HK� boundary integral formulation of
the scattering problem, such as the T-matrix target scattering
theory,5–7 which has been developed to compute the scatter-
ing from simple objects such as spheres, disks, and hemi-
spherically end-capped cylinders, Kirchhoff approximation
models,8 and wavefield superposition methods.9–11 An alter-
native semianalytical technique is based on the recovery of
the solution for irregular 3D bodies from solutions of the
Helmholtz equation on separable geometries via conformal
mapping.12,13 In addition to these, finite-element �FE�
methods2,14–25 have been and continue to be the focus of
large research efforts, mostly because of their capability of

treating complex geometries and internal structure within the
same numerical framework. Further references on FE meth-
ods in acoustics can be found in a review paper by
Thompson26 and in Ref. 27, where both FE and BE methods
in acoustics are covered.

Particularly in underwater acoustic studies, the presence
of boundaries or interfaces in the vicinity of the scatterer
makes it necessary to match the near-field target scattering
model with a technique capable of describing the interaction
between the target-scattered field, computed by analytical
methods or, for example, by one of the techniques described
above, and the surrounding complex layered medium. This
has been achieved by matching the target-scattered field with
the normal mode description of the waveguide,18,28,29 by de-
scribing the multiple scattering between the target and the
interface via spherical harmonic addition theorems,30,31 by
combining the target T-matrix scattering theory with Green’s
function representation of the surrounding medium,32–35 in-
cluding approximations for treating rough interfaces,36,37 and
by the wavefield superposition method,38 particularly in con-
junction with the wavenumber spectral integral representa-
tion of the field in the stratified background medium.39–45

Among the aforementioned target scattering models,
those based on semianalytical approaches �exact modal ex-
pansions and T-matrix methods� are mostly capable of treat-
ing simple target geometries such as spheres, ellipsoids, and
different finite cylinders. Wavefield superposition methods,
BE formulations, and FE formulations can be used to study
more complex target shapes, while the addition of internal
structural details such as the discontinuous transitions be-
tween a solid and a void �or, e.g., ribs and flooded partitions�
makes it necessary to resort to FE-based models. The pres-
ence of domain boundaries and interfaces further restricts the
number of techniques capable of treating situations such asa�Electronic mail: zampolli@nurc.nato.int

J. Acoust. Soc. Am. 125 �1�, January 2009 © 2009 Acoustical Society of America 890001-4966/2009/125�1�/89/10/$25.00



proud, buried, or partially buried targets with internal struc-
tural detail. In this sense, there is a need for reference solu-
tions to a set of test problems, which gradually expose the
increasing complexity of the scattering physics �ranging
from simple perfectly rigid shapes to shells and eventually to
objects with internal structure�, as well as the presence of
boundaries in the vicinity of the target. With the intention of
making such solutions available to the community, and to
establish the ranges of validity, the accuracy, and the compu-
tational speed of different solution methods, a benchmark
workshop was organized at NURC �Ref. 46� in September
2006.

This paper presents solutions to a set of the workshop
test problems in the frequency range 0.1–10 kHz, computed
at NURC, NUWC �NAVSEA Newport, RI�, and FOI, the
Swedish Defense Research Institute in Stockholm. These so-
lutions have been established after a follow-up to the first
round of computations presented in Ref. 46. In all cases, the
quantity of interest is the far field, which is more closely
related to the quantities usually required in practical applica-
tions. A brief overview of the numerical methods employed
is given in Sec. II. Section III addresses the problem of scat-
tering from a finite cylinder submerged in an ideally infinite
volume of water. The structural degree of complexity of the
problem is progressively increased from a perfectly rigid
body �homogeneous Neumann boundary conditions�, to a
void elastic cylindrical shell, and finally to a partially solid-
filled elastic cylindrical shell. In Sec. IV the cylindrical shell
is placed proud on the interface between a water half-space
and a half-space of sand, modeled as a fluid with damping.
Section V deals with scattering from a solid-filled elastic
spherical shell, which is completely buried or half-buried in
the layered water-sand background medium. The challenge
in this case lies particularly in the computation of the far
field inside the layered background medium, with the echo
emanating from an object, which is completely or partially
buried in the lower medium. Additional solutions for a subset
of the workshop test problems not addressed here have al-
ready been presented in earlier publications.25,45

II. OVERVIEW OF THE NUMERICAL METHODS
EMPLOYED IN THE STUDY

A brief overview of the computational methods used at
NURC, FOI, and NUWC to obtain the results presented in
this paper is given in this section. The numerical tools were
used to compute the target strength �TS� in the frequency
band 0.1–10 kHz, sampled with 5 Hz increments. Occasion-
ally, some results may cover slightly different bandwidths or
frequency samplings, based on constraints imposed by the
code efficiency and the computational resources available in
each case.

The standard definition of TS in decibels is TS
=20 log�rpscat / pinc�, where pscat is the amplitude of the scat-
tered field evaluated in the far field of the target at a distance
r �in meters� from the “acoustic center,” and pinc is the am-
plitude of the incident plane wave �see Ref. 47�. The dis-
tance, r, is chosen here so that the receivers lie in the far field
of the scatterer. At such distances, the TS converges to values

that become independent of r. A good choice, applicable to
all the results presented here, is r=50 m. The incident plane
wave has a nominal amplitude of �pinc�=1.

A. NURC

AXISCAT, a frequency-domain FE model for computing
the radiation and scattering from axially symmetric fluid-
loaded structures subject to a nonsymmetric forcing field,25,45

was used to obtain results for each of the test problems pre-
sented here. Using an azimuthal Fourier series expansion of
the 3D acoustic and elastic fields, the 3D FE problem is
separated into a series of independent smaller two-
dimensional �2D� problems. The resulting solution time is
smaller by two orders of magnitude compared to the time
required for the direct solution of the original 3D problem.
The model is implemented by modifying the weak equations
in the 2D acoustics and the 2D structural application modes
of COMSOL MULTIPHYSICS, a commercially available FE
modeling tool.48 The Bérenger perfectly matched layer
�PML� �Refs. 25, 49, and 50� is used to emulate the Som-
merfeld radiation condition for free-field targets as well as
for targets inside layered fluid media. To maximize the com-
putational efficiency of the tool, the PML should be applied
as close as possible to the target. The study presented in Ref.
25 shows, in particular, that the PML can be applied directly
on the target-fluid interface without affecting the accuracy of
the numerical result.

The TS is computed from the FE solution sampled on
the target surface via the HK integral, by employing appro-
priate Green’s functions for the free field or for the layered
medium. For those cases where the problem includes the
presence of a fluid-bottom interface, an efficient approxima-
tion of Green’s functions based on the superposition of point
sources and image point sources is used. The solutions ob-
tained with the NURC FE tool are referred to as “NURC-
FE” below.25 The label “FE-HK” denotes the use of the
NURC-FE model in conjunction with the approximations of
Green’s function spectral transmission integrals �buried
sources� obtained by the method of steepest descent.45

For those cases where an axisymmetric structure is lo-
cated inside a layered medium without breaking the overall
axial symmetry of the geometry, such as the problems of Sec.
V, the FE-HK approach models all multiple interactions be-
tween the target-scattered field and the sediment. If the over-
all symmetry is broken, but the target is still axisymmetric,
such as in Sec. IV, the single-scattering approximation is
obtained by computing the scattered field components for the
target in the free field, generated by the directly incident field
and by the bottom-reflected incident field, respectively.

OASES is a tool for computing the acoustic propagation
inside fluid- and elastic-layered media via the wavenumber
integral representation of Green’s functions.39–42 The scatter-
ing module of OASES includes analytical models for com-
puting the scattering from layered elastic spheres. Solutions
can be computed by either using a single-scattering approxi-
mation or by computing the full solution using a nodal stiff-
ness matrix describing the target surface impedance, in con-
junction with a discrete representation of the HK integral for
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the layered medium. The full solution of the scattering prob-
lem with OASES requires the inversion of a dense matrix at
each frequency, the size of which is equal to twice the num-
ber of surface points required to characterize the target im-
pedance. Because of the computational cost of this approach,
it is preferrable to adopt the single-scattering approximation
whenever the solution is not strongly affected by second-
order scattering effects between the target and the water-
sediment interface. In the present paper, this is the case for
the completely buried sphere problem of Sec. V A, while the
higher-order scattering effects, which have a strong effect on
the solution of the half-buried sphere problem of Sec. V B,
made it necessary to use the computationally more demand-
ing stiffness matrix solution. The OASES solutions are rep-
resented by the TS curves labeled “OAS” in the plots.

B. FOI

BE solutions for the rigid cylinder in Sec. III A, and the
empty cylindrical shell problems in Secs. III B and IV, were
obtained with a high-order boundary integral equation �BIE�
tool developed at FOI.3,4,51 The program is capable of com-
puting the scattering from 3D perfectly rigid bodies and
solid-shell bodies. The boundary integrals are computed by a
global high-order quadrature technique using tilted spherical
coordinates to remove the singularities in the BIE kernel.
The target geometry is represented by a map of B-splines.

The FOI tool can model targets in layered solid and fluid
media by inserting appropriate Green’s functions into the HK
integral.44 Green’s functions for layered background media
are computed by separating the range- and depth-dependent
equations via Hankel transforms in range. The depth-
dependent ordinary differential equations for each homog-
enous layer are solved with FEs.43,52 The basis functions
used in this particular FE technique are obtained from the
analytical solutions of the source-free ordinary differential
equation associated with each layer. For convenience, the
solutions obtained at FOI are labeled “FOI-BIE” further be-
low.

C. NUWC

The NUWC solutions were computed with SONAX, the
axisymmetric structural acoustic FE modeling tool devel-
oped at NRL during the 1990s.15,16,18,29 The version of
SONAX used to obtain the results presented in Sec. III em-
ploys unconjugated infinite elements �UIEs� �Refs. 2, 15, and
21� to emulate the Sommerfeld radiation condition. SONAX
and AXISCAT both use similar implementations of the azi-
muthal Fourier mode decomposition of the 3D FE equations,
with the main difference being that SONAX uses high-order
hierarchic FE basis functions, while AXISCAT uses standard
Lagrange polynomials. The comparison of the SONAX-UIE
solutions with the AXISCAT-PML solutions makes it pos-
sible to verify the effectiveness of the PML, particularly in
those cases where it is applied in direct contact with the
target. For completeness, it should be mentioned that PMLs
have been added into SONAX independently by Shirron and
Giddings,18 in conjunction with a normal mode model to
obtain the far field inside a water waveguide overlying a

fluid sediment half-space.29 This new capability, however, is
not immediately applicable to the problems studied in Secs.
III and V, where the water depth is ideally infinite.

III. SUBMERGED CYLINDER

The scatterer is a 2.0 m long cylinder of 0.5 m outer
diameter, with one hemispherical and one flat endcap �Fig.
1�a��, submerged in an ideally infinite volume of water. A
plane wave insonifies the cylinder at three angles with re-
spect to the cylinder axis: 0°, 70°, and 90°, where 90° is
broadside insonification �Fig. 2�. The scattered field is com-
puted at predefined spatial positions around the object over
the frequency bands of interest. There are three subcases: �a�

FIG. 1. �Color online� Three cylinders are considered. Perfectly rigid cyl-
inder �a�, void cylindrical shell �b�, and 90% filled cylindrical shell �c�.

FIG. 2. Geometry of the cylinder scattering problem.
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a perfectly rigid cylinder �zero normal velocity on target sur-
face�, �b� a void cylindrical shell of 1 cm wall thickness
having the same dimensions as the cylinder of case �a�, and
�c� the cylindrical shell of case �b� filled with solid material
for 90% of the volume. The filling and the casing are as-
sumed to be perfectly bonded. The acoustic properties of the
materials used in the models are given in Table I. No damp-
ing was considered for the fiberglass shell and the solid fill-
ing. The reason for this is that no reliable information on
attenuation values for these types of materials were found in
literature. Simulations show that even a small damping will
have an appreciable effect on the elastic response, causing
mostly a smoothing of sharp resonance peaks.

The examples presented here compare the results ob-
tained for the TS as a function of frequency for backscatter-
ing at broadside insonification ��=90° �, scattering with the
receiver in the same direction as for the broadside case, but
with the wave incident obliquely from �=70°, and back-
scattering at end-on insonification ��=0° �. These results
should give a good basis for benchmarking comparisons to
readers interested in using other numerical models than the
ones presented here. Additional receiver angles are covered
in Ref. 46.

A. Perfectly rigid cylinder

The free-space cylinder is considered to be perfectly
rigid �i.e., homogeneous Neumann boundary conditions on
the wet surface�. This is a calibration case that serves the
purpose of checking the general code setup with plane-wave
insonification from different angles and far-field TS compu-
tations at different look directions. Since the cylinder is con-
sidered a rigid body, there is no wave propagation inside the
cylinder �no elastic effects� and the scattering problem re-
duces to a simple reflection problem in the exterior domain
for the cylinder. In this sense, the perfectly rigid cylinder
example serves also as a first test case for the numerical
approximations of the radiation boundary conditions imple-
mented in the various codes.

The solutions for the three different insonification direc-
tions, obtained with the NURC-FE, the NUWC-FE, and the
FOI-BIE model in the band 0.1–10 kHz, are presented in
Fig. 3. The three models give almost identical answers to this
scattering problem, and any one of these results could there-
fore be designated a reference solution. The small differences
seen in some of the comparisons could presumably be elimi-
nated by using the same frequency sampling and by pushing
the numerical convergence. In particular, these results sug-
gest that the radiation boundary conditions implemented in
the three tools, namely, the NURC PML, used in the

NURC-FE model,25 the UIE,21used in the NUWC-FE
computations,2,15 and the FOI BE method,4 yield a satisfac-
tory numerical agreement.

B. Cylindrical shell

A fiberglass shell of 1 cm thickness, of the same shape
as the cylinder studied in Sec. III A, is considered in this test
case. The shell material is fiberglass with the parameters
given in Table I. Note that material damping is ignored. In
this case a host of shell-borne Lamb modes will be excited,
which, in turn, give rise to elastic resonance effects in the
computed TS spectrum. Results for the three different insoni-
fication angles, obtained with the NURC-FE, the NUWC-FE,
and the FOI-BIE models, are presented in Figs. 4–6. The
results agree very well in each of the three test cases, with
the agreement between the NURC-FE and the NUWC-FE
model being closest. The FOI-BIE results, which have been
computed for a set of more sparsely sampled frequencies
�20 Hz spacing� compared to the other two models �5 Hz
spacing�, miss some of the narrow resonance peaks. The dis-

TABLE I. Material properties. A p-wave attenuation of 0.5 dB /� is assumed
for the sediment.

cp �m/s� cs �m/s� � �kg /m3�

Water 1500 0 1000
Sediment 1600 0 1800
Fiberglass casing 3500 1400 3000
Solid filling 2500 1200 2000
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FIG. 3. �Color online� Scattering from a perfectly rigid cylinder.
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FIG. 4. �Color online� Backscattering from a cylindrical shell, broadside
insonification.
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agreement is more evident in Fig. 5, where the presence of
helical shell-borne Lamb waves gives rise to a particularly
complex resonance structure. In conclusion, the solutions
computed with the NURC-FE and with the NUWC-FE
model can be regarded as reference solutions for the cylin-
drical shell scattering problem.

C. Partially solid-filled cylindrical shell

This is the same cylindrical shell as in Sec. III B, but
with a solid filling, as shown in Fig. 1�c�. The shell material
is fiberglass and the filling is a material with the parameters
given in Table I. Note that material damping is ignored in
both the shell and the solid filling. In this case, a complex
resonance structure is expected due to the coupling of shell-
borne waves with body waves in the interior. This test prob-
lem is computationally challenging for 3D codes, since the
interior of the cylinder is part of the solution domain �more
elements, many more degrees of freedom, much longer com-
putation times�. For this reason, the problem was not solved
with the FOI-BIE code. Figures 7–9 show almost identical

results for the NURC-FE and the NUWC-FE model. Due to
the computational efficiency of these codes, a check on nu-
merical convergence was possible over the entire frequency
band, and the results can be regarded as benchmarks for this
structurally complex test problem.

IV. CYLINDRICAL SHELL ON THE INTERFACE
BETWEEN TWO FLUIDS

The same cylinder as in Sec. III B is placed on a flat
seabed �modeled as a fluid half-space� extending below a
half-space of water, as described in Fig. 10. Sediment prop-
erties corresponding to sand are listed in Table I, with a
realistic p-wave attenuation of 0.5 dB/wavelength assumed
for the sandy sediment. By introducing a water-sediment in-
terface near the cylinder, the scattering geometry is no longer
axisymmetric, which complicates the issue of generating ac-
curate results for this test problem. In fact, none of the mod-
eling tools applied to the free-space cylinder, except for the
3D BIE code, seem directly applicable to such a problem.
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FIG. 5. �Color online� Scattering from a cylindrical shell, oblique insonifi-
cation at 70°.
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FIG. 6. �Color online� Backscattering from a cylindrical shell, end-on in-
sonification.
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FIG. 7. �Color online� Backscattering from a solid-filled cylindrical shell,
broadside insonification.
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FIG. 8. �Color online� Scattering from a solid-filled cylindrical shell, ob-
lique insonification at 70°.

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Zampolli et al.: Benchmarking underwater target scattering models 93



Solutions are presented in Fig. 11 for subcritical �graz-
ing angle �=15° insonification� and in Fig. 12 for supercriti-
cal ��=25° insonification�. The agreement between the FOI-
BIE and NURC-FE results, particularly for the forward
scattered �point 2� solutions, is quite close.

Since this is not an axisymmetric scattering problem, the
approximate NURC-FE answer was generated as a superpo-
sition of two plane-wave solutions, one at an angle � with
respect to the bottom, and one at an angle −�, with modified
amplitude and phase corresponding to the bottom-reflected
incident plane wave. In the successive step, the two scatter-
ing problems are solved for the cylinder in free space �axi-
symmetric, no interface�, using the NURC FE code. Finally,
the far-field TS is computed via the HK integral using a
raylike first-order steepest descent approximation for the
two-layer Green’s function spectral integral.25 This approach
has been shown to provide accurate results for other scatter-
ing problems, despite the two approximations involved: no
multiples between cylinder and water-bottom interface, and
the use of the approximation in the far-field computation.

The results of the fully 3D FOI-BIE model runs for this
case appear to be the most accurate ones. The NURC-FE
solution in Fig. 11 for backscattering at a grazing incidence
of 15° has the same resonance structure as the FOI solution,
but levels are off by approximately 3 dB in the frequency
range 4.0–10.0 kHz. The agreement is much better for �
=25°, Fig. 12, where only an interference null around
2.75 kHz is missed by the NURC solution. It is probably the

result of ignoring multiple scattering in the NURC solution
that causes these disagreements, with stronger effects seen at
low grazing angles. In summary, the scattering from a cylin-
der on the seabed can be computed with good accuracy by
both models, and even though one cannot claim benchmark
accuracy as for Sec. III, the FOI/NURC solutions in Figs. 11
and 12 represent a reference to within a few decibels over the
entire frequency range. The FOI-BIE solutions plotted in
Figs. 11 and 12 are smoother compared to the NURC solu-
tion, because the computation times associated with the so-
lution of the fully 3D BIE model made it necessary to select
a sampling of the frequency spectrum, which is four times
coarser compared to the NURC computations.

A. Partially solid-filled cylindrical shell proud on the
seafloor

The partially solid-filled cylindrical shell of Sec. III C is
placed on the seafloor according to Fig. 10. The results for
backscattering and forward scattering, at subcritical insonifi-
cation ��=15° � and supercritical insonification ��=25° �, are
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FIG. 11. �Color online� Scattering from a cylindrical shell, proud on the
seafloor. Subcritical insonification 15°.
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FIG. 12. �Color online� Scattering from a cylindrical shell, proud on the
seafloor. Supercritical insonification 25°.
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presented in Fig. 13. Given the computational complexity of
the problem, the only available solution was obtained with
the NURC-FE tool AXISCAT. Although the comparison with
alternative solutions was not possible in this case, there is
some degree of confidence in the results shown in the figure,
which have been obtained using a mesh with the same spatial
discretization as the one used for the void cylindrical shell.
Hence, by extension of the conclusions drawn for the com-
parison between the FE result and the BIE result for the
proud void cylindrical shell, it is reasonable to expect that
the FE solutions of Fig. 13 can be considered as accurate
solutions within the limitations of the single-scattering ap-
proach.

V. BURIED AND HALF-BURIED SPHERES

For spherically symmetric objects �shells or filled
spheres�, the plane-wave scattering in a homogeneous me-
dium can be solved analytically. Moreover, specialized codes
have been developed to treat this scattering problem in the
presence of a water-sediment interface.18,25,29,32–34,39–42,45 In
this section, the attention is turned to a spherical shell of
1.0 m outer diameter and wall thickness 1 cm, filled with the
solid material of which the material properties are given in
Table I. The sphere is embedded in a two-layered back-
ground fluid medium, with the upper medium being water
and the lower medium being sand �Table I�. The scattered
field is computed in the far field away from the object, over
the frequency band 0.1–10 kHz. Two subcases are consid-
ered �Fig. 14�: �a� sphere buried at 20 cm depth, and �b�
half-buried sphere. The far-field receivers are located in the
backscattering direction and in the forward scattering direc-
tion, at a distance of 50 m from the projection of the sphere
centroid on the water-sediment interface plane. Solutions are
computed for subcritical insonification �grazing angle �inc

=15°� and for supercritical insonification �grazing angle
�inc=25°�.

Benchmark results for scattering from the buried and
half-buried void spherical shells have already been presented

in Ref. 45. Solving the problem for a filled spherical shell is
a more challenging task, because of the increased structural
complexity of the target. This narrows down the number of
computational techniques, which can be employed. The re-
sults presented here compare the coupled FE with HK
postprocessing25,45 �labeled FE-HK in the plots� to solutions
obtained by the wavenumber integration tool OASES �Refs.
39–42� �labeled OAS in the plots�.

A. Buried sphere

The far-field TS for the buried sphere is plotted in Fig.
15. The OASES solution was computed with the single-
scattering approximation of the scattering module, which
computes the field scattered by the sphere included in an
ideally infinite sand medium by a spherical harmonic super-
position method. The far-field TS is successively computed
via the HK integral, which takes into account the two-
layered background medium by employing Green’s functions
obtained through the numerical integration of horizontal
wavenumber spectral integrals.

The agreement between the FE-HK and the OAS result
is overall very good, for both subcritical insonification �Fig.
15�a�� and supercritical insonification �Fig. 15�b��. Some dis-
agreement can be seen in the subcritical backscattering re-
sults, in the low TS region above 4 kHz. Similar discrepan-
cies have been observed also in previous model comparison
studies45 for a buried spherical shell. Nevertheless, the trend
in the low TS region above 4 kHz agrees well between the
two models.

The overall good agreement between the FE-HK solu-
tion, which is a full scattering solution, and the OAS solu-
tion, which takes into account only single scattering, sug-
gests that the interference between the scattered field and the
water-sediment interface is negligible in this case.

B. Half-buried sphere

In this more complicated test problem, the multiple-
scattering interactions between the spherical target and the
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seafloor cannot be neglected. For this reason, it is necessary
to compute the OAS solution using a nodal stiffness matrix
describing the target surface impedance, in conjunction with
the discrete representation of the HK integral for the layered
medium. The full solution of the scattering problem with
OASES requires the inversion of a dense matrix at each fre-
quency, the size of which is equal to twice the number of
surface points �pressure and pressure-gradient sources� re-
quired to characterize the target impedance. The computa-
tional burden of this approach has made it necessary to limit
the maximum frequency of the OASES computations to
5.5 kHz. In Fig. 16 the FE-HK solution and the OASES
solution are compared. The agreement in both backscattering
and forward scattering is good at the low frequencies, with
some differences, caused by the progressive degradation of
the OASES stiffness matrix solution convergence, appearing
as the frequency increases. For the lower part of the fre-
quency band, the solutions provided can be regarded overall
as benchmark solutions. The FE-HK solution was obtained
by discretizations analogous to those used for the complete
burial computations, which gives some degree of confidence
in the accuracy of the FE-HK results throughout the entire
frequency band.

VI. CONCLUSIONS

This paper gives an overview of a number of different
numerical techniques currently employed in low-frequency
�0.1–10 kHz for O�1 m�-sized objects� target scatter model-
ing. Results are presented for a set of test problems compris-
ing free-field scattering scenarios as well as scattering from
targets that are proud, half-buried, or fully buried in the sedi-
ment.

Solutions to axisymmetric free-field problems, such as
the submerged cylinder and shell of Sec. III, are easily ob-
tained with high accuracy by the FE methods and by the BE
method for the cases without the internal structure. The prob-
lem becomes computationally intensive when the cylinder is
partially solid filled, in which case the addition of an internal
structure in the target is modeled in a straightforward way by
the FE methods. Interaction with an interface is a nontrivial
problem: Only two solutions �NURC FE and the fully 3D
FOI BIE� for a void cylindrical shell could be obtained, for
which one is a single-scattering approximation resulting
from the postprocessing of the free-field results computed by
the axially symmetric NURC FE. Because of the presence of
the internal structure, only the NURC FE single-scattering
solution is available for the filled cylindrical shell proud on
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FIG. 15. �Color online� Scattering from the buried filled sphere at subcritical
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the seabed. For the solid-filled spheres, the FE-HK model
and the OASES model provide reference solutions for the
buried and the half-buried configuration. The wavenumber
integration solution coupled to the stiffness matrix approach
for the half-buried sphere is limited to the lower part of the
frequency band, for constraints imposed by the available
computational resources. Nevertheless, the comparison at the
lower frequencies together with the convergence of the FE
solution give a basis of confidence for the reliability of the
FE-HK solution also at higher frequencies in this case.

From this study, it is also apparent that full 3D modeling
is computationally intensive and generally prohibitive with-
out the availability of a multinode computing facility. Over-
all, the low-frequency solution quality is very good and ref-
erence solutions are identified for all but one of the seven test
problems.

The accuracy of the solutions presented, and the capa-
bility of the FE method and of the BE method to model more
complex shapes than the ones presented in this paper, make it
possible to envision the application of such techniques to the
analysis of targets commonly encountered during field work.
The FE method has also the advantage of being able to deal
in an immediate manner with discontinuous internal struc-
tures �such as the filler-void transition inside the cylindrical
shell of Sec. III C�, which makes the technique amenable for
studying complex targets containing, for example, ribs, solid
partitions, and flooded partitions. The study of such problems
is of interest in connection with experimental work, for ex-
ample, the study of a composite inhomogeneously filled cyl-
inder on the seafloor presented in Ref. 53, or the detection of
internal flaws in composite objects.54
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Coherence function of a sound field in an oceanic waveguide
with horizontally isotropic statistics
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The mean value and the coherence function of a sound field propagating in an oceanic waveguide
with random inhomogeneities are important statistical characteristics of this field, which are needed
for many practical applications. Closed equations for the coherence function were obtained in many
works for both two dimensional and three dimensional geometries. For the 3D case, these equations
are too involved even for a numerical treatment. In this paper, explicit expressions for the mean field
and the coherence function due to a point omnidirectional monochromatic source in a 3D waveguide
are derived for the case of random inhomogeneities, which are statistically isotropic in a horizontal
plane. The solutions are much simpler than those obtained previously due to the cylindrical
symmetry of the problem. The theory developed is used to study numerically the mean field and the
coherence function in an oceanic waveguide perturbed by a random field of internal waves with the
Garrett–Munk spectrum. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3035832�

PACS number�s�: 43.30.Re, 43.30.Bp, 43.30.Qd �JAC� Pages: 99–110

I. INTRODUCTION

Coherence of low-frequency sound waves propagating
over long ranges in the ocean diminishes due to sound scat-
tering by random internal waves �IWs� and spice. Important
statistical characteristics of a sound field are the mean value
and the coherence function. These first two statistical mo-
ments of a sound field have been studied in many works
using different approaches, e.g., Refs. 1–8. For low-
frequency, long-range sound propagation in a fluctuating
ocean, a modal representation of a sound field seems to be
the most adequate. This representation was used in studies of
sound propagation through a fluctuating ocean both for a two
dimensional �2D� geometry �e.g., see Refs. 6 and 9� and for
a three dimensional �3D� geometry.5,7,8,10,11 In the latter pa-
pers, closed equations for the mean sound field and the co-
herence function in a 3D fluctuating ocean were derived us-
ing different techniques. The mean sound field can be
calculated relatively easy with these equations. However,
most of the equations for the coherence function are too in-
volved to be solved numerically.

For example, in Ref. 5, the Chernov method12 was used
to calculate the first two statistical moments of a monochro-
matic sound field. The equations derived for the coherence
function allowed us to obtain some numerical results, e.g.,
the depth-averaged coherence function. However, a dimen-
sion of the set of these equations is still too large for a de-
tailed numerical analysis of the dependence of the coherence
function on the parameters of the problem.

The goal of the present paper is to simplify the theory
developed in Ref. 5 and to make it readily amenable for
numerical studies of the coherence function of a low-
frequency sound wave propagating in a fluctuating ocean. To
this end, we will assume that random inhomogeneities in the

ocean are statistically homogeneous and isotropic in a hori-
zontal plane and that a sound source is omnidirectional. Both
these assumptions are valid with good accuracy for many
problems of low-frequency, long-range sound propagation.
With these assumptions, it is worthwhile to use a cylindrical
coordinate system and to decompose the sound field into a
sum of acoustic modes and azimuthal harmonics similar to
the approach of Ref. 7. Then, the Chernov method is used to
obtain closed equations for the first and second moments of
the mode amplitudes. As a result, closed equations for the
mean field and the coherence function of a sound wave
propagating in a random ocean are derived. The solution of
the equation for the mean field agrees with those known in
the literature. The dimension of a scattering matrix appearing
in the solution of the equation for the coherence function is
much smaller than those in the previous works due to the
symmetry of the problem used in the derivation. This makes
the theory developed readily amenable for numerical calcu-
lations of the coherence function. Examples of such calcula-
tions are presented.

The paper is organized as follows. In Sec. II, starting
equations for the considered problem are presented. The
mean field and the coherence function are calculated in Secs.
III and IV, respectively. In Sec. V, the theory developed is
used for numerical studies of the coherence function of a
sound field propagating in an oceanic waveguide with a ran-
dom field of IW. Finally, Sec. VI summarizes the results
obtained in the paper.

II. PROBLEM FORMULATION

A. Starting equations

Let a point omnidirectional monochromatic source be
located at z=z0 and r=0 in an oceanic waveguide with ran-
dom inhomogeneities �see Fig. 1�. Here, z and r= �x ,y� are
vertical and horizontal coordinates. The ocean surface and
the upper surface of the ocean bottom are located at z=0 anda�Electronic mail: alexander.voronovich@noaa.gov
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z=−H, respectively. The ocean bottom is modeled as a strati-
fied fluid located within the layer −Hb�z�−H, which lies
on an acoustically hard �basalt� plane surface located at z=
−Hb. Within the water column �i.e., at −H�z�0�, the sound
pressure p�r ,z� due to the omnidirectional point source sat-
isfies the Helmholtz equation

� �2

�z2 + �r
2 +

�2

c2�r,z��p = ��z − z0���r� , �1�

where � is the sound frequency, � is the delta function, and
c�r ,z� is the sound speed, which includes both a regular
sound-speed profile in a stratified ocean and random fluctua-
tions due to, e.g., IW.

In Eq. �1�, we set �2 /c2�r ,z�=�2 /c0
2�z�−��r ,z�. Here,

1 /c0
2�z�= �1 /c2�r ,z��, where the brackets � � denote averaging

over an ensemble of realizations of sound-speed fluctuations,
and � is a random function given by

��r,z� =
�2

c0
2���

−
�2

c2�r,z�
. �2�

The random function � is assumed to be statistically homo-
geneous and isotropic in a horizontal plane; note that ���
=0.

For low-frequency, long-range sound propagation, it is
worthwhile to decompose the sound field p into a sum of
acoustic modes un�z� corresponding to a stratified ocean
without fluctuations ��=0� and a stratified fluid bottom.
Within the layer −Hb�z�0, these modes satisfy the
equation13

	 d

dz
� 1

�0�z�
d

dz
� +

1

�0�z�� �2

c0
2�z�

− �n
2�
un = 0 �3�

and boundary conditions at the ocean surface and hard bot-
tom: un�0�=0 and ��un /�z�z=−Hb

=0. Here, �0 is the dimen-
sionless density, which is equal to 1 within the water column
but can depend on z within the fluid bottom, �n are propaga-
tion constants, and n=1,2 , . . .. In the absence of sound ab-
sorption in the bottom, the acoustic modes un and squares of
the horizontal wave numbers �n

2 are real. Note that a gener-
alization of the theory developed below to account for sound

absorption �which results in complex un and �n� is straight-
forward. However, for simplicity and to be able to check
energy conservation, it is assumed that sound absorption in
the bottom is absent. The set of the acoustic modes is com-
plete and orthonormal,

�
n

un�z�un�z0� = �0�z0���z − z0�, �
−Hb

0 un�z�um�z�
�0�z�

dz = �nm.

�4�

We will consider sound propagation in the forward scattering
approximation, according to which the sound field p satisfies
the following integral equation:

p�r,z� = G0�r;z,z0� + �
−H

0

dz��
0�r��r

G0�r − r�;z,z��

���r�,z��p�r�,z��dr�. �5�

Here, r= r and G0 is the Green’s function of Eq. �1� in a
stratified ocean without random inhomogeneities �i.e., when
c=c0�z��,

G0�r − r�;z,z�� = −
i

4�
n

un�z�un�z��H0
�1���nr − r�� , �6�

where H0
�1� is the Hankel function. Note that since in the fluid

bottom �=0, in Eq. �5� the integration over z� is, in fact,
limited to the water column.

The Helmholtz equation �Eq. �1�� is equivalent to Eq. �5�
if the upper limit of integration over r� in Eq. �5� is set to
infinity. By setting this limit to r, the effect of the random
inhomogeneities ��r ,z�� with r��r on p�r ,z� is ignored;
i.e., backscattering of sound waves is neglected. Equation �5�
is similar to Eq. �7� in Ref. 14 where the case of a sound
wave incident on an inhomogeneous medium located at x
�0 is considered. Note that since the backscattering is ig-
nored, the sound wavelength � must be significantly smaller
than the characteristic horizontal scale of sound-speed fluc-
tuations.

The goal of this paper is to calculate the first two statis-
tical moments of the sound field. In all previous works
known to us, except for Ref. 7, these statistical moments
were studied in the Cartesian coordinate system. It will be
shown below that calculation of the coherence function is
significantly simpler in a cylindrical coordinate system r ,	 ,z
�see Fig. 1� when one can take advantage of the rotational
symmetry of the problem. Note that in the cylindrical coor-
dinate system, r= �r cos 	 ,r sin 	�. In this system, it is
worthwhile to decompose the sound field into the sum of
both acoustic modes and azimuthal harmonics,7

p�r,	,z� = �
n

�
q=−





anq�r�un�z�Hq
�1���nr�eiq	, �7�

where anq�r� are the mode amplitudes. Equations for anq�r�
are presented in the next subsection.

B. Equations for mode amplitudes

Let the propagation range be divided into a number of
cylindrical slabs �0,r1� , �r1 ,r2� , . . . , �rL−1 ,rL=r�, where L is

z

x

y

Bottom

Ocean surface

Sourcez0

−H

−Hb



∆y

ri
ri1

r

0

r,1, z1

r,2, z2

FIG. 1. The geometry of sound propagation in the ocean. Two receivers are
located at �r ,	1 ;z1� and �r ,	2 ;z2�. The horizontal distance between them is
�y=r�	1−	2�. The �i+1� cylindrical slab ri�r�ri+1 is also shown.
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the number of slabs. The �i+1� slab is shown in Fig. 1. In the
first slab, the sound field is calculated using Eq. �5�, where
r=r1. This allows us to determine the sound field p�r1 ,	 ,z�
at the internal surface �beginning� of the second cylindrical
slab. In the second slab, the sound field is also calculated
using the forward scattering approximation, which allows us
to determine the sound field at the internal surface of the
third cylindrical slab, p�r2 ,	 ,z�, and so on. Inside the
�i+1� slab, where i=0,1 , . . . �L−1�, the sound field p�r ,	 ,z�
satisfies the following integral equation:

p�r,z� = pi�r,z� + �
−H

0

dz��
ri�r��r

G0�r − r�;z,z��

���r,z��p�r,z��dr�. �8�

Here, ri�r�ri+1 and pi�r ,z� is the sound field inside the
slab without random inhomogeneities, which at r=ri coin-
cides with the sound field at the internal surface of the ith
cylindrical slab: pi�ri ,	 ,z�= p�ri ,	 ,z�. Equation �8� differs
from Eq. �5� only by limits of integration over r� �which
correspond to a particular slab� and by the first term on the
right-hand side, which corresponds to the field at the begin-
ning of a slab. In the first slab, where i=0, Eq. �8� coincides
with Eq. �5�, provided that p0�r ,z�=G0�r ;z ,z0� and r0=0.

Similar to Eq. �7�, the sound field pi�r ,z� is decomposed
into a sum of acoustic modes and azimuthal harmonics,

pi�r,	,z� = �
n

�
q=−





anq�ri�un�z�Hq
�1���nr�eiq	. �9�

Note that in this equation, the mode amplitudes anq�ri� do not
depend on r. In Eq. �6�, the Hankel function is also decom-
posed into the sum of azimuthal harmonics,

H0
�1���r − r�� = �

q=−





Jq��r��Hq
�1���r�eiq�	−	��, �10�

where Jq is the Bessel function. Substituting Eqs. �7�, �9�,
and �10� into Eq. �8�, we obtain an integral equation for the
mode amplitudes within the �i+1� cylindrical slab,

anq�r� = anq�ri� + i �
n�,q�

�
ri

r

Vnq
n�q��r��an�q��r��dr�. �11�

Here, Vnq
n�q� are given by

Vnq
n�q��r�� = −

1

4
�

0

2

d	�r�Jq��nr��Hq�
�1���n�r��e

−i�q−q��	�

��
−H

0

un�z����r�,z��un��z��dz�. �12�

In this formula, the Bessel function can be written as
Jq��nr��= 1

2Hq
�1���nr��+ 1

2 �Hq
�1���nr���*. Substituting this for-

mula into Eq. �12�, we express Vnq
n�q� as a sum of two terms,

the first of which contains the product Hq
�1���nr��Hq�

�1���n�r��.
If the arguments of both Hankel functions are large, this
product is a rapidly oscillating function of r�, which after
integration with respect to r� in Eq. �11� gives a negligible
contribution to anq. �Here, we take into account that ��r ,z��

varies slowly on the scale of a sound wavelength.� The sec-
ond term contains the product Hq

�1���nr���Hq�
�1���n�r���*. In this

product, we replace the Hankel functions with their asymp-
totics,

Hq
�1��x� �� 2

x
exp�ix −

iq

2
−

i

4
� , �13�

which are valid for q�x.
The lowest order correction to the asymptotics �Eq. �13��

would be given by the term iq2 /2x in the exponential in this
equation. �This correction term easily follows from Eq.
�8.453.3� in Ref. 15.� For small 	, one has exp�iq	�
=exp�iq�y /r�, where �y is a cross-range distance. There-
fore, for typical values of q one finds q�r /�corr, where �corr

is a correlation radius of the sound field. Thus, in Eq. �13�
the correction term can be neglected if the following condi-
tion is fulfilled:

�corr � �r/k0 � �F, �14�

where k0 is a reference sound wave number and �F is the
radius of the first Fresnel zone. Since �corr diminishes with
distance �usually as r−1/2�, the condition given by Eq. �14�
breaks down for sufficiently large r.

Note that a rather restrictive inequality given by Eq. �14�
is a sufficient condition of applicability of the results ob-
tained in the paper. Necessary conditions are probably much
less restrictive. For example, in Sec. III C the decrements of
attenuation of acoustic modes calculated without the correc-
tion term iq2 /2x are compared with those calculated using
the diagram technique, which is a more general approach
than that in the present paper. It is shown that the results
coincide regardless of the condition given by Eq. �14�. Fur-
thermore, when considering the coherence function, the cor-
rection term iq2 /2x corresponding to one point of observa-
tion should be subtracted from that corresponding to another
point. As a result, these two correction terms are partially
canceled. A rigorous analysis of such cancellation is rather
involved and not presented in this paper.

Substituting Eq. �13� into Eq. �12�, we have

Vnq
n�q��r�� = −

1

4

ei��n�−�n�r�

��n�n�
�

0

2

d	�ei�q�−q��	�−/2�

��
−H

0

un��z����r�,z��un�z��dz�. �15�

It follows from this equation that the matrix V is Hermitian

Vnq
n�q� = �Vn�q�

nq �*. �16�

�Note that the Hermitian property, Eq. �16�, holds only in the
absence of sound absorption in the bottom when un and �n

are real.�
We now assume that the sound-speed fluctuations are

small and, following the Chernov method,12 iterate Eq. �11�
twice,
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anq�r� = anq�ri� + i �
n�,q�

�
ri

r

dr�Vnq
n�q��r��an�q��ri�

− �
n�,q�,n�,q�

�
ri

r

dr�Vnq
n�q��r���

ri

r�
dr�Vn�q�

n�q��r��

�an�q��ri� + O��3� . �17�

Note that to obtain nontrivial results after averaging, one has
to include terms that contain products of two �-terms. To
include all such terms, Eq. �11� was iterated twice. The third
iteration of this equation is not needed if scattering in a cy-
lindrical slab with the width of order of the correlation radius
l0 of the sound-speed fluctuations in the horizontal plane is
relatively weak. �Equation �11� could be iterated an infinite
number of times, resulting in a diagram technique,16 which is
not considered in this paper.� Equation �17� for the mode
amplitudes anq�r� will be a starting point in derivation of
closed equations for the mean field and the coherence func-
tion.

III. MEAN FIELD

In this section, the mean sound field p̄ is calculated. To
this end, both sides of Eq. �7� are averaged over an ensemble
of realizations of �. The right-hand side of the resulting for-
mula for p̄ contains the mean mode amplitudes ānq, which
are calculated in Sec. III A using the Chernov method.

A. The Chernov method

Averaging both sides of Eq. �17�, we obtain

ānq�r� = ānq�ri� + i �
n�,q�

�
ri

r

dr��Vnq
n�q��r��an�q��ri��

− �
n�,q�,n�,q�

�
ri

r

dr��
ri

r�
dr��Vnq

n�q��r��Vn�q�
n�q��r��

�an�q��ri�� + O��3� . �18�

The matrices a�ri� and V�r�� correlate only within a narrow
cylindrical slab located at r=ri with the width of the order of
l0. Assuming that the width of the �i+1�th slab significantly
exceeds l0, in Eq. �18� the correlation between a�ri� and
V�r�� can be neglected. In this approximation, correlators
containing both V�r��, V�r��, etc., and a�ri� are split into a
product of two correlators, one of which contains V�r��,
V�r��, etc., and the other contains the mode amplitudes a�ri�.
This approximation is the cornerstone of the Chernov
method �e.g., see Refs. 12 and 5�, and it is similar to approxi-
mations used in other approaches associated with the Mar-
kov approximation.16 In this approximation, the second term
on the right-hand side of Eq. �18� vanishes since �V�=0. As
a result, we obtain the following formula for the mean mode
amplitudes ānq�r�:

ānq�r� = ānq�ri� − �
n�,q�,n�,q�

�
ri

r

dr��
ri

r�
dr��Vnq

n�q��r��

�Vn�q�
n�q��r���ān�q��ri� . �19�

Here, the terms of order O��3� are neglected.
Equation �19� contains the sum

V = �
q�

�Vnq
n�q��r��Vn�q�

n�q��r��� , �20�

which is calculated in the rest of this subsection. Having in
mind the calculation of the coherence function in Sec. IV, let
us consider a more general V-correlator than that in Eq. �20�,

�Vnq
n�q��r��Vm�q�

mq� �r���

=
1

162

exp�i��n� − �n�r� + i��m − �m��r��
��n�n��m��m

� �
0

2

d	�d	�ei�q�−q��	�−/2�+i�q�−q���	�−/2�

� �
−H

0

un�z��un��z��um��z��um�z��

�B��r� − r�;z�,z��dz�, �21�

where, to simplify notations, the index n� is replaced with m.
This correlator coincides with that in Eq. �20� if m�=n�. In
Eq. �21�,

B��r� − r�;z�,z�� = ���r�,z����r�,z��� �22�

is a horizontally isotropic correlation function of random in-
homogeneities. Using the Fourier–Bessel transform, the cor-
relation function is expressed as follows:

B��r� − r�;z�,z�� = �
0




J0�kr� − r��B̂��k;z�,z��kdk .

�23�

Here, k is the wave number, and the horizontal spectrum of
random inhomogeneities is given by

B̂��k;z�,z�� = �
0




J0�kr�B��r;z�,z��rdr . �24�

Since r�−r�=�r�2+r�2−2r�r� cos�	�−	��, in Eq. �21�
it is worthwhile to replace the integrals over 	� and 	� with
the integrals over 	� and �=	�−	�. Then, the integration
over 	� results in 2�qq� �where �qq� is the Kronecker sym-
bol�, and Eq. �21� simplifies

�Vnq
n�q��r��Vm�q�

mq� �r��� =
�qq�

8

exp�i��n� − �n�r� + i��m − �m��r��
��n�n��m��m

� �
0

2

d�ei�q�−q���
0




J0�kr� − r��

��nn�,m�m�k�kdk , �25�

where
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�nn�,mm��k� = �
−H

0

un�z��un��z��um�z��um��z��

�B̂��k;z�,z��dz�dz�. �26�

Obviously, the matrix � is symmetric with respect to the
permutation of indices within the first and the second groups
as well as the permutations of the group themselves,

�nn�,mm� = �n�n,mm� = �nn�,m�m = �mm�,nn�. �27�

The V-correlator appearing in Eq. �20� is obtained by
setting q�=q and m�=n� in Eq. �25�. The resulting formula is
substituted into Eq. �20�. In that equation, the sum over the
index q� is calculated using the Fourier series for the delta
function,

�
q�=−





eiq�� = 2����, −  � � �  . �28�

Then, the integral over � can also be calculated. As a result,
we obtain the following formula for the sum V:

V = �
q�

�Vnq
n�q��r��Vn�q�

mq �r���

=
exp�i��n� − �n�r� + i��m − �n��r��

4��n�m�n�

��
0




J0�k�r� − r����nn�,m�m�k�kdk . �29�

Note, that V does not, in fact, depend on the index q.

B. Formula for the mean field

Since the sound source is assumed to be isotropic and V
does not depend on q, the solution of Eq. �19� has the fol-
lowing form:

ānq�r� = ān�r��q0. �30�

Here, ān�r� are the mean mode amplitudes, which do not
depend on the azimuthal index q. The mean sound field p̄ is
expressed in terms of ān via the following formula:

p̄�r,z� = �
n

ān�r�un�z�H0
�1���nr� . �31�

This formula can be obtained by averaging both sides of Eq.
�7� and using Eq. �30� in the resulting equation.

Substituting Eq. �30� into Eq. �19�, the following equa-
tion for the ān�r� is obtained:

ān�r� = ān�ri� − �
m

Snm�ri,r�ām�ri� . �32�

Here, the matrix S is given by

Snm�ri,r� = �
ri

r

dr��
ri

r�
dr� �

n�,q�

�Vnq
n�q��r��Vn�q�

mq �r��� . �33�

Substituting the value of the sum V from Eq. �29� into
Eq. �33�, we have

Snm�ri,r� =
1

4��n�m
�
n�
�

ri

r

dr��
ri

r�
dr�ei��n�−�n�r�+i��m−�n��r�

��
0




J0�k�r� − r����nn�,n�m�k�kdk . �34�

The expression for Snm can be simplified by introducing new
integration variables �= �r�+r�� /2 and �=r�−r�,

Snm�r,ri� = snm�
ri

r

e−i�bnmd� . �35�

Here, the matrix snm does not depend on r and is given by

snm =
1

4��n�m
�
n�

1

�n�
�

0




dkk�mn�,n�n�k�

��
0




d�ei�bnmn�J0�k�� . �36�

Furthermore, the coefficients bnmn� and bnm are given by

bnm = �n − �m, bnmn� =
�n + �m

2
− �n�. �37�

Strictly speaking, in Eq. �36� the upper limit of integration
over � is r−ri− r+ri−2�. However, since �r−ri�� l0, for
characteristic values of k� l0

−1 the argument of the Bessel
function in Eq. �36� is generally large. Since the integral over
� converges, the upper limit of integration can be extended
to infinity. Note that such an extension of the limits of inte-
gration is always used in theories of waves in random media
�e.g., see Ref. 16�.

Using Eq. �6.671.1-2� from Ref. 15, the integral over �
in Eq. �36� is calculated explicitly,

�
0




d�ei�bnmn�J0�k��

=� �k2 − bnmn�
2 �−1/2, k � bnmn�

− i sgn�bnmn���bnmn�
2 − k2�−1/2, k � bnmn� .

� �38�

As a result, we obtain a final formula for the matrix s,

snm =
1

4��n�m
�
n�

1

�n�
��

bnmn�


 �mn�,n�n�k�kdk

�k2 − bnmn�
2

− i sgn�bnmn���
0

bnmn� �mn�,n�n�k�kdk

�bnmn�
2 − k2 � . �39�

In the limit r→ri, Eq. �32� reduces to the following
differential equation:

dān

dr
= − �

m

snme−irbnmām. �40�

Let us compare this equation with Eq. �32�. Integrating both
sides of Eq. �40� and iterating the resulting equation, we
obtain

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Voronovich and Ostashev: Coherence function in an oceanic waveguide 103



ān�r� = ān�ri� − �
m
�

ri

r

dr�snme−ir�bnmām�ri� + O�s2� . �41�

This equation coincides with Eq. �32� except for terms of
order O�s2�. Note that O�s2��O��4� and terms of order
O��4� were neglected when deriving Eq. �32� from Eq. �17�.
Therefore, the differential equation �Eq. �40�� is equivalent to
the finite-difference equation �Eq. �32�� to order O��4�. Also,
we conclude that the Chernov method is valid if a variation
in the mean field p̄ over the distance l0 is small. The differ-
ential equation �Eq. �40�� is more convenient for the analysis
than Eq. �32� since it does include a width of cylindrical
slabs �ri+1−ri�, which can be chosen arbitrarily within certain
limits.

C. The matrix Rytov method

Equation �40� can be represented in the following gen-
eral form:

du�r�
dr

= M�r�u�r� , �42�

where u and M are matrices. In this subsection, an approxi-
mate solution of Eq. �42� is first considered and then applied
to the solution of Eq. �40�.

Assuming that the norm of the matrix �0
r M�r��dr� is

small, Eq. �42� can be solved in the Born approximation,

u�r� = �1 + �
0

r

M�r��dr��u�0� + O�M2� . �43�

To the same accuracy, this formula can be written as

u�r� � exp��
0

r

M�r��dr��u�0� . �44�

In wave propagation in inhomogeneous media, a transition
from Eq. �43� to Eq. �44� is well known and results in a
formula for u�r�, which coincides with a solution of a corre-
sponding propagation problem in the Rytov approximation
�e.g., see Ref. 17�. Therefore, in the present paper, u�r� given
by Eq. �44� is called a solution of Eq. �42� in the matrix
Rytov method. Note that a solution of Eq. �42� given by Eq.
�44� is more general than that given by Eq. �43�. Indeed, the
former solution is valid provided that the commutators of the
matrix M for different r� are small; however it does not
require that the norm of the matrix �0

r M�r��dr� is small. In
particular, when the matrix M is diagonal, Eq. �44� is an
exact solution of Eq. �42�.

Applying the matrix Rytov method to the solution of Eq.
�40�, we have

ā�r� = exp�− D�ā�0� , �45�

where the matrix D is given by

Dnm = snm�
0

r

e−ir�bnmdr�. �46�

In Eq. �45�, the values of ān�0� follow from Eqs. �6�, �7�, and
�30�,

ān�0� = − iun�z0�/4. �47�

Calculating the integral on the right-hand side of Eq.
�46�, one gets Dnm=snmfnm�r�, where fnm�r�= �1
−exp�−irbnm�� / ibnm. If n=m, then fnn�r�=r. If n�m and r
� bnm−1, then fnm�r��r. For example, for the canonical
sound-speed profile and the sound frequency f =75 Hz, one
has max�bnm−1�=7.8 km. Thus, for r�max�bnm−1�, the
matrix D becomes diagonal: Dnm�−r�nmsnm. In this case,
Eq. �45� simplifies, and the mean mode amplitudes are given
by an explicit formula,

ān�r� = −
i

4
e−snnrun�z0� . �48�

It follows from this formula that the mean mode amplitudes
do not interact and exponentially decay with the range r. The
decrement of attenuation of the mode n is equal to Re snn.
Substitution of Eq. �48� into Eq. �31� results in an explicit
formula for the mean sound field p̄�r�.

Let us compare the decrement of attenuation Re snn with
that obtained in Ref. 4 �see Eq. �27� from that reference�,
where a more general approach �a diagram technique� was
used in derivation. In Ref. 4, the following form of the hori-
zontal spectrum of IW was employed:

B̂��k;z�,z�� = �
j

Pj�k�wj�k,z��wj�k,z�� . �49�

Here, Pj�k� is the modal spectrum of the refraction index
fluctuations and wj are the IW modes �see Sec. V for more
details�. Substituting this expression into Eqs. �26� and �39�,
one finds

Re snn =
1

4�n
�
n�,j

�
�n−�n�


 Pj�k���−H

 un�z�wj�k,z�un��z�dz�2

�n�
�k2 − ��n − �n��

2
kdk .

�50�

In this formula, the upper limit of integration over k can be
replaced with �n+�n� since due to the forward scattering
approximation, the random inhomogeneities with the size of
the order of or smaller than � should be absent. Furthermore,
in Eq. �50� �n� in front of the square root can be replaced
with ���n+�n��

2−k2 /2 since k��n and the propagation con-
stants �n vary within relatively narrow limits: max��n

−�n����n. With these replacements, Eq. �50� coincides with
Eq. �27� from Ref. 4.

IV. COHERENCE FUNCTION

A. Formula for the coherence function

In the cylindrical coordinate system, the coherence func-
tion is defined as follows:

��r;	1,z1;	2,z2� = �p�r,	1;z1�p*�r,	2;z2�� , �51�

where two points of observation �r ,	1 ,z1� and �r ,	2 ,z2� are
located at the same horizontal distance r from the source. For
the horizontally isotropic problem considered in this paper,
the coherence function � should depend only on the differ-
ence 	1−	2 of the azimuthal angles of the two points of
observation and, in what follows, will be denoted as
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��r ,	1−	2 ;z1 ;z2�. Substituting Eq. �7� into the right-hand
side of Eq. �51�, we have

��r;	1 − 	2,z1;z2� = �
n,q,m,q�

�anq�r�a
mq�
* �r��un�z1�um�z2�

�Hq
�1���nr��Hq�

�1���mr��*ei�q	1−q�	2�.

�52�

It follows from this equation that for � to be dependent on
the difference 	1−	2, the complex amplitudes anq and amq�
with different azimuthal indices q and q� should be
uncorrelated,7

�anq�r�a
mq�
* �r�� = �anq�r�a

mq�
* �r���qq�. �53�

This exact result is a direct consequence of the statistical
isotropy of the sound field in the horizontal plane. Substitut-
ing Eq. �53� into the right-hand side of Eq. �52� and denoting
	=	1−	2, we obtain the following expression for the coher-
ence function of a sound field propagating in a fluctuating
ocean:

��r,	;z1,z2� =
2

r
�
n,m

1
��n�m

ei��n−�m�rInm�r,	�un�z1�um�z2� ,

�54�

where the modal correlation matrix Inm is given by

Inm�r,	� = �
q=−





�anq�r�a
mq
* �r��eiq	. �55�

When deriving Eq. �54� from Eq. �52�, we also replaced the
Hankel functions Hq

�1���nr� and Hq
�1���mr� with their asymp-

totics, assuming that �nr�q and �mr�q. Thus, in order to
calculate the coherence function ��r ,	 ;z1 ,z2� given by Eq.
�54�, we need to know the modal correlation matrix Inm�r ,	�.
In Sec. IV B, this matrix will be calculated using the Cher-
nov method.

Note that in the Cartesian coordinates x ,y ,z, the �trans-
verse� coherence function is defined similarly to Eq. �51�:
��x ;y1 ,z1 ;y2 ,z2�= �p�x ,y1 ,z1�p*�x ,y2 ,z2��. This coherence
function depends not only on the difference y1−y2 between
transverse coordinates y1 and y2 but also on their sum �e.g.,
see Ref. 5�. Therefore, in the Cartesian coordinate system,
the coherence function ��x ;y1 ,z1 ;y2 ,z2� has an extra argu-
ment in comparison with that in the cylindrical coordinates
�see Eq. �54��, so that a dimension of the problem considered
increases by 1. For this reason, calculation and analysis of
the coherence is much simpler in cylindrical coordinates than
in the Cartesian.

B. Modal correlation matrix Inm

To derive a closed equation for the matrix Inm, we start
with Eq. �17�. In that equation, replacing n with m and taking
complex conjugation, one gets

a
mq
* �r� = a

mq
* �ri� − i �

m�,q�
�

ri

r

dr��Vmq
m�q��r���*a

m�q�
* �ri�

− �
m�,q�,m�,q�

�
ri

r

dr��Vmq
m�q��r���*

��
ri

r�
dr��Vm�q�

m�q��r���*a
m�q�
* �ri� + O��3� . �56�

Multiplying this equation by Eq. �17� and then averaging
both sides of the resulting equation, a formula for
�anq�r�a

mq
* �r�� within the �i+1�th slab is obtained. The corr-

elators appearing on the right-hand side of this formula are
split similarly to those in Eq. �18�. As a result, an explicit
expression for �anq�r�a

mq
* �r�� takes the form

�anq�r�a
mq
* �r�� = �anq�ri�amq

* �ri��

− �
n�,n�,q�

�
ri

r

dr��
ri

r�
dr��Vnq

n�q��r��Vn�q�
n�q �r���

��an�q�ri�amq
* �ri��

− �
m�,m�,q�

�
ri

r

dr��
ri

r�
dr��Vmq

m�q��r��Vm�q�
m�q �r���*

��anq�ri�am�q
* �ri��

+ �
n�,q�,m�

�
ri

r

dr��
ri

r

dr��Vnq
n�q��r��Vm�q�

mq �r���

��an�q��ri�am�q�
* �ri�� . �57�

When deriving this expression, Eq. �16� was used.
It follows from Eq. �33� that in the second and third

terms on the right-hand side of Eq. �57�, the sum over n� ,q�
and the sum over m� ,q� are equal to Snn��ri ,r� and
S

mm�
* �ri ,r�, respectively. Let us multiply both sides of Eq.

�57� by eiq	 and then sum over q. As a result, one finds

Inm�r,	� = Inm�ri,	� − �
n�

Snn��ri,r�In�m�ri,	�

− �
m�

S
mm�
* �ri,r�Imm��ri,	�

+ �
n�,q�,m�

�
ri

r

dr��
ri

r

dr��
q

eiq	�Vnq
n�q��r��

�Vm�q�
mq �r����an�q��ri�am�q�

* �ri�� .

In the last term on the right-hand side of this equation, the
V-correlator is replaced with its value from Eq. �25�. Then,
the sum over q is calculated using Eq. �28�, which gives the
factor 2���−	�. After integration over �, we obtain the
factor eiq�	 and, using Eq. �55�, calculate the sum over q�. As
a result, we obtain the following equation:
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Inm�r,	� = Inm�ri,	� − �
n�

Snn��ri,r�In�m�ri,	�

− �
m�

S
mm�
* �ri,r�Inm��ri,	�

+ �
n�,m�

�nm,n�m��ri,r;	�In�m��ri,	� , �58�

where the matrix � is given by

�nm,n�m��ri,r;	�

=
1

4
�

ri

r

dr��
ri

r

dr�
exp�i��n� − �n�r� + i��m − �m��r��

��n�n��m��m

� �
0




J0�k�r�2 + r�2 − 2r�r� cos 	��nn�,mm��k�kdk .

�59�

Similar to the case of the mean sound field, Eq. �59� can be
simplified by introducing new integration variables �= �r�
+r�� /2 and �=r�−r�,

�nm,n�m��ri,r;	�

=
1

4
�

ri

r

d�
ei�b2

��n�m�n��m�
�

0




dkk�nn�,mm��k�

� �
−





d�ei�b1J0�k�4�2 sin2 	

2
+ �2 cos2 	

2
� . �60�

Here, b1 and b2 are the following combinations of the hori-
zontal wave numbers:

b1 =
�n� − �n − �m + �m�

2
, b2 = �n� − �n + �m − �m�. �61�

Strictly speaking, in Eq. �60� the limits of integration over �
are given by the inequality ��r−ri− r+ri−2�. However,
similar to the case of the mean field, these limits of integra-
tion can be extended to �−
 ,
�.

Equation �60� can be simplified further. First, for small
values of 	, the argument of the Bessel function J0 in this
equation can be replaced with k��2	2+�2. Then, the integral
over � can be calculated with the use of Eq. �6.677.3� in Ref.
15. As a result, we obtain

�nm,n�m��ri,r;	�

=
1

2
�

ri

r

d�
ei�b2

��n�m�n��m�

��
b1




dkk�nn�,mm��k�
cos��	�k2 − b1

2�
�k2 − b1

2
. �62�

Now we can consider the limit r→ri and, similar to Sec.
III B, replace Eq. �58� with the following differential equa-
tion for the modal correlation matrix:

dInm�r,	�
dr

= − �
n�

ei��n�−�n�rsnn�In�m�r,	�

− �
m�

ei��m−�m��rs
mm�
* Inm��r,	�

+ �
n�,m�

ei��n�−�n+�m−�m��r�nm,n�m��	�In�m��r,	� .

�63�

Here, the matrix � does not depend on r and is given by

�nm,n�m��	�

=
1

2��n�m�n��m�
�

0




dkk�nn�,mm��k�
cos��	�k2 − b1

2�
�k2 − b1

2
.

�64�

The matrix � has the same symmetries, Eq. �27�, as the ma-
trix � does. Note that in Eq. �63�, the azimuthal angle 	
appears as a parameter. The initial condition to Eq. �63� is
formulated at r=0. Similar to the derivation of Eq. �47�, we
have

Inm�0,	� = 1
16un�z0�um�z0� . �65�

This matrix does not depend on 	 and, in what follows, is
denoted as Inm�0�.

To check the energy conservation, in Eq. �63� we set 	
=0 and m=n and sum the resulting equation over n,

d

dr
�

n

Inn�r,0� = − �
n,m

	smn + s
nm
*

− �
n�

�n�n�,nm�0�
ei��n−�m�rInm�r,0� . �66�

Using Eqs. �39� and �64� and taking into account the sym-
metries of the matrix �mn,n�m�, Eq. �27�, it can be easily seen
that the expression in the square brackets in Eq. �66� is equal
to zero,

smn + s
nm
* − �

n�

�n�n�,nm�0� = 0. �67�

�This relationship is called the optical theorem �e.g., see
Refs. 16 and 18�.� Thus, Eq. �66� becomes

�
n

Inn�r,0� = const

This equality manifests conservation of the acoustic energy.5

Equation �63� can be represented in a general form of
Eq. �42�,

dInm�r,	�
dr

= − �
n�,m�

Tnm,n�m��r,	�In�m��r,	� , �68�

where the matrix T is given by

Tnm,n�m��r,	� = e−i��n−�n��r�mm�snn� + ei��m−�m��r�nn�smm�
*

− e−i��n−�n�−�m+�m��r�nm,n�m��	� . �69�

Equation �68� can be solved approximately using the matrix
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Rytov method. As a result, we obtain the following explicit
formula for the modal correlation matrix I:

IR�r,	� = exp�− �
0

r

T�r�,	�dr��I�0� . �70�

Here, the calculation of a matrix exponent is considered as
an explicit operation, and the superscript R stands for “Ry-
tov.” Note that in the last term on the right-hand side of Eq.
�69�, a linear combination of propagation constants can be
very small for the canonical sound-speed profile and other
realistic profiles. Therefore, the integration over r� of the last
term cannot be simplified as in the case for the mean field.

V. NUMERICAL IMPLEMENTATION

In this section, the theory developed above is used for
numerical studies of sound propagation in an oceanic wave-
guide with a random field of IW.

A. Garrett–Munk spectrum and ocean stratification

To calculate matrices snm and T, which appear in the
equations for the mean field and coherence function, we need
to know the correlation function B��r�−r� ;z� ,z��
= ���r� ,z����r� ,z��� of the random field � due to IW. In Eq.
�2� for �, we write c�r ,z�=c0�z�+�c�r ,z�, where �c�r ,z� de-
scribes sound-speed fluctuations due to IW. Taking into ac-
count that �c /c0�1, the correlation function B� is written as

B��r� − r�;z�,z�� = 4
�4

c0
3�z��c0

3�z��
��c�r�,z���c�r�,z��� .

�71�

Following Ref. 19, in this formula �c is represented as
�c�r ,z�= �c0�z��N2�z� /g���r ,z�. Here, ��24.5, g
=9.8 m /s2 is the gravitational acceleration, N�z� is the
Brunt–Väisälä frequency, and � is the vertical displacement
of a fluid parcel due to IW. As a result, we obtain the fol-
lowing expression for B�:

B��r;z�,z��

= 4
�4

c0
2�z��c0

2�z��
�2N2�z��N2�z��

g2

��
j
� dkeik·rG��j,k�wj�k,z��wj�k,z�� . �72�

Here, wj�k ,z� are internal wave modes, where the index j
indicates the IW mode number, and G� is the modal spectrum
of IW. Note that due to statistical isotropy of the sound-speed
fluctuations, the 3D spectrum B��r ;z� ,z�� is expressed in
terms of the 2D spectrum G��j ,k�. �Individual realizations of
the sound-speed fluctuations are, of course, fully 3D.� The
IW modes satisfy the equation

d2wj�k,z�
dz2 + k2N2�z� − �2

�2 − f i
2 wj�k,z� = 0,

the boundary conditions wj�k ,0�=wj�k ,−H�=0, and the nor-
malization conditions

�
−H

0

�N2�z� − f i
2�wj�k,z�wj��k,z�dz = � j j�.

Here, f i is the inertial frequency.
Comparing Eqs. �24� and �72�, we find that the horizon-

tal spectrum of the fluctuations is given by

B̂��k;z�,z��

= �48�2

g2

N2�z��N2�z��
c0

2�z��c0
2�z�� �

j

G��j,k�wj�k,z��wj�k,z�� . �73�

Substituting Eq. �73� into Eq. �26�, we obtain the following
expression for the matrix �:

�nn�,mm��k� = �
j

G��j,k�Qnn�
j �k�Qmm�

j �k� ,

where the matrix Qnm
j is given by

Qnm
j �k� = Qmn

j �k�

= �2
�8�

g
�

−H

0 N2�z�
c0

2�z�
un�z�wj�k,z�um�z�dz .

In numerical calculations below, we will assume that f i

=7.3�10−5 s−1 and that the Brunt–Väisälä frequency and the
sound speed are given by the Munk canonical profiles,

N�z� = N0 exp�− z/B� ,

c0�z� = c00�1 + 0.0057�e−2�z−z1�/B + 2�z − z1�/B − 1�� ,

where N0=5.2�103 s−1, B�1000 m, z1=890 m, and c00

=1500 m /s. Furthermore, we will assume that G� is given by
the Garrett-Munk spectrum �e.g., see Ref. 19�,

G��j,k� =
2B3N0

2E

2M

jj*

j2 + j*
2

q*k

�k2 + j2q*
2 �2

. �74�

Here, j*=3 and E=6.3�10−5 are empirical dimensionless

constants, q*=f / �BN0�, and M =� j=1

 �j2+ j*

2 �−1��j*−1� /
�2j*

2 �.

B. Numerical results

First, the dependence of the solution of the differential
equation for the modal correlation matrix I�r ,	�, Eq. �68�, on
the range step �r is studied numerically. �As we saw in Sec.
III B, this solution should not depend on the range step pro-
vided that �r is greater than l0 but less than the horizontal
scale of variation of the coherence function.� To this end, we
consider the normalized difference d��r1 ,�r2�= �2�Inm��r1�
− Inm��r2��� / ��Inm��r1��+ �Inm��r2���, which characterizes
the difference in matrices Inm calculated for different �r. The
values of d��r1 ,�r2� are presented in Table I for different
values of �r1 and �r2. The results in the table correspond to
the sound propagation range r=1000 km and the azimuthal
angle 	=0. Furthermore, for this table and all numerical re-
sults below, the sound frequency f =75 Hz, the source depth
z0=−807 m, and only the first 25 propagating acoustic
modes are taken into account. The values of �r were ob-
tained by splitting the propagation range into L

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Voronovich and Ostashev: Coherence function in an oceanic waveguide 107



=20,30, . . . ,90 slabs. The results presented in the table �and
similar results obtained but not presented here� indicate that
the matrix Inm depends on �r only slightly. Therefore, the
subsequent numerical calculations were done for the range
step �r=25 km. This value of �r was chosen as a trade-off
between calculation accuracy and time.

Next the difference between the matrix Inm obtained as a
solution of Eq. �68� and the matrix Inm

R calculated with the
use of the matrix Rytov method, Eq. �70�, is studied. In Fig.
2, the normalized difference �2�Inm− Inm

R �� / ��Inm�+ �Inm
R �� be-

tween Inm and Inm
R is plotted as a function of the sound propa-

gation range r for 	=0. It follows from the figure that the
normalized difference between Inm and Inm

R is small. There-
fore, either of two approaches can be used here.

In Fig. 3, the magnitudes of the entries of the modal
correlation matrix Inm�r ,	=0� are plotted versus the indices
n and m for four propagation ranges r=25, 250, 500, and
1000 km. It follows from the figure that the cross-modal cor-
relations decrease with range. Furthermore, equipartition of
the mode intensities Inn with range can be seen in Fig. 3.
More clearly, this effect is depicted in Fig. 4, where the mode
intensities Inn�r ,	=0� are plotted versus the mode number n
for different r. Note that equipartition of the mode intensities
was theoretically predicted by Dozier and Tappert6 for the
case of sound propagation in a 2D ocean. Figures 3 and 4
�and other numerical calculations done but not shown here�
confirm that this result is also valid for the 3D case.

If in Eq. �51� 	1=	2 and z1=z2=z, the coherence func-
tion becomes the mean sound intensity I�r ,z�
= �p�r ,	1 ;z�p*�r ,	1 ;z�� at the range r and depth z. Figure 5
shows the dependence of the mean sound intensity �normal-
ized by its maximal value� on depth z for four values of the
range r. For r=25 km, the interference structure of the mean

intensity I can be seen in the figure. As r increases, scatter-
ing tends to smooth this structure of I and slightly broaden
it.

To study the dependence of the coherence function
��r ,	 ;z1 ,z2� on the horizontal separation between hydro-
phones, it is worthwhile to set z1=z2=z and average the co-
herence function over depth z �see Ref. 5�. The resulting

depth-averaged coherence function is denoted as �̄�r ,	� and
can be obtained by integrating the right-hand side of Eq. �54�
over z and using Eq. �4�,

�̄�r,	� =
2

r
�

n

Inn�r,	�
�n

. �75�

Figure 6 depicts the dependence of the depth-averaged co-

herence function �̄�r ,	� �normalized by its maximum value�
on the hydrophone separation �y=r	 in the horizontal plane
for the four ranges considered above. It follows from Fig. 6
that at r=25 km the coherence function depends only
slightly on �y. An increase in the range r results in a de-
crease of the coherence, as it should be. Figure 6 allows us to
calculate the correlation radius �corr of the sound field. For
r=500 and 1000 km, the correlation radii are �corr=3 and
1.8 km, respectively. Note that for very small �y, an analyti-
cal expression for the depth-averaged coherence function is
derived in the Appendix and compared with that in Ref. 5.

Note that the sufficient condition of the applicability of
the theory developed, Eq. �14�, is approximately valid up to
the ranges r�250�500 km for the numerical examples
above. Beyond these ranges, strictly speaking, the results ob-
tained can be considered only as an extrapolation. However,

FIG. 3. �Color online� The magnitudes of the entries of the modal correla-
tion matrix Inm vs the indices n and m for four ranges r and f =75 Hz, z0

=−807 m, and 	=0.

TABLE I. The normalized difference d��r1 ,�r2� between the modal correlation matrices I calculated for
different �r. For this table, the sound propagation range r=1000 km, the sound frequency f =75 Hz, the source
depth z0=−807 m, and the azimuthal angle 	=0.

�r1, �r2 �km� 50, 33.3 33.3, 25 25, 20 20, 16.7 16.7, 14.3 14.3, 12.5 12.5, 11.1
d��r1 ,�r2��10−3 6.33 4.05 1.88 1.28 1.27 1.20 0.87

FIG. 2. The normalized difference between the modal correlation matrices
Inm and Inm

R vs the sound propagation range r for f =75 Hz, z0=−807 m, and
	=0.
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as indicated in Sec. II B, the sufficient condition Eq. �14� is
probably too restrictive so that the numerical results obtained
for r=1000 km could still be valid.

VI. CONCLUSIONS

In this paper, a theory was developed for the calculation
of the first two statistical moments of a sound field due to an
omnidirectional monochromatic source in a 3D fluctuating
ocean with random inhomogeneities, which are statistically
isotropic in a horizontal plane. To account for this symmetry,
a cylindrical coordinate system was used in which the sound
field was decomposed into a sum of acoustic modes and
azimuthal harmonics. The equations governing the evolution
of the mean field and coherence function were obtained us-
ing the Chernov method. The equation for the coherence
function is much simpler than those known in the literature
due to the axial symmetry of the problem, which was used in
the derivation. It was shown that this equation conserves

acoustic energy. Using the matrix Rytov method, explicit ex-
pressions for the mean field and coherence function were
also derived.

Using the equations derived, the dependence of the co-
herence function on parameters of the problem was studied
numerically. In particular, equipartition of the mode intensi-
ties with range was revealed in 3D fluctuating ocean. Fur-
thermore, the dependence of the depth-averaged coherence
function on the hydrophone separation and range was stud-
ied.

ACKNOWLEDGMENTS

This work was supported by ONR Grant No.
N0001407IP20046. We would like to thank three anonymous
reviewers for their critical comments. In particular, the im-
portance of the correction term in Eq. �13� was indicated in
one of the reviews.

APPENDIX: THE DEPTH-AVERAGED COHERENCE
FUNCTION

In this appendix, an analytical formula for the depth-
averaged coherence function is derived for the case of small
	. Due to the optical theorem, Eq. �67�, the operator T�r ,	�
given by Eq. �69� has an eigenvalue equal to zero, which
corresponds to the following normalized eigenvector:

Ĩnm =
1

Nmod
1/2 �nm, �A1�

where Nmod is the number of acoustic modes. This state cor-
responds to equipartition of energy between modes and ab-

sence of cross-mode correlations. The operator T̃
=�0

rT�r� ,	�dr� is generally not self-adjoint. However, for 	

=0 the vector Ĩ is an eigenvector of the adjoint operator T̃�
corresponding also to the zero eigenvalue. Then, for small 	,
according to the standard perturbation analysis, this eigen-
value becomes

FIG. 4. The mode intensities Inn vs the mode number n for four ranges r and
f =75 Hz, z0=−807 m, and 	=0.

FIG. 5. The mean sound intensity I vs the ocean depth z for four ranges r
and f =75 Hz and z0=−807 m.

FIG. 6. The normalized depth-averaged coherence function �̄ vs the hori-
zontal hydrophone separation �y=r	 for four ranges r and f =75 Hz and
z0=−807 m.
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Here, we have used the formula �see Eq. �6.693� in Ref. 15�

�
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cos �x
J1�x�

x
dx = ��1 − �2, � � 1

0, � � 1.
� �A3�

Let us assume that in Eq. �70� the zero eigenvalue contribu-
tion dominates. Then from Eq. �54�, for the depth-averaged
coherence function, we find that

�̄�r,�y� = �̄�r,0�exp�− ��y/y*�2� .

�Here, the argument 	 of �̄�r ,	� was replaced with �y=r	.�
In this equation,

1

y*
2

= R
k0

4

6Nmod
�
n,m

1

�n�m
�

k��n−�m




dkk�nm,nm�k��k2 − ��n − �m�2.

�A4�

Here, one can replace integration variable k2=k�2+ ��n

−�m�2 and compare the result with Eqs. �107� and �111� from
Ref. 5. The results will coincide completely if in Eq. �A4�
one replaces factor  /6 by  /4. The difference is due to the
accurate treatment of cylindrical spreading here; in Ref. 5 the
case of plane wave propagation was actually considered �see
Eq. �100� in that reference�.
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The scintillation statistics of broadband acoustic transmissions are determined as a function of signal
bandwidth B, center frequency fc, and range with experimental data in the New Jersey continental
shelf. The received signal intensity is shown to follow the Gamma distribution implying that the
central limit theorem has led to a fully saturated field from independent multimodal propagation
contributions. The Gamma distribution depends on the mean intensity and the number of
independent statistical fluctuations or coherent cells � of the received signal. The latter is calculated
for the matched filter, the Parseval sum, and the bandpassed center frequency, all of which are
standard ocean acoustic receivers. The number of fluctuations � of the received signal is found to
be an order of magnitude smaller than the time-bandwidth product TB of the transmitted signal, and
to increase monotonically with relative bandwidth B / fc. A computationally efficient numerical
approach is developed to predict the mean intensity and the corresponding broadband transmission
loss of a fluctuating, range-dependent ocean waveguide by range and depth averaging the output of
a time-harmonic stochastic propagation model. This model enables efficient and accurate estimation
of transmission loss over wide areas, which has become essential in wide-area sonar imaging
applications. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3037228�
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I. INTRODUCTION

Acoustic signals transmitted through an ocean wave-
guide typically scintillate in both time and space upon recep-
tion due to multimodal propagation and random variations
of the medium and its boundaries. Quantitative knowledge of
these received signal fluctuations is often essential in the
design of ocean acoustic experiments and in the analysis of
subsequent measurements.1–3 Extensive research have been
conducted to investigate the effects of random oceanographic
variations on the acoustic field propagated through continen-
tal shelf4–9 as well as in the deep ocean wave-
guides.10,11 The corresponding statistical analyses, however,
have typically been limited to either narrowband or broad-
band transmissions with a fixed time-bandwidth product TB
and not as a function of transmitted signal’s bandwidth, fre-
quency, and time duration.

Here we determine the scintillation statistics of acoustic
transmissions as a function of transmitted bandwidth B, cen-
ter frequency fc, and range in a continental shelf waveguide
for signals where the transmitted time-bandwidth product TB
may be large. Signals with large TB are important for obtain-
ing high range resolution and high signal-to-noise ratio in
many ocean-acoustic applications by use of matched filter

�MF�12,13 receivers. We use data obtained from the Main
Acoustic Experiment �MAE� 2003 �Refs. 2 and 14� of the
Office of Naval Research Geoclutter Program conducted at
the Strataform site on the New Jersey continental shelf.
Broadband pulses of varying bandwidths and time-
bandwidth products in the low to midfrequency range trans-
mitted by a vertical source array and measured on a towed
horizontal receiving array are analyzed.

We show that received signal intensity follows the
Gamma distribution.15,16 This implies that the central limit
theorem has led to fully saturated fluctuations at the receiver
which arise from independent multimodal propagation con-
tributions. The Gamma distribution depends on the mean in-
tensity and the number of independent statistical fluctuations
or coherence cells � of the received signal. We determine the
number of coherence cells empirically by Rice’s method17

for several standard receivers commonly used in ocean
acoustics, such as the MF, the Parseval sum �PS�, and the
bandpassed center frequency. We show that the number of
independent statistical fluctuations of the received signal � is
not equal to the time-bandwidth product TB of the original
transmitted signal for large TB but is typically an order of
magnitude smaller. This implies that much of a large TB
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signals’ original bandwidth remains statistically correlated
after propagation through the random waveguide. We then
show that the number of received fluctuations � increases
monotonically with the relative bandwidth B / fc of the trans-
mitted signal.

Our analysis provides a useful method for determining
the scintillation statistics of signals transmitted with arbitrary
bandwidth in the low to midfrequency range through a fluc-
tuating continental shelf waveguide. This knowledge can
then be applied to aid in the design of ocean acoustic experi-
ments and in subsequent measurement analysis. It can also
be used to determine error bounds on parameter estimates
and determine sample sizes necessary to reduce estimation
errors so that they fall within tolerable ranges.13,18

In active sonar applications, the MF is extensively ap-
plied to maximize signal-to-noise ratio in target detection
and enhance range resolution in target localization.2,12,19–21

The peak MF output is often used to determine both the
scattered field level and the location of a discrete target.22–25

Matched filtering is a coherent process where the received
signal is correlated to the transmitted waveform. Since
acoustic signals propagated long ranges through an ocean
waveguide are distorted from multipath propagation and
modal dispersion, the MF output becomes highly susceptible
to mismatch in an ocean waveguide.

Contrary to the situation in free space where the MF
output does not vary with source-receiver range, we show
that in an ocean waveguide it degrades significantly and with
increasing range due to the effects of cumulative modal dis-
persion. We show that this degradation must be taken into
account to reliably infer source level, scattering strength, or
target strength from active sonar data in a continental shelf
waveguide, and provide an approach to do so. In free space
environments, the fact that the peak output of the MF
equals26,27 the PS energy is often used to normalize the MF
output. We show that another approach must be used in an
ocean waveguide because the peak MF output tends to have
a lower mean and higher standard deviation than an incoher-
ent Parseval energy summation of the received signal.

When a wide-area sonar system is used to study scatter-
ing from distributed scatterers, such as a large fish shoal or
the sea bottom, over areas spanning tens of thousands of km2

with varying bathymetry, it is necessary to correct for trans-
mission loss �TL� over these vast areas.2,14,28–31 Since the
waveguides are often random and the transmitted signals are
often broadband, the number of computations required per
radial with a range-dependent waveguide propagation model
such as the parabolic equation make brute-force Monte Carlo
simulations impractical for many applications that require
rapid analysis of hundreds of wide-area sonar images typi-
cally collected in a single day at sea.2,14

Here, we provide an approach for rapidly and accurately
estimating broadband TL expected over wide areas. The ap-
proach uses the range-dependent acoustic model �RAM�32 to
calculate the acoustic intensity at the center frequency of the
signal, after propagation through a waveguide randomized
by sound speed fluctuations. A combination of range and
depth averaging is then used to approximate the expected
broadband intensity in a fluctuating environment. For the

New Jersey continental shelf, we show that only three to five
Monte Carlo simulations are required to converge on the
mean TL for each radial. This approach has proven to be
crucial in enabling rapid wide area scattering strength analy-
sis in recent ocean imaging experiments.2,14

We describe relevant aspects of the MAE 2003 field ex-
periment in Sec. II and present statistical analysis of the ac-
quired data. In Sec. III, we describe our method for rapidly
estimating the TL expected over wide areas and show how
the method can be calibrated using the broadband data col-
lected from the MAE 2003 field experiment.

II. BROADBAND TRANSMISSION DATA

A. Data collection

The experiment was conducted from April 27 to May
15, 2003 �Ref. 2 and 14� on the New Jersey Strataform.33 A
moored vertical source array centered at a depth of 47 m
transmitted Tukey-shaded linear frequency modulated �LFM�
pulses in three distinct frequency bands, 390–440 Hz,
875–975 Hz, and 1250–1400 Hz, each 1 s in duration. The
source array consists of seven XF-4 transducer elements
spaced 1.63 m apart for the lower band, and ten mod-30
elements spaced 0.8 m apart for the two higher bands. The
signals are radiated azimuthally symmetric about the source
array. The signals were received on a horizontal hydrophone
array of which one hydrophone was desensitized with a
lower gain setting, giving it a larger dynamic range for re-
cording the one way propagated waveforms. The receiving
array was towed at depths between 30 and 50 m with a speed
of 2 m /s along track lines 10 km long for 30 different tracks
during the days of May 5–15. On four of these tracks, the
two higher bandwidths were simultaneously transmitted,
while in the remaining 26 tracks, the lower frequency band
was transmitted. The source transmitted pulses at every 50 s
interval in which time the receiver array moved approxi-
mately 100 m.

The three distinct source locations and tracks of the re-
ceiver array for the data analyzed are overlain on the
bathymetry at the experiment site shown in Fig. 1. The
bathymetric variations are fairly benign, with depths ranging
from 65 to 80 m. The seafloor geoacoustic parameters on the
New Jersey Strataform are well characterized.34 The seafloor
is mostly sand with a mean density, sound speed, and attenu-
ation of approximately 1.9 g /cm3, 1700 m /s, and 0.8 dB /�,
respectively, in the region where the data were collected.34

Internal waves randomize the sound speed profiles over time
and space in the continental shelf region. During the experi-
ment, over 100 sound speed profiles were measured at the
experiment site, as shown in Fig. 2.

The effect of propagation through the random and dis-
persive multimodal ocean waveguide is illustrated in Fig. 3
for two typical transmissions received at ranges of 2.5 and
13 km. The signal is reduced in amplitude due to cylindrical
spreading loss and attenuation in the sea bottom. The signal
envelope, MF signal, and spectral shape are also substan-
tially modified. The MF signal illustrates the dispersion of
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the multipath arrivals; there is one large initial peak formed
by low-order modes as well as smaller peaks later in time
from higher-order modes.

B. Data processing

Let ��r �ro , t� be the received pressure in time t at re-
ceiver location r from a source at ro with complex spectral
amplitude ��r �ro , f� for frequency f obtained by Fourier
transform analysis,

��r�ro, f� = �
T

��r�ro,t�exp�− j2�ft�dt , �1�

where T is the time window used to isolate the direct
arrival35 from reverberation and other noise sources. T is
chosen to be 2 s, including 0.5 s before the initial arrival of
the signal and 0.5 s after the 1 s duration signal to suffi-
ciently capture the signal and dispersion of the late arrivals.

Integrating the magnitude squared spectrum over the signal
bandwidth B= f f − f i, we obtain

EPS�r�ro� = �
f i

f f

���r�ro, f��2df . �2�

By Parseval’s theorem EPS�r �ro� is proportional to the signal
energy. Scattered reverberation and noise integrated into the
PS occuring within the time window and frequency band is
considered to be negligible in comparison to the direct signal
from the source. Figure 4 shows the PS energy for all trans-
missions in a single track as a function of integration time
starting 1 s prior to the pulse arrival. Here we see that in-
creasing the time window beyond the signal duration to in-
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FIG. 1. The locations of the source �white diamond� and receiver tracks
�black lines� are shown overlain onto the bathymetry on the New Jersey
Strataform. The bathymetry data have 30 m resolution and are obtained
from high-resolution bathymetric surveys described in Ref. 33. Coordinates
of the southwest corner of the image are 39.0° N, 73.15° W.
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FIG. 2. Over 100 sound speed profiles were experimentally collected during
the Main Acoustic Clutter Experiment �2003� on the New Jersey continental
shelf by deploying both conductivity-temperature-depth sensors and expend-
able bathythermographs.

−2

0

2

N
or

m
al

iz
ed

P
re

ss
ur

e
(µ

P
a)

(a) Source transmission

0 0.5 1
0

0.5

1

M
F

(r
|r

0,t
M

)

Time (s)

300 400 500
0

0.05

0.1

0.15

Frequency (Hz)

S
pe

ct
ru

m

−1

0

1
x 10

−5
(b) Range = 2.5km

7 7.5 8 8.5
0

1

2

3
x 10

−12

Time (s)

300 400 500
0

2

4

6
x 10

−7

Frequency (Hz)

(c) Range = 13km

12.5 13 13.5 14
Time (s)

300 400 500
Frequency (Hz)

FIG. 3. �a� The transmitted signals Tukey-shaded LFM waveform is com-
pared to the received signal at �b� ranges of 2.5 km and �c� 13 km. The
signal envelope �top�, the MF signal �middle�, and signal spectrum �bottom�
are plotted for comparison.

−1 −0.5 0 0.5 1 1.5 2
0

0.2

0.4

0.6

0.8

1

Time window from start of pulse arrival (s)

N
or

m
al

iz
ed

P
ar

se
va

ls
um

FIG. 4. The normalized PS for all transmissions in a track are illustrated as
a function of the integration time window. The time window is measured
from 1 s prior to the pulse arrival and increased it to include the 1 s duration
signal as well as 1 s afterward to measure the effects of late multipath
arrivals, noise, and reverberation on the PS value. Here we see that the
entire PS energy is well contained within the 1 s signal duration and there-
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J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Andrews et al.: Acoustic transmission scintillation statistics 113



clude reverberation and noise has negligible effect.
For sonar applications, our primary interest is the

MF energy, where the filter is a replica of the original trans-
mitted signal q�t�. The normalized MF is given by19,26

h�t � tM�=Kq�tM − t�, and its Fourier transform is H�f � tM�
=KQ*�f�exp�−j2�ftM�, where tM is the delay time of the
MF, Q�f� is the Fourier transform of the source signal, and
K= �� f i

f f�Q�f��2df�−1/2 is the normalizing factor. The MF out-

put is then

MF�r�ro,tM� = �h�t�tM� � ��r�ro,t��2

= ��
f i

f f

��r�ro, f�H�f �tM�exp�j2�ft�df�2

= ��
f i

f f

��r�ro, f�KQ*�f�exp�j2�f�t − tM��df�2

.

�3�

As was shown in Fig. 3, the MF output has one strong
peak due to the direct arrival of the signal. Later multipath
arrivals may be present if they can be resolved from the
primary peak. To obtain the MF energy contained in the pri-
mary arrival, we take the maximum value of Eq. �3�,

EMF�r�ro� = �MF�r�ro,tM��max. �4�

In unbounded free-space media, this maximum occurs when
tM = �r−ro� /c, where c is the sound speed, but in a dispersive
waveguide there may be some time delay. For discrete tar-
gets, the scattered signal’s peak MF output is dominant and
often the only peak that stands above background reverbera-
tion and ambient noise.

For a LFM signal, the intensity at a single frequency, for
instance, the center frequency fc, can be approximated as an
instantaneous intensity when the LFM signal sweeps through
the signal bandwidth over the signal duration. The pressure
magnitude squared spectrum bandlimited to 1 Hz at the cen-
ter frequency, ���r �ro , fc��2, multiplied by the signal band-
width,

ECF�r�ro, fc� = ���r�ro, fc��2B , �5�

then has the same units as the PS and MF energies and can
be used for direct statistical comparison.

Taking 10 log10 of Eqs. �2�, �4�, and �5� gives the PS,
MF, and CF energy levels in decibel units and we denote
these by LPS, LMF, and LCF, respectively. The MF degradation
is defined here as

DMF�r�ro� = LPS�r�ro� − LMF�r�ro� . �6�

C. Normal mode modeling of matched filtered
signal

Here, we show that a significant portion of the signal’s
MF energy is contained within the initial direct arrival peak.
A normal mode propagation model36 is used to predict modal
arrivals of the broadband transmissions. The model deter-
mines the acoustic field ��r �ro , f� for a range-independent
shallow water waveguide 80 m deep for all frequencies over
the signal bandwidth by coherently combining the contribu-

tions from the individual source elements centered at 42 m
depth. Applying Eq. �3� provides the modeled MF intensity.
Seafloor geoacoustic parameters described in Sec. II A and
the mean sound speed profile illustrated in Fig. 2 are used to
simulate the New Jersey shelf environment.

Figure 5 illustrates the modeled MF signal for receiver
ranges of 2, 5, and 8 km and receiver depths of 35, 40, and
45 m, which were typical during the experiment. The modal
contributions for the first ten modes in the ocean waveguide
are shown in gray with the dominant mode numbers labeled.
In each case, the first four modes are unresolved by the pri-
mary signal peak, interfering either constructively or destruc-
tively to result in the MF intensity, shown in black. Later
modal arrivals generally produce small secondary peaks in
the MF signal.

While the normal mode model does not incorporate the
effects of range-dependent bathymetry and fluctuating sound
speed profiles caused by internal waves, it is still useful in
determining which modes are dominant, as well as their rela-
tive arrival times. Fluctuations from internal waves may in-
crease the modal dispersion effects, and mode coupling may
spread the temporal arrivals from particular modes slightly.4,7

However, we see that the modal dispersion modeled here is
consistent with that seen in the MF data of Fig. 3. For data
collected on a single hydrophone, it is impossible to resolve
individual modal contributions as is modeled here. At the
ranges of interest, we can see that the signal energy is mostly
contained within the initial peak.

D. Mean, standard deviation, and number of
independent statistical fluctuations

The levels LPS, LMF, and LCF are calculated for each
received signal from all 30 tracks. The signal path and cor-
responding bathymetry from source to receiver for each mea-
surement vary depending on source location, track, and re-
ceiver position on the track. The figures will illustrate the
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statistics of the lowest band as it is the most plentiful dataset.
Results from the higher bands are tabulated. The means and
standard deviations for the various measurements taken over
a running window of 20 pings along each track are illustrated
in Fig. 6 for the 390–440 Hz band. The observed fluctua-
tions in the data are due to both temporal and spatial varia-
tions in the medium. The source level fluctuations are small
compared to those caused by the environment. The time in-
terval for each 20-ping sequence is 16 min and change in
receiver location is 2 km. This distance is greater than the
spatial coherence length of approximately 500 m for internal
waves in shallow water.4,37 The 20-ping averaging is there-
fore large enough to sample our data over independent fluc-
tuations of the environment caused by internal waves, while
still providing a small enough window to observe trends in
the means and standard deviations over range. The means
and standard deviations from each track are then averaged
together. The means are calculated from antilog data and
then converted to decibel levels for plotting. This is to avoid
potential bias in the mean of log-transformed quantities.15

The standard deviations are calculated directly from the log-
transformed data since they are expected to have uniform
standard deviations.15

The means plotted in Fig. 6�a� illustrate the general in-
tensity decay with range due to spreading, absorption, and
scattering losses in the waveguide. Modal interference ef-
fects are significant for source-receiver separations less than
2 km. The standard deviations in Fig. 6�b� are largest for LCF

and smallest for LPS. The PS measurement integrates over
statistically independent fluctuations within the signal dura-
tion and bandwidth which reduces its standard deviation. The

MF also utilizes the entire signal duration and bandwidth,
but has a slightly higher standard deviation than the PS be-
cause the MF degradation is not constant and introduces its
own fluctuation.

Using coherence theory, the energy level standard devia-
tion �L is related to the number of independent statistical
fluctuations or coherence cells � �Refs. 15 and 16� of the
received signal,

�L = �10 log10 e�	

k=0

�
1

�� + k�2 . �7�

Using the experimentally determined standard deviations as
an input to Eq. �7�, the corresponding � for the levels LCF,
LPS, and LMF are calculated and summarized in Table I for all
three bands. The level LCF has a standard deviation close to
5 dB for each band, which corresponds to ��1.2. The PS
for the 50 Hz bandwidth signal from 390 to 440 Hz, for in-
stance, integrates over approximately �=2.5 independent
statistical fluctuations over the signal duration and spectrum.
This is an order of magnitude smaller than the deterministic
transmitted signal’s own time-bandwidth product of TB=50
for T=1 s and B=50 Hz. This implies that the signal is re-
maining largely correlated across the bandwidth after propa-
gation through the random waveguide.

The number of independent statistical fluctuations � of
the received signal depends on the relative bandwidth B / fc

of the transmitted signal for signals with a fixed time dura-
tion, smaller than its statistical decorrelation time scale. The
standard deviation and � are plotted as a function of relative
bandwidth in Figs. 7�a� and 7�b� for the PS energy. We ob-
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FIG. 6. The one-way propagated broadband transmissions at 390–440 Hz are processed and normalized for a 0 dB re 1 �Pa at 1 m source level. The �a�
means and �b� standard deviations are calculated using a 2 km running window in range for the MF, PS, and the bandpassed center frequency energies.

TABLE I. Standard deviations �L of the measurements for each bandwidth are obtained from data analysis
described in Sec. II D. The number of independent statistical fluctuations � are calculated from Eq. �7�.

390–440 Hz 875–975 Hz 1250–1400 Hz

�L �dB� � �L �dB� � �L �dB� �

Center frequency 4.98 1.16 4.92 1.18 4.98 1.16
Parseval sum 2.99 2.54 3.62 1.86 3.57 1.91
Matched filter 3.64 1.85 4.35 1.41 4.19 1.49

Relative bandwidth B / fc 0.121 0.108 0.113
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serve the energy standard deviation decreases monotonically
with the relative bandwidth, while � increases monotoni-
cally.

The rate of increase in � with relative bandwidth ob-
tained here from experimental data is much smaller than that
obtained in Ref. 8 based on theoretical modeling. There, the
number of coherence cells was found to increase from 1 to
20 as the signal bandwidth increased from 0 to 200 Hz for a
1 kHz signal propagating in a waveguide with 100 m water
depth at 15 km range. Figure 7�b� shows that this is physi-
cally not achievable unless the statistical decorrelation time
of the signal is much shorter than the signal duration in that
environment. Extrapolating the results in Fig. 7�b�, we would
obtain only about three coherence cells for a signal with
B / fc=0.2 when its duration is roughly 1 s on the New Jersey
shelf, where the acoustic field decorrelation time scale in this
waveguide is about 5 min.38,39

When a waveguide is randomized, the multimodal inter-
ference pattern is randomized in both space and time. Figure
7�a� suggests that even though the modes are randomized,
the intensity fluctuation for the broadband signal are roughly
bounded by the peak and trough of intensity variation with
range and depth in a nonrandom waveguide. This is expected
to be the case when the fluctuations are caused by linear
internal waves. When nonlinear internal waves or solitons
are present, then much larger standard deviations may be
obtained.

The relationship derived in Fig. 7�a� between the stan-
dard deviation and relative bandwidth can now be used in
experimental design to aid in selecting the appropriate fre-
quency bandwidth for the acoustic transmissions in order to
achieve the desired standard deviation in the received signal
energy.

E. Statistical distributions

Histograms for the 390–440 Hz bandpassed center fre-
quency data ECF, the broadband PS EPS, and MF energies
EMF are shown in Figs. 8–10. The histograms illustrate the
distribution of measurements separated in range increments
of 500 m. The center frequency data follow the exponential
distribution, which has nonzero probability density for E=0,
as shown in Fig. 8. This implies that the complex spectral

amplitude ��r �ro , fc� can be treated as a circular complex
Gaussian random variable.16 This allows us to approximate
the ECF measurements as being fully randomized.

The broadband data follow the Gamma distribution15 pa-
rametrized by the number of coherence cells,

P�E�r�� =
��/E�r���E�r��−1 exp�− �E�r�/E�r��

����
, �8�

where ���� is the Gamma function, and E�r� is the mean
broadband energy at a given range r from the source. The
theoretical Gamma distribution of Eq. �8� is plotted over
each histogram in Figs. 8–10 using the calibrated results for
mean energy E�r� from Sec. III B and � from Sec. II D. For
the bandpassed center frequency data, the theoretical expo-
nential distribution is a special case of the Gamma distribu-
tion where �=1. For each case, the theoretical statistical
distributions, P�E�r��, at six different ranges are each calcu-
lated using the range value centered within the range window
used for each histogram. The distributions change as the ex-
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pected broadband energy E�r� decreases with range. For all
three measurements, the histograms closely match the theo-
retical distributions.

The statistical distributions for the data here are similar
to those found in Ref. 9 for the same area. In that experi-
ment, broadband 100 Hz bandwidth signals centered at
400 Hz were transmitted along two different propagation
paths of 42 and 60 km. The intensities were found to scintil-
late according to similar types of distributions. At those
ranges, the peak MF energy level in decibels approximated a
log-normal distribution, which is a special case of the distri-
bution expressed in Eq. �8� for a large time-bandwidth prod-
uct. The distribution of the point intensity closely followed
an exponential distribution, approximating an instantaneous
measurement of a statistically saturated acoustic field. Here,
the distributions are plotted on a linear scale and the histo-
grams are grouped over range intervals to show how the
distributions vary as a function of range. Also, the distribu-
tions here use data collected at different locations in space
and are therefore functions of scintillation over both time and
space.

F. Matched filter degradation

The 20-ping averaged MF degradation in decibels, given
by the difference between the mean PS and MF levels, can
be estimated from Fig. 6�a� for the 390–440 Hz data. In
addition to modal dispersion, this difference may also be
caused by ambient noise or reverberation integrated into the
PS measurement. These effects are negligible for our signals
within the analysis time T. The MF degradation for the indi-
vidual transmitted signals plotted in Fig. 11�a� shows signifi-
cant fluctuation. The 20-ping averaged mean degradation in
Fig. 11�b� illustrates an approximate linear increase with
range. The range-dependent MF degradation DMF can be ap-
proximated using the calibrated results from Sec. III B
through the linear relationship

DMF�	� = c + m	 , �9�

where c is an initial offset at the onset of modes and m	
accounts for cumulative dispersion in the waveguide. For
these 390–440 Hz data, c=0.7 dB and m=0.05 dB /km, as
shown in Table II. The latter linear decibel increase in deg-
radation with range corresponds to an exponential decay of
the MF energy with range when compared to the PS energy.
The mean MF degradation in Fig. 11 is biased slightly above
the calibrated MF degradation because the mean is taken
over log values resulting in a bias that depends on the vari-
ance of the MF degradation.

G. Monte Carlo simulations for broadband acoustic
transmissions through a random waveguide
for field statistics

In this section, Monte Carlo simulations are used to
simulate sound speed fluctuations in a random waveguide
and propagate the broadband acoustic signals through the
waveguide. We show that the statistics of simulated acoustic
transmissions through the dynamic environment are consis-
tent with the observed statistics of the data in Sec. II D.

Internal waves randomize the ocean by causing fluctua-
tions in water-column temperature and sound speed profiles
over both space and time by adiabatic vertical displacements.
This phenomenon has been shown to be the primary source
for acoustic field randomization in continental shelf
environments.4,6,35,37,40–42 More recent work has furthered
the understanding of intensity fluctuations caused by both
linear diffuse internal waves,43 which create a gradual con-
tinuous fluctuation in the sound speed structure, and nonlin-
ear internal waves4–7 or solitons, which create more discon-
tinuous sound speed fluctuations in range. Both the 1995
SWARM and the 1996 PRIMER experiments, conducted on
the New Jersey shelf, found that linear internal waves cause
broadband intensity scintillation while nonlinear solitons fur-
ther randomize and attenuate the intensity through mode
coupling and mode stripping.4–7

Creating an accurate model for both the linear diffuse
internal waves and the nonlinear solitons is challenging with-
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out highly detailed environmental data such as real-time
sound speed and temperature profiles measured continuously
in time and space. The SWARM and PRIMER experiments
observed both linear and nonlinear internal waves in the
same region as this experiment. Both were conducted in July
and August when the internal wave activity is the strongest
and most prevalent5 while the MAE was conducted in April–
May when the intensity and prevalence of internal waves are
weaker. The experimentally measured sound speed profiles
from the New Jersey continental shelf during April–May
2003 shown in Fig. 2 provide a good sample of the profiles
measured at different locations and times on the continental
shelf; however, they are too aliased to observe specific inter-
nal waves.

Given these limitations, a simpler approach is taken for
modeling the environment. We assume the statistics of the
sound speed profiles are stationary over the region of the
experiment. Linear internal waves are simulated by updating
the sound speed profiles in range every 500 m, chosen as an
approximate correlation length observed for continental shelf
environments.4,37 The profiles are selected randomly from
the experimentally collected sound speed profiles. This ap-
proach is taken because it is impossible to predict the direc-
tion, amplitude, and frequency of specific internal waves.
Instead, a sufficient sample of the observed sound speed pro-
files are used to simulate the effects of the internal waves
after many independent simulations. Discontinuous solitons

are not included in the model because their presence cannot
be confirmed between the source and the receiver for any
given transmission. The linear diffuse internal waves are
largely responsible for the scintillation in the broadband in-
tensity interference pattern and are therefore sufficient for the
first order statistics such as the mean and standard deviations
of the intensities. This model does not describe the temporal
coherence of the scintillating acoustic field or intensity be-
cause the model relies only on independent realizations of
the environment. The temporal coherence of the acoustic in-
tensity could be calculated if the temporal fluctuations of the
environment caused by internal waves were included into the
model.

The acoustic field through this fluctuating environment
is modeled using the RAM,32 which takes into account the
environmental parameters including sea-bottom geoacoustic
properties, source and receiver locations, varying bathymetry
between source and receiver, and the dynamic sound speed
profile. For each realization, it produces the time-harmonic
Green’s function G�r �r0 , f� in space at frequency f from
which we can determine the complex spectral amplitude,

�m�r�ro, f� = Q�f�G�r�r0, f� , �10�

where the subscript m indicates that it is a modeled output.
Here, Q�f� is the Fourier transform for a synthesized source
signal. Applying the RAM over the source bandwidth fol-

TABLE II. The results of calibration for source level correction cSL and TL decay rate correction, 
, are shown
here for both PS and MF energy over three frequency bands. The MF degradation is found as the difference of
the PS value and MF value for both source level and range-dependent degradation. For the two higher fre-
quency bands, there were fewer transmissions occurring over a smaller window in range for which to calibrate
the expected levels. This results in higher error bounds for the estimates of cSL and 
. For the highest frequency
band, the transmission data across the array for each transmission are highly correlated, so the error bounds
calculated for the 875–975 Hz band are used as an upper limit for the error bounds.

390–440 Hz 875–975 Hz 1200–1400 Hz

cSL �dB� 
 �dB/km� cSL �dB� 
 �dB/km� cSL �dB� 
 �dB/km�

Parseval sum −0.8�0.2 −0.03�0.04 −1.1�0.6 −0.09�0.20 0.8�0.6 −0.06�0.20
Matched filter −1.5�0.2 −0.08�0.04 −1.7�0.8 −0.26�0.20 −0.8�0.8 −0.08�0.20
MF degradation 0.7 0.05 0.6 0.17 1.6 0.02
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FIG. 11. The MF degradation in the 390–440 Hz data is illustrated here for �a� each received signal and �b� using a running average over 20 transmissions.
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lowing Eqs. �2� and �4� provides the modeled PS, EPS,m and
MF energies, EMF,m. For example the modeled PS energy is
expressed as

EPS,m�r�r0� = �
f i

f f

��m�r�ro, f��2df , �11�

and the modeled mean broadband PS transmission loss is
10 log10 of the received mean PS energy, averaged over all
realizations, normalized by the source energy E0,

TLm�r�r0� = 10 log10� 1

E0
EPS,m�r�r0���

= 10 log10� 1

E0
��

f i

f f

�Q�f��2�G�r�r0, f��2df�� ,

�12�

where E0=� f i

f f�Q�f��2df .
To illustrate the modeled field statistics, we implement

this Monte Carlo model for a dynamic waveguide with a
constant water depth of 85 m and a sand bottom halfspace.
Figure 12 illustrates the means and standard deviations for
100 realizations of the MF, PS, and center frequency energies
using a normalized 0 dB re 1 �Pa source level for the
390–440 Hz band. Each of the 100 realizations of the broad-
band energy were computed with a spectral spacing of 1 Hz
over the 50 Hz bandwidth, leading to a total of 5000 time-
harmonic runs to generate the expected PS and MF energies.

The statistics derived from the model closely match
those of the data in Fig. 6. For instance, the model PS energy
standard deviation is the smallest, while that for the center
frequency is the largest, consistent with the data. This im-
plies that this approach can be applied to reliably model the
acoustic field statistics on the New Jersey continental shelf.

III. COMPUTATIONALLY EFFICIENT NUMERICAL
APPROACH FOR ESTIMATING MEAN BROADBAND
TRANSMISSION LOSS IN A FLUCTUATING
RANGE-DEPENDENT OCEAN WAVEGUIDE

In wide area sonar applications, the mean TL must be
efficiently estimated in order to detrend sonar imagery and
invert for scattering strength or target strength of scatterers

and source level of radiating targets over vast areas.2,14 The
brute-force method described in Sec. II G for estimating the
expected broadband TL is far too computationally intensive
and impractical for realistic sonar operations. Wide area so-
nar can image circular areas with a diameter exceeding
100 km. Imaged objects include fish shoals that often occupy
areas spanning more than 20�20 km2.2 In order to invert for
areal scattering strengths in these images, the bistatic TL
both from the source and to the receiver must be estimated
over the entire area and updated for each image with a mov-
ing receiver. For example, a large fish shoal extending 20 km
in cross range may span 60° at 20 km range from the source,
requiring 60 TL transects to be estimated at 1° spacing
�roughly equal to the broadside angular resolution of a wide
area sonar system�.2,14 For each transect requiring 5000 time
harmonic simulations, a total of 300 000 runs are required to
estimate the mean broadband TL and subsequently the areal
scattering strengths throughout the shoal.

Here we propose a numerically efficient approach for
estimating the expected broadband energy and mean TL
through a fluctuating range-dependent ocean waveguide. We
show that the mean broadband energy can be estimated to
within a 0.5 dB standard deviation using three Monte Carlo
simulations at only the center frequency and by introducing
range and depth averaging for each radial. This significantly
reduces the number of time-harmonic Monte Carlo runs from
300 000 to just 180 for the 60° span of the sonar imagery
described above. These 180 runs can be computed within
minutes to allow near real-time inversion of wide-area sonar
imagery for fish areal scattering strengths and population
density estimates.2

A. Approximating mean broadband transmission loss

We illustrate the computationally efficient approach for
estimating the mean broadband TL in a fluctuating ocean
waveguide for two different waveguides with sandy bottoms
in Figs. 13�a� and 13�b�. The first has a constant water depth
of 85 m and the second has an upslope bathymetry, as shown
in Fig. 13�d�. For comparison, the 100 Monte Carlo realiza-
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tions of the full broadband PS TL are plotted along with the
ensemble average over these 100 realizations for both
waveguides.

We next approximate the mean broadband TL as

TLm,N�r�r0� � 10 log10�Im,N�r�r0, fc��

= 10 log10� 1

N


p=1

N

�Gp�r�r0, fc��2� , �13�

which is obtained by averaging over N, only a few indepen-
dent realizations of the acoustic field at the center frequency
with the overline indicating spatial averaging of the Green’s
function magnitude square over both depth and range. Here,
the magnitude squared Green’s function output of the RAM
is averaged about the receiver over �20 m in depth and in
range using a range dependent Hanning window with an ex-
tent given by 1.5 log�r / �1 km�� km. We first average the
model over N=5 independent realizations to reduce the stan-
dard deviation of the approximate mean TL to less than
0.5 dB. At ranges greater than 2 km, this approximate TLm,5

follows a monotonic decay and matches the averaged broad-
band PS TL from 100 Monte Carlo realizations �with 5000
time-harmonic runs� to within 0.5 dB, as shown in Figs.
13�a� and 13�b�.

Figure 13�c� illustrates how averaging over different
numbers of independent Monte Carlo realizations for the en-
vironment with constant bathymetry reduces the standard de-
viation of the approximate TL model. In this case, the stan-
dard deviation is still less than 0.5 dB out to 30 km range
even when using only N=3 realizations.

The spatial window used for depth and range averaging
is chosen to be large enough to subtend at least one modal
cycle, but not too large as to average out the attenuation in
range or the effects caused by channeling of the acoustic
energy in the water column. This spatial averaging bears
some resemblance to the range averaging used by Harrison
and Harrison,44 where range averaging is used to replace a
frequency averaging over the bandwidth in a deterministic
environment. Here, both range and depth averaging are ap-
plied in order to estimate the mean transmission loss in a

random environment. Averaging the intensity over depth has
a similar effect as averaging over independent realizations of
the environment; both reduce the variance caused by modal
interference in a waveguide randomized by internal waves.

B. Calibration of broadband expected intensity
model

Here, we calibrate the computationally efficient model
for mean broadband TL with data from the New Jersey
Strataform. The PS energy level differs from the TL by the
source level, LPS=SL+TL. A maximum likelihood estimator
�MLE� is employed to correct the modeled expected broad-
band intensity for any inaccuracies in source level and the
waveguide attenuation decay rate.

In long range sonar applications, the source level is de-
termined by the coherent interaction of multiple source ele-
ments in the far field of the array. While the individual trans-
ducer elements have been calibrated by the manufacturer in
tanks, the resultant output source power still needs to be
calibrated in the field since it is dependent on the number of
elements operating at any given time and the input power
applied to each element.

The mean TL decay trend, discussed in Sec. III A, de-
pends not only on geometrical spreading loss and absorption
into the seafloor, but also on absorption and scattering losses
of the ocean environment from bubble clouds, nonlinear soli-
tons, fish, and other scatterers in the water column. These
parameters may not be completely characterized in the
propagation model. We introduce an attenuation correction
coefficient a to the model to account for incomplete knowl-
edge of all absorption and scattering loss mechanisms in the
environment,

Em�r�r0� � E0Im,N�r�r0, fc�exp�2a�� − �0�� , �14�

where ��−�0� is the horizontal separation between the source
and the receiver. Equation �14� is a good approximation for
waveguides at ranges where the field is dominated by low
order modes that propagate at elevation angles close to the
horizontal where the attenuation is approximately constant
over the modes.
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This model is applied to estimate the expected intensity
level over range for the MAE. A MLE estimates parameters
a and E0 by comparing the broadband data from Sec. II D
with the modeled mean intensity of Eq. �14�. These param-
eters can then be applied, respectively, as corrections to the
mean TL decay with range 
��−�0�, where 
=20 log10�e�a,
and correction to the source level, cSL=10 log10�E0 /
E0�uncorrected��, where E0�uncorrected� is an uncalibrated nominal
value for source energy which may be obtained, for instance,
from the transducer manufacturer’s specification. Note that a
calibration relying entirely on data that does not employ an
acoustic propagation model would fail to take into account
first order changes in the TL such as focusing effects caused
by bathymetric variations along different transects in range-
dependent environments, as well as changes in mean water-
column sound speed and bottom geoacoustic parameters.

We assume that the received broadband signal from each
transmission is statistically independent. The joint probabil-
ity density function for the N received energy measurements
from Eq. �8� is

p�E�r1�,E�r2�, . . . ,E�rN��

= �
i=1

N
��/E�ri���E�ri��−1 exp�− �E�ri�/E�ri��

����
, �15�

where E�ri� is the broadband intensity measured for the ith

received signal with source-receiver separation ri. The corre-
sponding expected intensity E�ri� is obtained from Eq. �14�
incorporating the modeled expected TL for each transmission
with source-receiver separation of ri. Taking 10 log10 of Eq.
�15� we obtain the log-likelihood function for the data. Equa-
tion �15� allows for a method to correct for unknown param-
eters in the model, in this case E0 and a. The log-likelihood
function depends nonlinearly on these two parameters, mak-
ing it challenging to obtain a MLE for these parameters ana-
lytically. Here, the log-likelihood function is plotted onto a
two dimensional ambiguity surface for E0 and a, where the
maximum value indicates the most probable value for the
correction to source level and range-dependent correction to
transmission loss.

The log-likelihood function is plotted for the model cali-
bration with the 390–440 Hz PS energy data in Fig. 14�a�,
normalized by its maximum value. The contour line marks
the −3 dB value, which indicates where the statistical likeli-
hood is half that at the maximum. The correction to source
level is found to be −0.8 dB for PS, estimated within an error
bound of �0.2 dB, and the attenuation correction 
 is found
to be −0.03 dB /km within an error bound of �0.04 dB /km
as tabulated in Table II. The matched filtered energy data
may also be calibrated using the same approach. The corre-
sponding normalized ambiguity surface is plotted in Fig.
14�b� and the results tabulated are in Table II. The difference
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in calibration for the PS and MF data provides a measure of
the MF degradation where c=10 log10�E0,PS /E0,MF��
0.7 dB and m=4.34�aPS−aMF��0.05 dB /km.

The normalized expected pressure level from the cali-
brated model is plotted along with the 390–440 Hz data for
both PS and MF in Figs. 15�a� and 15�b�, respectively. The
modeled mean level is plotted for each track of the experi-
ment and follows the trend of the data closely at all ranges.
Differences in the modeled mean levels for the different
tracks occur because the modeled TL takes into account
bathymetric variations, and source and receiver depth
changes. The calibration results for the higher frequency
bands, 875–975 Hz and 1250–1400 Hz, are provided in
Table II and plotted in Figs. 16 and 17, respectively.

The proposed approach for calibrating the source level
from the measured data makes a number of assumptions. �1�
The source level is stationary over the time period of the
experiment, and has a variance that is small compared to the
variance caused by fluctuations in the environment. �2� The
environmental fluctuation is assumed to follow a stationary
process over both space and time of the experiment. �3� The
initial assumption in Eq. �14� that the TL correction takes on
the form exp�2a��−�0�� may be inaccurate when large at-
tenuation corrections are required. It assumes that the correc-
tion in range affects each mode equally. This would not be

the case if there is significant energy propagating in the
higher order modes or if there is significant mode coupling
and mode stripping. For the current data set, the received
signal energy is mostly contained in lower order modes be-
yond 2 km, as discussed in Sec. II C. �4� The corrections to
the mean TL should only be applied at propagation distances
within the source-receiver ranges where the data were ana-
lyzed. For instance, a TL correction of −0.08 dB /km for the
MF signal energy should not be extrapolated for ranges too
far beyond 10 km range where the data were present.

IV. CONCLUSION

The scintillation statistics of broadband acoustic trans-
missions in a continental shelf waveguide have been quanti-
fied as a function of signal bandwidth B, center frequency fc,
and range. The received signal energy is shown to follow the
Gamma distribution implying the instantaneous field is fully
saturated from multimodal propagation contributions follow-
ing the central limit theorem. The Gamma distribution de-
pends on the mean energy, determined as a function of
source-receiver separation, and the number of independent
statistical fluctuations or coherent cells � of the received
signal determined from the energy standard deviations. The
number of coherent cells � is calculated for several standard
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receivers in ocean acoustics, such as the MF, the PS and the
bandpass center frequency. It is found that � of the received
signal is an order of magnitude smaller than the time-
bandwidth product TB of the transmitted signal. An empiri-
cal relationship is derived showing the monotonically in-
creasing dependence of � on the relative bandwidth B / fc.

A computationally efficient numerical approach is pre-
sented for rapidly estimating the range-dependent mean
broadband TL over wide areas of an ocean waveguide. The
mean TL is estimated from Monte Carlo simulations using a
range-dependent propagation model with only three to five
realizations of the acoustic field in an ocean waveguide with
random sound speed fluctuations. The approach uses inco-
herent spatial averaging over both range and depth for the
time-harmonic intensity at the center frequency to estimate
the mean broadband TL for a statistically saturated environ-
ment. A MLE applied to the data is used to calibrate the
model for source level and the mean TL decay rate over
range. This approach is indispensible for inverting wide-area
sonar imagery for scattering properties of distributed targets.
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Sonar techniques were used to quantitatively observe foraging predators and their prey
simultaneously in three dimensions. Spinner dolphins foraged at night in highly coordinated groups
of 16–28 individuals using strict four-dimensional patterns to increase prey density by up to 200
times. Herding exploited the prey’s own avoidance behavior to achieve food densities not observed
otherwise. Pairs of dolphins then took turns feeding within the aggregation that was created. Using
a proxy estimate of feeding success, it is estimated that each dolphin working in concert has more
access to prey than it would if feeding individually, despite the costs of participating in the group
maneuvers, supporting the cooperation hypothesis. Evidence of a prey density threshold for feeding
suggests that feedback from the environment may be enough to favor the evolution of cooperation.
The remarkable degree of coordination shown by foraging spinner dolphins, the very strict
geometry, tight timing, and orderly turn taking, indicates the advantage conferred by this strategy
and the constraints placed upon it. The consistent appearance of this behavior suggests that it may
be a critical strategy for energy acquisition by spinner dolphins in energy poor featureless
environments in the tropical Pacific Ocean. © 2009 Acoustical Society of America.
�DOI: 10.1121/1.2967480�

PACS number�s�: 43.30.Sf, 43.80.Ka �JAS� Pages: 125–137

I. INTRODUCTION

The pelagic ocean at low latitudes is low in available
energy �Longhurst et al.., 1995�, potentially making it diffi-
cult for large animals with high energetic needs to consume
enough food to survive and reproduce. One solution to the
challenge of finding and capturing dispersed food in this en-
vironment is to forage as a group. Searching together can
increase a predator’s prey detection rate, as shown in gulls
�Gotmark et al., 1986; Hoffman et al., 1981� and dolphins
�Norris and Prescott, 1961; Saayman et al., 1973�. Coopera-
tion, collective action by a group of animals that increases
each individual’s fitness, in cormorants �Bartholomew,
1942�, gulls �Gotmark et al., 1986�, and killer whales �Baird
and Dill, 1996� increases their prey capture efficiency. Coop-
erative groups may also actively herd prey, increasing its
density and decreasing its escape options. Increased densities
of aquatic prey have been associated with groups of river
otters �Serfass, 1995�, various species of piscivorous marine
fish �Hiatt and Brock, 1948; Partridge et al., 1983; Schmitt
and Strand, 1982�, pelicans �Anderson, 1991; Goss, 1888�,
killer whales �Nottestad et al., 2002; Similä and Ugarte,
1993�, and dolphins �Gallo Reynoso, 1991; Würsig and Wür-
sig, 1979�.

Spinner dolphins �Stenella longirostris� are primarily pe-
lagic animals that reside in the energy poor waters of the

subtropics. They feed at night on small prey including lan-
ternfish, shrimp, and squid that are part of a deep-scattering
layer �Norris and Dohl, 1980�. Because of the small size of
their prey �less than 0.002% of a spinner dolphin’s mass�, the
prey’s diel migration behavior, and their own energetic
needs, spinner dolphins need to be efficient foragers, each
consuming an estimated 1.25 prey items per minute through-
out the night �Benoit-Bird, 2004�. Spinner dolphins have
been observed in groups while foraging �Benoit-Bird and Au,
2003b�, which may play a role in maximizing their foraging
efficiency. However, two-dimensional data collected in pre-
vious field studies of spinner dolphins do not address the
behavior of groups of foraging spinner dolphins or their po-
tential function. Dolphin feeding groups were organized, in
agreement with predictions for cooperative foraging, encour-
aging further study.

Most aquatic animals forage beneath the ocean’s sur-
face, making it difficult to observe their behavior, particu-
larly for nocturnal predators such as spinner dolphins. While
group foraging has been observed in many aquatic species,
their relative inaccessibility has made quantitative assess-
ment of interactions between groups of predators and their
prey difficult �Schmitt and Strand, 1982; Serfass, 1995;
Similä and Ugarte, 1993�. One way toward a better under-
standing of the behaviors and benefits of group foraging in
aquatic animals is using data that allow us to place predators
and prey in three-dimensional space over time. We used a
multibeam echosounder capable of simultaneous high-
resolution observations of predator and prey behavior be-
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neath the water’s surface to observe the nocturnal behavior
of spinner dolphins off the coast of Oahu, HI in three dimen-
sions. We recorded the raw acoustic data from the sonar and
used underwater acoustics techniques for analysis rather than
analyzing the visual output of the sonar, as has been done in
previous biological studies �Axelsen et al., 2001; Nottestad
and Axelsen, 1999; Ridoux et al., 1997�. This allowed us to
quantify dolphin group size, foraging effort, and potential
feeding opportunities while simultaneously measuring
changes in prey density. Previous work on these animals has
suggested that group foraging may be important; however,
the short term behavior of dolphins could not be measured
nor could the immediate effects of this behavior on prey
distribution �Benoit-Bird and Au, 2003b�, making it impos-
sible to determine if cooperation could occur. Our goals in
this study were to understand the benefits of group foraging
and the mechanisms of prey aggregation to ultimately assess
the potential importance of group foraging in predator sur-
vival.

II. METHODS

A. Survey design

To measure the distribution of spinner dolphins and the
scattering layer that serves as their prey, two sites along the
leeward coast of Oahu were surveyed with a 200 kHz
Kongsberg-Simrad-Mesotech MS 2000 multibeam echo-
sounder. The sonar provided three-dimensional information
on the distribution of dolphins and their prey while the vessel
was moving. This frequency was selected because of its high
spatial resolution and its low likelihood of detection by a
Stenella species. While an audiogram for Stenella longiros-
tris is not available, the hearing of Stenella coeruleoalba
shows a very steep roll-off in sensitivity, as is typical for
mammals, above about 120 kHz �Kastelein et al., 2003�.
This suggests that a Stenella sp. is unlikely to hear a 200 kHz
signal with an approximately 7 kHz bandwidth.

Surveys were conducted between 2100 and 0300 h local
time for ten nights in May and June of 2003. The moon was
less than one-quarter illuminated during all sampling so the
ambient light level was very low. Sampling was conducted
around two areas known for the presence of dolphins, cov-
ering approximately 11 km surrounding Makua Bay and 10
km surrounding Kahe Point Beach, about half of the entire
leeward �Waianae� coast of Oahu. Sampling was conducted
along linear transects running primarily parallel to the shore-
line at a vessel speed of approximately 1.5–2.0 m/s �3–4 kn�
with occasional stops for other sampling �Benoit-Bird and
Au, in press�. These transects were located between 1.0 and
2.2 km from the shoreline, in water depths between 60 and
200 m. A total of 186 km was surveyed.

B. Multibeam echosounder

The head of the 200 kHz multibeam echosounder was
mounted off the starboard side of the vessel, approximately
0.5 m below the water’s surface, at a 45° angle relative to the
direction of travel and 30° up from the vertical plane perpen-
dicular to the bottom. This permitted us to observe animals
from the side, rather than having to drive directly over them,

limiting potential impacts of the survey on the dolphins. The
multibeam system used a 150 �s long outgoing pulse trans-
mitted at a rate of 5.6 per second with a source level of 215
dB re 1 �Pa. The system had a resolution of 0.22 m in the
direction 30° from vertical, resulting in a true depth reso-
lution of 0.19 m. The system had 120, 1.5° �20° beams that
overlapped by 0.25° in the narrower nearly across-track di-
rection, providing an angular coverage of 120° with 1° res-
olution in this direction. Data were taken using the external
imaging transducer of the sonar, thus forming a Mills Cross
to provide the greatest spatial resolution, giving a received
beam width of 1.5° in the direction 45° from along-track.
The sonar system was set to cover a range of 65 m. In the
geometry used, the instrument thus had a maximum range of
37.5 m from the vessel horizontally and 53 m vertically,
giving a swath width of 113 m at the furthest point in its
range. Further technical details about the sonar can be found
in Cochrane et al. �2003�.

The multibeam echosounder system was calibrated in
the Applied Physics Laboratory, University of Washington
seawater calibration facility using tungsten carbide spheres
with diameters of 20 and 38.1 mm following the protocols
established by Foote et al. �2005�. The system showed a
nearly linear gain function, stable performance, and beam
patterns consistent with those predicted by the system geom-
etry.

During field sampling, raw complex echo signals from
each of the 80 elements of the multibeam echosounder were
saved to hard disk with 12 bit digitization, resulting in a
dynamic range of 72 dB. The data were beamformed with
Chebyshev-type amplitude weighting and the amplitude and
range of echoes in each beam were then extracted using a
custom MATLAB program. The range versus azimuth data
were transformed into a rectangular coordinate system where
one axis is along the direction of travel, the second is across
the direction of travel, and the third is the depth. To obtain
three-dimensional information, six successive sonar returns,
or about 1 s of data, were combined. All position data were
corrected using coupled differential Global Positioning Sys-
tem �GPS� to eliminate the movement of the vessel. GPS
readings were taken with each sonar signal at a rate of 5.6
per second. Correction for vessel pitch and roll could not be
conducted; however, all sampling was conducted with sea
states below Beaufort 2 �waves of less than 0.2 m, winds
below 6 kn�, often with completely glassy conditions, limit-
ing undesirable vessel movement.

C. Dolphin position analysis

The transformed, averaged, and position corrected data
were used to identify large targets and to create isoscattering
surfaces. Dolphins were identified from the data based on
their unique set of acoustic scattering characteristics as iden-
tified by Benoit-Bird and Au �2003b�, most notably, a very
strong echo that is caused by their air filled lungs �Au, 1996�
and possibly their nasal passages that is surrounded by re-
markably low-amplitude echoes presumably by their blubber
which is nearly impedance matched to seawater. Echoes
from spinner dolphins identified during daylight surfacings
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were taken nearly simultaneously with a calibrated 200 kHz
echosounder �Simrad EK60� and the SM2000. Echoes from
spinner dolphins SM2000 had values between −25.9 and
−28.2 while the values measured with the EK60 were within
0.3 dB of −27.1 dB. The SM2000 echoes showed more vari-
ance in their amplitude likely because of the increase in the
variability in insonified angle relative to the narrow beam
EK60. In both systems, the presumptive lung echo provided
an extremely high target strength within this field of �
−27 dB echoes. The length of animals measured with the
multibeam was consistent with the size for adult spinner dol-
phins in Hawaiian waters.

Other large targets, e.g., those with high target strengths
and of measurable size with the multibeam’s 1.5° resolution,
were commonly observed along sampling transects. These
targets were not consistent with the measured characteristics
of known spinner dolphins and were never observed near
targets consistent with spinner dolphins and thus were not
considered in the analysis since sections of transects between
dolphin observations were not utilized here. It is unlikely
that similarly sized species of dolphins �e.g., the spotted dol-
phin S. attenuata� could be differentiated using the sonar.
However, no other similarly sized species in this habitat are
known to be foraging at depth at night and thus other species
are not likely a large source of error.

Multiple echoes were simultaneously detected in mul-
tiple beams and range bins from a single spinner dolphin, so
for the analysis of dolphin position, the single strongest echo
from each animal was utilized, probably from its lungs, cre-
ating a standardized method of locating the animal in space
and measuring distance between animals. However, all ech-
oes matching the characteristics of an individual dolphin
were utilized to estimate the length of each dolphin target by
adding the width of the beam for each echo at the range it
was detected together. The lengths of targets that were not
perpendicular to the beam were corrected by estimating the
angle of the target through differences in the range between
adjacent beams and using basic trigonometric relationships
to convert apparent to actual length.

The sonar system has a resolution of 1.5° in the azimuth
direction and 9.6 cm in the range direction. To increase the
resolution of measurement of animal spacing, information
from six successive pings was used to calculate interanimal
distances. Changes in spacing in this 1 s time period were
assumed to be negligible. The movement of the sonar rela-
tive to the animals during this time, however, decreased the
minimum interspacing distance that could be measured in all
dimensions to approximately 10 cm.

Individual dolphins could not be tracked for extended
periods using the multibeam echosounder because the echoes
measured from each individual, while distinguishable in
space, do not bear individual features that allow them to be
identified from other similar echoes at a later time period.
However, individual animals could be measured in several
successive signals. The movement of each individual dolphin
was measured by mapping the position of its strong dolphin
air-passage echo in successive pings, permitting estimates of
swimming speed to be made over short time intervals.

D. Prey distribution analysis

After removal of large individually identified targets,
volume scattering was thresholded at a value of −70 dB. The
scattering of the prey layer in each m3 within the sampling
volume was then normalized to the overall average scattering
per m3 for all observations of the scattering layer for statis-
tical analysis. Spatial statistics �Benoit-Bird and Au, 2003c�
were utilized to determine the location of significant changes
in relative scattering in three-dimensional space. Each
3 dB m−3 change in scattering strength, representing a dou-
bling in prey density �see Eq. �1��, was found to represent a
significant difference

�prey density = 10^��prey scattering strength/10� �1�

Linear interpolation between points of the same relative scat-
tering value created isodensity volumes in the prey field. The
size of prey isodensity volumes and their location relative to
dolphins could then be analyzed.

III. RESULTS

We made 267 observations of groups of dolphins in the
upper 50 m of the water column. Observation duration
ranged from 22 to 257 s with a mean duration of 123 s.
These observations are longer than expected based on the
vessel speed for dolphins swimming in a random direction.
Most of the observations of directionally swimming dolphins
were of animals swimming along isobath, parallel to the
transects, permitting longer observations when animals were
swimming in the same direction as the vessel. The longest
observations were only possible when the vessel happened to
be making a turn about a group of animals and observed
them from multiple angles. Indications of changes in
behavior—e.g., increases in audible surfacing rate, bowrid-
ing, playing at the surface, and swimming around the boat—
were noticed during a few times when the vessel was moving
unpredictably for reasons unassociated with sampling. How-
ever, these types of behaviors were not detected during nor-
mal transect sampling, suggesting limited effects of the ves-
sel or the instruments on the dolphins during sampling.

During night-time surveys, apparently foraging dolphins
were found in groups in distinctive geometries, defined here
as foraging stages. The split-beam echosounder, which could
sample the entire water column throughout the study area,
confirmed that the scattering layer in the sampling area did
not extend past the 50 m vertical limit of the multibeam
sonar. The depth of dolphins was always within the depth
range of the detected scattering layer, except during brief
surfacings, suggesting foraging activity. The depth of dol-
phins relative to the scattering layer is shown in Fig. 1. The
results show that detected dolphin groups covered nearly the
entire vertical range of the scattering layer, missing an aver-
age of 1.5 m at the top and 3.5 m at the bottom of the layer.

A. Dolphin groups

Groups of dolphins ranged in size from 16 to 28 with a
bimodal distribution �modes=20,24�. All 267 groups that we
observed were comprised of distinct pairs of animals where
one was ahead and slightly above the other dolphin in the
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pair �Fig. 2�. Consequently, all foraging groups were made
up of even numbers of dolphins. This is consistent with re-
sults from a previous study �Benoit-Bird and Au, 2003b�
though measurements of animal spacing could not be mea-

sured from those results. Mean distances between individuals
in the pair, corrected for a non-normal distribution using a
square-root transformation, are 0.91�0.02 m �95% CI� in
the X-Y plane and 1.1�0.01 m �95% CI� in the Z plane.
Repeated measures analyses of variance �ANOVAs� on
transformed intrapair distance data showed no significant ef-
fect of the geometry of the group termed the foraging stage
on intrapair distances �X-Y plane: total N=163,589, F3

=1.34, and p=0.38, 1−�=0.67; depth �Z�: total N
=163,589, dF=3, F3=1.08, p=0.73, and 1−�=0.77�.

An ANOVA revealed that group size varied significantly
with the initial prey relative density defined as the density of
prey measured just prior to the dolphins arrival at that loca-
tion �F11=23.11, N=96, and p�0.001�. These estimates
could only be made when the area was observed prior to the
movement of a line of dolphins into the area, resulting in a
limited sample size for these estimates. Group size tended to
be larger when initial prey density was lower and smaller
when prey density was higher. A regression showed that dol-
phin group size was predictably related to prey density �Fig.
3, r2=0.40, F=173.02, and P�0.001�. Dolphin group size
was also significantly positively related to increases in vari-
ance in scattering strength, a measure of patchiness �r2

=0.54, F=193.66, and P�0.001�. The smallest groups of 16
animals were in areas of the scattering layer with �2 values
of about 2000 while groups of 28 animals were in areas of

FIG. 1. Depth between the dolphin nearest the edge of the upper and lower
edges of the scattering layer and the layer’s edge. Foraging dolphins were
within the scattering lower so dolphins were deeper than the upper edge of
the layer and shallower than the lower edge.

FIG. 2. Distance between individual dolphins within a pair in the X-Y plane �left� and with depth �right�. The mean value shown on each graph has been
corrected using a square-root transformation of the data which produced a distribution not significantly different from normal. The corrected 95% confidence
interval is also shown. Repeated measures ANOVAs on transformed data showed no significant effect of foraging stage on intrapair distances in either plane.
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the scattering layer with �2 values of just over 5000. While
there was no affect of variance in scattering strength on in-
terpair spacing with depth �r2=0.06, F=2.37, and P�0.05�,
the average spacing in the XY plane between pairs of dol-
phins swimming in a circle was significantly affected by
variance in scattering strength �r2=0.40, F=175.66, and P
�0.001�. Spacing between animals decreased by up to 1.6 m
as variance increased. However, prey relative scattering
strength observed within the circle of dolphins, an estimate
of the potential benefits of the behavior, did not vary signifi-
cantly with dolphin group size �F11=1.57, N=267, p�0.05,
and 1−�=0.76�.

B. Foraging stages

There were four clear geometries or stages of foraging
observed in spinner dolphins �Fig. 4�. A brief summary will
help follow the remaining results and the detailed methods of
their determination. Animals were found to swim in a line
running perpendicular to the shoreline, termed “wide line.”
Next, the spacing between pairs in the line decreased dra-
matically while animals continued to swim forward. The ani-
mals in this line then formed a 28–40 m circle, closing the
circle from offshore. The final stage of foraging before dol-
phins surfaced is termed “inside circle.” Pairs of dolphins at
opposite sides of the circle moved inside the circle formed

by the other dolphins. In all foraging stages, dolphins were
distributed over nearly the entire depth range of the scatter-
ing layer. Each pair of animals appeared to remain at a single
depth through an entire foraging bout so that pairs are offset
around the circle, forming a cylinder of prey as they repeat-
edly swim around it.

The beginning and end of foraging stages and their tran-
sitions were defined by changes in the geometry of foraging.
The beginning of the transition from wide line to tight line
was defined as the point when the mean interpair spacing
decreased by 10% and the animals were determined to have
achieved the tight line formation when the mean interpair
spacing for all pairs was within 10% of the minimum of
interpair spacing observed in that group later in the observa-
tion. The transition to circling from the tight line was deter-
mined to have begun when the distance between any two
animals perpendicular to the plane of the line was greater
than 7 m, slightly greater than the maximum interpair dis-
tance measured parallel to the line. The complete formation
of the circle was determined as the point when the nearest-
neighbor distance between pairs of animals in the group was
less than 7 m. The transition to circling to moving inside the
circle was defined as the point when the distance between
any opposing pairs of animals in the circular formation, the
radius of the circle, was 4 m less than the mean radius of the

FIG. 3. Dolphin group size as a function of mean relative scattering of prey at the beginning of the observation. Black bars show the median, white boxes
show one interquartile range, the error bars show the 95% confidence interval, and dots show outliers.
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circle comprised of all the other animals. The interpair spac-
ing for animals clearly within each of the four defined stages
is shown in Fig. 5.

Complete observations of entire foraging bouts could
not be made from the data; however, estimates of stage du-
ration and stage order could be made using data that con-
tained complete foraging stages, defined as those that con-

tained at least some part of the stage before and after.
Combining these data gives us an estimate of the order and
duration a complete foraging bout. Figure 6 shows the mean
duration of each foraging stage, the 95% confidence interval
of the mean, and the number of times each stage was ob-
served completely. Combining all the means gives us an es-
timate of the duration of a complete foraging bout of 4 min

FIG. 4. Top and side view examples of dolphins in each of the four stages of foraging observed. For the top view, scattering was integrated through the entire
water column for each square meter. For the side view, scattering was integrated for the 20 m immediately in front of the dolphin group. The relative scattering
intensity of prey is indicated by grayscale. Prey density can be related to the scattering intensity with each 3 dB increase in scattering representing a doubling
of prey density. The position of the air passage echoes from dolphins is shown as dots. In the side view, the dolphins behind the integration plane are shown
as a darker shade.

FIG. 5. �Left� Distance in the x-y plane between pairs of dolphins in a foraging group for the first two foraging stages identified. The distances in line abreast
swimming animals were consistent regardless of the size of the group. �Right� Distance in the x-y plane between pairs of dolphins in a foraging group for the
circling foraging stages. Because the distances are significantly affected by the size of the group, distances are shown as the difference between evenly spaced
animals in each group, estimated by dividing the circle’s diameter by the number of pairs of dolphins in the group, and the actual spacing. Note that the sample
sizes represent the number of measurements between pairs, leading to a much greater sample size than the number of groups detected.
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and 38 s with a total 95% CI for 1 min. The relatively high
sample sizes of observed transition between stages, e.g., re-
cording some part of the stage before and some part of the
stage after, provide confidence in the interpreted order of
behaviors and their consistency. No observations of targets
consistent with the echo characteristics of spinner dolphins
were made that moved between these stages in a different
order from the proposed model of foraging.

There were significant differences in measured swim-
ming speeds between the various defined foraging stages
�Fig. 7, ANOVA F3=267.96, and p�0.0001�. There were no
significant effects of time of night or group size on swim-
ming speed �F5=0.745, P=0.59; F6=2.0, and P=0.08, re-
spectively�. A Dunnett’s C post hoc comparison showed that
swimming speed at each stage was significantly different
from the speed of every other stage �p�0.05�. The swim-
ming speeds measured here compare well with the
0.26–4.32 m s−1 estimates of bottlenose dolphins speeds

made from a video sonar �Ridoux et al., 1997� with the high-
est speeds observed when animals were swimming in a circle
before animals began to move into the circle when their
swimming speed decreased by nearly half.

There were significant changes in prey relative scatter-
ing strength between and within foraging stages. An ANOVA
showed that there was a significant effect of foraging stage
on prey relative scattering strength �F5=244.45 and P
�0.0001�. Post hoc Dunnett’s C comparisons showed that
the prey relative scattering strength of each stage was signifi-
cantly different from that of every other stage �P�0.05�.
Figure 8 shows prey relative scattering strength as a function
of time within each foraging stage. Regression analyses were
used to observe these changes. See Fig. 8 for all R2 and p
values. There was no significant change in prey scattering
while the dolphins were in their wide line, the transition from
a line to a circle, or for the first 75 s when dolphins were
inside the circle after which there was a significant decrease
in prey scattering. There was a significant increase in prey
relative scattering strength in the 5 m immediately in front of
the dolphin group when the animals were tightening their
line, were in the tight line, and were circling. Putting all the
separate observations together, the foraging behavior ob-
served correlates with an increase in the mean relative scat-
tering intensity of 9.6 dB from the wide line until the end of
circling, representing an increase in the prey density of about
11-fold. The maximum density of the scattering layer over
this same observation period increases by an average of 60
times up to a maximum of approximately 200 times.

C. Foraging stage possible functions

The role of each stage of foraging was investigated by
simultaneously observing dolphin behavior and changes in
the prey field. The mean relative scattering strength of prey
as a function of distance from the dolphins is shown in Fig.
9. All of the observations shown were aligned using the time
at which animals were first observed to tighten their line
abreast formation. This figure only shows the 30 s surround-

FIG. 6. Mean duration of each foraging stage with 95% confidence intervals
indicated by the error bars. The number of complete observations for each
stage is shown.

FIG. 7. Mean swimming speed measured from successive detections of
dolphins is shown with 95% confidence intervals. An analysis of variance
and post hoc tests revealed that the swimming speeds for each foraging
stage were significantly different.
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ing this event. While swimming in the wide line, dolphins
appeared to approach an existing patch of increased scatter-
ing �shown in light gray� estimated to have a numerical den-
sity twice the average background prey density �Fig. 9, first
row�. This patch was observed up to 25 m ahead of the
dolphins. When dolphins were observed to move to within 5
m of this patch, their interpair spacing began to decrease,
with the final tight line formation achieved as they reach the
edge of the patch �Fig. 9, second row�. When groups of
dolphins were coincident with the edge of this patch, the
swimming speed of the dolphins was observed to decrease
by about 60% �see Fig. 7�, approximately matching the
maximum sustained swimming speed for their prey �Reid,
1994; Sambilay, 1990�. During this time, dolphins were also
observed to swim in a sinusoidlike pattern, moving up and
down by several meters. During this phase of foraging, the
density of prey 1 m in front of the dolphins was measured to
increase relative to the original patch �shown in dark gray�,
as the prey apparently tried to swim away from the dolphins,
while the density immediately behind the dolphins was ob-
served to decrease �Fig. 9, last two rows�.

While the dolphins were observed to be circling, the
density of the patch measured as an increase in volume scat-
tering strength was measured to increase further by an aver-
age of another 2.5 times to about 11–12 times the back-
ground �Fig. 8�. In addition, the distribution of prey was
observed to change dramatically during this phase. Figure 10
shows the percent of peak prey scattering, or increased prey
density, on the side of the circle from which the line of

dolphins approached from. There was a significant effect of
time on this value �r2=0.60, F=7166.08, and p�0.001�. As
the mean duration of the circling stage �1:23 min� is ap-
proached, the prey becomes close to evenly distributed on
both sides of the circle even though the strong scattering or
high prey density was initially on only one side of the circle.
Figure 11 shows that the size of the circle is significantly
affected by the size of the group �r2=0.38, F=165.30, and
p�0.001� with larger groups in larger diameter circles de-
spite the fact that larger groups had significantly tighter spac-
ing in the XY plane.

During the final stage of foraging observed, dolphins
moved into the circle in sets of two pairs that were opposite
or nearly opposite each other in the circle. The average num-
ber of movements into the circle calculated as the total num-
ber of observed movements into the circle divided by the
number of pairs in the group was 3.7 per pair �1.3. Indi-
vidual pairs spent 10.5�1.1 s in the circle before falling
back into their place in the circle. In all observations, the
foraging that took place was very orderly with the pairs of
dolphins immediately behind the initial pairs in the circle
moving into the circle next and so on. The average number
of movements into the circle by each pair of dolphins per
foraging bout calculated as the total number of observed
movements into the circle divided by the number of pairs in
the group was not affected by group size �ANOVA N=154,
p�0.05, and 1−�=0.69� which means that more move-
ments into the circle were conducted in larger groups. Unlike
all the other foraging geometries, when dolphins were ob-

FIG. 8. Mean prey relative scattering strength per m3 for the 5 m in front of dolphins as a function of time in each foraging stage for all 267 observations.
White bars show the median, black boxes show one interquartile range, and the error bars show the 95% confidence interval. Times with single samples are
indicated by black points. The inside circle stage is broken up into two parts by a dotted line at 75 s into the behavior. Results of regression and F-tests for
scattering strength within each foraging stage are shown at the top of the figure.
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served in the circle, no further increase in the prey density
was observed �see Fig. 8�, indicating a very different func-
tion for this foraging stage from the others. Figure 12 shows
that dolphins moving into the circle were moving an average
of 5.1 m into the circle, to the location where the prey has a
relative scattering strength an average of 17.7 dB and up to
23.1 dB higher than the background scattering by the layer.
That represents an average prey density increase of 60 times
up to a maximum of 200 times over the average background
prey density. Dolphins were strongly associated with the lo-
cation of highest density of their prey while inside the circle.
Near the edge of the circle of dolphins, volume scattering
and thus estimated prey density were not significantly higher
than the background. This was measured using a paired t-test
comparing the average volume scattering near each pair of
dolphins in the circle with the average volume scattering 5 m
away from the pair toward the outside of the circle �N
=154, p	0.05, and 1−�=0.99�.

IV. DISCUSSION

We present a model of spinner dolphin foraging based
on observations of dolphins and their prey using a multibeam

echosounder. Four distinct geometries were consistently ob-
served in the underwater nocturnal behavior of spinner dol-
phins feeding on a deep-scattering layer near the apex of its
diel vertical migration. No single observation encompassed
all stages because of limits in observation time from the
moving vessel. To understand how these patterns fit into the
overall foraging behavior of spinner dolphins, observations
of transitions between these four stages were used to deter-
mine stage order and overall time course. Sample sizes of
observations of these foraging stage transitions were rela-
tively high �see Fig. 6�; however, this approach is biased
toward shorter foraging stages which can be seen in the
sample sizes. Consistent progression in the foraging stage
was observed throughout, suggesting that the model, pre-
sented as a time course in Fig. 6, is not often varied under the
foraging conditions measured, validating further interpreta-
tion.

The model of dolphin foraging presented is a compila-
tion of many observations that are assumed to be indepen-
dent. We cannot know if individual dolphins were detected
more than once in a single night since no method currently

FIG. 9. Mean relative scattering strength of prey as a function of distance from dolphins at each time interval shown. Time zero for all observations was the
first time that tightening of dolphins swimming line abreast was observed. Error bars represent the standard error of the mean. Light fill represents the density
difference of an existing prey patch relative to the background prey density. Dark fill represents the prey density change hypothesized to have been caused by
dolphins herding the prey.
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exists to identify individuals at night. However, using the
best population estimates for spinner dolphins, we can esti-
mate the population of spinner dolphins along the area we
surveyed to be at least 120 and possibly up to 750 animals
�Lammers, 2004; Mobley et al., 2000�. Given population es-
timates, our coverage of the area ��50%�, and our average
group sizes in the low to mid-20s, it is possible that 20 or
more groups may have been present within the general area
surveyed. Along individual parallel to shore transects, the
number of groups sometimes reached an average of 4/km.
During one 8 km long survey at a vessel speed of �4 kn
�faster than the directional movement observed in the dol-
phins�, 18 distinct groups of dolphins were detected. So

while it is possible that some groups may have been detected
more than once over the course of a single night’s survey,
given the mean number of observations each night ��27�,
the likelihood of significant pseudoreplication is low.

Observations of individual foraging stages suggest that
swimming in a wide line, tight line, and then a circle allowed
dolphins to increase the density of their prey. Putting it all
together, dolphins first found and approached an existing
patch that was about twice the density of the background.
Then, dolphins used their prey’s own avoidance behavior to
push it forward as they continued to swim, piling the prey up
on itself like snow in front of a plow. Dolphins isolated this
prey patch by encircling it. The final patch was, on average,
11–12 times higher in density than the background prey with
a peak density that was an average of 60 times higher than
the background. During the last observed stage of foraging,
dolphins moved into the circle and appeared to actively feed.
Inside the circle was where they most closely overlapped the
maximum density regions in their prey while dolphins swim-
ming at the edges of the circle did not experience prey den-
sities that were significantly increased over the background.
Presumably feeding dolphins moved into the circle with a
high degree of coordination not only with their pair partners
but also with other pairs. In all observations, two pairs were
observed to move into the circle simultaneously from nearly
opposite sides of the circle’s perimeter. When these two pairs
moved back to their places on the circle’s edge, another two
pairs of dolphins were observed to move into the circle from
the next position behind them in the circle.

Group foraging can allow access to prey that would oth-
erwise be difficult or unprofitable for the predator to find or
consume alone. In terrestrial predators, this usually means
obtaining access to hidden prey �Jones, 1999� or prey that are
large relative to the predator �Estes and Duggins, 1995; Mac-
Donald, 1983; Moehlman, 1986; Traniello, 1987�. In pelagic
aquatic predators, as in aerial predators �Brown et al., 1991�,
cooperation most often involves finding or creating aggrega-
tions of small prey �Anderson, 1991; Bartholomew, 1942;
Gallo Reynoso, 1991; Goss, 1888; Gotmark et al., 1986;

FIG. 10. The initial side of the dolphin foraging circle, the side from which
the line of dolphins came from, is shown in the top panel. The percent of the
volume of the foraging cylinder that had prey scattering within 6 dB of the
maximum for that observation as a function of time from the inception of
circling by the dolphins is shown in the bottom. The 50% line indicates the
level where prey would be evenly distributed on both sides of the circle.

FIG. 11. Foraging circle diameter as a function of dolphin group size

FIG. 12. Mean relative scattering strength of prey as a function of distance
from the circle of dolphins. Positive values represent positions inside the
circle and negative values represent positions outside the circle. Error bars
represent the 95% confidence interval for the mean. The mean for the maxi-
mum movement of each pair of dolphins into the circle is shown by the
dotted line near 5 m, along with gray bar representing the 95% confidence
interval.
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Hiatt and Brock, 1948; Hoffman et al., 1981; Norris and
Prescott, 1961; Nottestad et al., 2002; Partridge et al., 1983;
Saayman et al., 1973; Schmitt and Strand, 1982; Serfass,
1995; Similä and Ugarte, 1993; Würsig and Würsig, 1979�.
Herding of prey seems to occur most often in markerless
environments, like the midwater habitat of the prey of spin-
ner dolphins, where prey do not naturally aggregate around
other structures. Group foraging allows aquatic predators to
exploit groups of small prey that would not be profitable
prey if dispersed. However, unlike other species of marine
animals that have been observed to herd prey �Evans, 1987;
Gallo Reynoso, 1991; Serfass, 1995; Similä and Ugarte,
1993�, spinner dolphins were not observed to bring their prey
up to the surface or toward shore. They did not use these
boundaries as walls against which to push their prey but
rather swam continuously at relatively high speeds which
appeared to create a barrier of predators to contain their prey.
This makes the behavior difficult to observe and limits the
amount of time that dolphins can maintain the patch before
needing to surface to take a breath, about 5 min. Similar
herding of prey at depth in other marine species has yet to be
observed.

Comparing groups of foraging dolphins, we found that
the dolphin group size was higher at lower background prey
densities. However, the density at which dolphins began to
move inside the circle was not affected by background den-
sity or group size. This suggests a threshold of prey density
at which feeding becomes profitable. A possible threshold
mechanism may be the cessation of avoidance of dolphins by
masses of prey at the high densities herded prey reach after
the circling behavior. This lack of avoidance, observed by
measuring the volume scattering 5 m inside the circle of
dolphins before and after the movement of dolphins into the
circle, could be a result of decreased space for each indi-
vidual prey. Estimates of the density of micronekton made
with a calibrated sonar system in both this and previous stud-
ies reached 1800 m−3 �Benoit-Bird and Au, 2003a; Benoit-
Bird and Au, 2004�. This would put the prey, which average
7.5 cm in length �Benoit-Bird and Au, 2006�, about 8 cm
apart. Because these fish are not observed to swim in a po-
larized fashion �Benoit-Bird and Au, 2006; Reid, 1994�,
these densities would severely limit their flight distance, po-
tentially causing great confusion of the prey while under
attack. The increase in group size may be necessary to
achieve the feeding threshold, whatever its mechanism of
action, at lower prey densities.

The observations here lead to the question “is group
foraging behavior in spinner dolphins cooperative?” Coop-
eration can be defined as an outcome that, despite potential
individual costs, increases the fitness of the members of a
group of two or more individuals, and whose achievement
requires collective action �Dugatkin et al., 1992�. Coordina-
tion of movement, “collective action,” of the hunting dol-
phins is strongly supported by the data presented but that
alone is not evidence of cooperation. For us to identify co-
operation, we must measure the outcome of the behavior, a
difficult task. So in this, as in most studies, we must rely on
proxy measures. It was not possible to measure the prey
capture success of individual dolphins. However, because

prey density is the factor affected by group behavior, we can
use prey density, a measure of immediate prey availability as
a proxy measure for feeding success. For the purposes of this
discussion we will use a simple, one to one linear increase in
foraging success with increasing density.

To assess cooperation, we must also estimate the costs
of feeding in a group. Based on modeling of spinner dolphin
energy needs �Benoit-Bird, 2004� and the density and size of
the average patch, we estimate that the prey within at least
some single patches of prey could feed the entire group of
dolphins for a single day if they could exploit it effectively.
Competition between individuals in the group is then not for
the food itself but in time to feed. Group feeding reduces the
time to feed because of the time it takes to create and main-
tain a dense prey patch, something we can estimate. Our
observations suggest that, on average, each pair of dolphins
is inside the circle where feeding is hypothesized to take
place 3.7 times/foraging bout for an average of 10.5
s/movement within an average feeding bout of 4 min and 38
s. There is no evidence for significant variation in this time
between different pairs of animals within the group. This
means that individual dolphins are feeding about 14% of an
average foraging bout. Short surfacing times detected in this
study support the assumption that animals begin another for-
aging bout nearly immediately after a previous effort. So, we
can use the value of 14% as an estimate of potential foraging
time in which dolphins within groups are feeding. A solitary
animal would potentially be able to feed 100% of foraging
time.

Dolphins in groups experienced a mean prey density in-
crease of about 5.5 times and an increase in maximum den-
sity of 30–100 times over the initially selected prey patch,
something a solitary individual could also likely select.
Looking at the mean density values, the prey capture success
measured as density multiplied by access time was 0.75
times greater for animals in groups compared with those
alone selecting natural patches in the environment. If maxi-
mum density is the important feature, then dolphins in
groups could have feeding success rates of 4–14 times
higher. Based on this assessment, animals feeding inside
these highly dense dolphin-enhanced patches would indeed
have higher per-capita feeding success than those attempting
to forage alone but only in the high-density areas inside the
circle of herding dolphins. The analysis supports the hypoth-
esis that cooperation, rather than just coordinated foraging,
occurs and suggests that feedback from the environment
alone may be enough to discourage solitary foraging. It is
important to note here that targets consistent with individual
dolphins were not observed during the study.

The analysis presented supports a positive outcome of
the observed collective action over solitary feeding, support-
ing the hypothesis that this behavior is cooperative. How-
ever, cooperation can only evolve if cheating is not a benefi-
cial strategy. We made no observations of animals moving
into the circle when it was not their “turn” to do so. No
echoes consistent with dolphins were ever observed alone or
in small groups. Targets consistent with dolphins were not
observed engaging in behaviors that did not fit into the “for-
aging states” described here that would suggest stalking or
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sneaking into a group nor were any observations made of
animals spending significantly longer inside the circle than
others. This suggests that cheating under the conditions of
this study was absent or rare.

Our data show that spinner dolphins worked collectively
to achieve densities of prey that did not occur in the habitat
in the absence of this dolphin behavior, likely resulting in
increased feeding success despite the individual costs of
herding and maintaining a prey patch and other potential
costs of social feeding. There was no evidence of cheating by
animals either within groups or from outside groups. All of
this, when considered together, strongly supports cooperative
rather than simply group foraging. The remarkable degree of
coordination shown by foraging spinner dolphins, the very
strict geometry, tight timing, and orderly turn taking, indi-
cates the advantage conferred by this strategy and the con-
straints placed upon it. The consistent appearance of this
behavior shown here and indicated in previous studies
�Benoit-Bird and Au, 2003b� suggests that it may be a criti-
cal strategy for energy acquisition in Hawaii by spinner dol-
phins. The number of pelagic species in which cooperative
herding has been initially reported �Anderson, 1991; Axelsen
et al., 2001; Gallo Reynoso, 1991; Goss, 1888; Hiatt and
Brock, 1948; Nottestad et al., 2002; Partridge et al., 1983;
Schmitt and Strand, 1982; Serfass, 1995; Similä and Ugarte,
1993; Würsig and Würsig, 1979� suggests that prey herding
may be an important strategy for food acquisition in energy
poor relatively featureless environments like the tropical Pa-
cific Ocean.

ACKNOWLEDGMENTS

Jeff Condiotty of Simrad, Lynnwood, WA generously
allowed us to utilize the multibeam echosounder system.
Christopher Jones provided MATLAB code that served as the
basis for the custom programs used in this study. Marc Lam-
mers provided assistance in preparing for and conducting the
research. Dieter Lammers designed and constructed the
multibeam transducer mount and served as our vessel’s skip-
per. Christopher Bird repaired the sonar computer’s Win-
dows operating system. The technical staff at Kongsberg-
Simrad-Mesotech provided emergency assistance with the
multibeam. Michiel Schotten, Aran Mooney, Kristen Taylor,
and Stuart Ibsen provided assistance in the field. Alex De
Robertis, Christopher Bird, Paul Frost, and Mark Scheuerell
commented on the manuscript. This work was funded by the
National Science Foundation, Grant No. 0205752, the Office
of Naval Research, Grant No. N00014-02-1-0968, as well
the National Oceanic and Atmospheric Administration,
Project No. R/FM-7, which is sponsored by the University of
Hawaii Sea Grant College Program, SOEST, under the Insti-
tutional Grant No. NA16RG2254 from NOAA Office of Sea
Grant, Department of Commerce. The work presented here
represents the views of the authors and not necessarily those
of funding agencies. This work was conducted under U.S.
National Marine Fisheries Service Permit No. 1000–1617.

Anderson, J. G. T. �1991�. “Foraging behavior of the American white peli-
can �Pelecanus erythrorhyncos� in western Nevada,” Colonial Waterbirds
14, 166–172.

Au, W. W. L. �1996�. “Acoustic reflectivity of a dolphin,” J. Acoust. Soc.
Am. 99, 3844–3848.

Axelsen, B. E., Anker, N. T., Fossum, P., Kvamme, C., and Nøttestad, L.
�2001�. “Pretty patterns but a simple strategy: Predator-prey interactions
between juvenile herring and Atlantic puffins observed with multibeam
sonar,” Can. J. Zool. 79, 1586–1596.

Baird, R. W., and Dill, L. M. �1996�. “Ecological and social determinants of
group size in transient killer whales,” Behav. Ecol. 7, 408–416.

Bartholomew, G. A. �1942�. “The fishing activities of double crested cor-
morants on San Francisco Bay,” Condor 44, 13–21.

Benoit-Bird, K. J. �2004�. “Prey caloric value and predator energy needs:
Foraging predictions for wild spinner dolphins,” Mar. Biol. �Berlin� 145,
435–444.

Benoit-Bird, K. J., and Au, W. W. L. �2003a�. “Echo strength and density
structure of Hawaiian mesopelagic boundary community patches,” J.
Acoust. Soc. Am. 114, 1888–1897.

Benoit-Bird, K. J., and Au, W. W. L. �2003b�. “Prey dynamics affect forag-
ing by a pelagic predator �Stenella longirostris� over a range of spatial and
temporal scales,” Behav. Ecol. Sociobiol. 53, 364–373.

Benoit-Bird, K. J., and Au, W. W. L. �2003c�. “Spatial dynamics of a near-
shore micronekton sound-scattering layer,” ICES J. Mar. Sci. 60, 899–913.

Benoit-Bird, K. J., and Au, W. W. L. �2004�. “Diel migration dynamics of an
island-associated sound-scattering layer,” Deep-Sea Res. 51, 707–719.

Benoit-Bird, K. J., and Au, W. W. L. �2006�. “Extreme diel horizontal mi-
grations by a tropical nearshore resident micronekton community,” Mar.
Ecol.: Prog. Ser. 319, 1–14.

Benoit-Bird, K. J., and Au, W. W. L., �2009�, “Phonation behavior of coop-
eratively foraging spinner dolphins,” J. Acoust. Soc. Am. 124, 539–546.

Brown, C. R., Brown, M. B., and Shaffer, M. L. �1991�. “Food-sharing
signals among socially foraging cliff swallows,” Anim. Behav. 42, 551–
564.

Cochrane, N. A., Li, Y., and Melvin, G. D. �2003�. “Quantifications of a
multibeam sonar for fisheries assessment applications,” J. Acoust. Soc.
Am. 114, 745–758.

Dugatkin, L. A., Mesterton-Gibbons, M., and Houston, A. I. �1992�. “Be-
yond the prisoners-dilemma-toward models to discriminate among mecha-
nisms of cooperation in nature,” Trends Ecol. Evol. 7, 202–205.

Estes, J. A., and Duggins, D. O. �1995�. “Sea otters and kelp forests in
Alaska: Generality and variation in a community ecology paradigm,”
Ecol. Monogr. 65, 75–100.

Evans, D. �1987�. “Dolphins as beaters for gulls?” Bird Behavior 7, 47–48.
Foote, K. G., Chu, D., Hammar, T. R., Baldwin, K. C., Mayer, L. A.,

Hufnagle, L. C., Jr., and Jech, J. M. �2005�. “Protocols for calibrating
multibeam sonar,” J. Acoust. Soc. Am. 117, 2013–2027.

Gallo Reynoso, J. P. �1991�. “Group behavior of common dolphins Delphi-
nus delphis during prey capture,” An. Inst. Biol. Univ. Nac. Auton. Mex.
Ser. Zool. 62, 253–262.

Goss, N. S. �1888�. “Feeding habits of Pelecanus erythrorhynchos,” Auk 5,
25–27.

Gotmark, F., Winkler, D. W., and Andersson, M. �1986�. “Flock-feeding on
fish schools increases individual success in gulls,” Nature �London� 319,
589–591.

Hiatt, R. W., and Brock, V. E. �1948�. “On the herding of prey and the
schooling of the black skipjack, Euthynnus yaito Kishinouye,” Pac. Sci. 2,
297–298.

Hoffman, W., Heinemann, D., and Wieings, J. A. �1981�. “The ecology of
seabird feeding flocks in Alaska,” Auk 98, 437–456.

Jones, J. �1999�. “Cooperative foraging in the Mountain Caracara in Peru,”
Wilson Bull. 111, 437–439.

Kastelein, R. A., Hagedoorm, M., Au, W. W. L., and De Haan, D. �2003�.
“Audiogram of a striped dolphin �Stenella coeruleoalba�,” J. Acoust. Soc.
Am. 113, 1130–1137.

Lammers, M. O. �2004�. “Occurence and behavior of Hawaiian spinner
dolphins �Stenella longirostris� along Oahu’s leeward and south shores,”
Aquat. Mamm. 30, 237–250.

Longhurst, A. R., Sathyendranath, S., Platt, T., and Caverhill, C. �1995�.
“An estimate of global primary production in the ocean from satellite
radiometer data,” J. Plankton Res. 17, 1245–1271.

MacDonald, D. W. �1983�. “The ecology of carnivore social behaviour,”
Nature �London� 301, 379–384.

Mobley, J., Spitz, S. S., A, K. K., and Grotefendt, R. �2000�. “Distribution
and abundance of odontocete species in Hawai’ian waters: Preliminary
results of 1993-98 aerial surveys,” Southwest Fisheries Science Center,

136 J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 K. J. Benoit-Bird and W. W. Au: Prey herding by pelagic dolphins



Administrative Report No. LJ-00-14C, National Marine Fisheries Service,
Silver Spring, MD.

Moehlman, P. D. �1986� “Ecology of cooperation in canids,” in Ecological
Aspects of Social Evolution in Birds and Mammals, edited by D. I. Ruben-
stein and R. W. Wrangham �Princeton University Press, Princeton, NJ�,
pp. 452–470.

Norris, K. S., and Dohl, T. P. �1980�. “Behavior of the Hawaiian spinner
dolphin, Stenella longirostris,” Fish. Bull. 77, 821–849.

Norris, K. S., and Prescott, J. H. �1961�. “Observations of cetaceans of
Californian and Mexican waters,” Univ. Calif. Publ. Zool. 63, 291–402.

Nottestad, L., and Axelsen, B. E. �1999�. “Herring schooling manoeuvres in
response to killer whale attacks,” Can. J. Zool. 77, 1540–1546.

Nottestad, L., Ferno, A., and Axelson, B. E. �2002�. “Digging in the deep:
Killer whales’ advanced hunting tactic,” Polar Biol. 25, 939–941.

Partridge, B. L., Jaohansson, J., and Kalish, J. �1983�. “The structure of
schools of giant bluefin tuna in Cape Cod Bay,” Environ. Biol. Fishes 9,
253–262.

Reid, S. B. �1994�. “Spatial structure of the mesopelagic fish community in
the Hawaiian boundary region,” Ph.D. thesis, University of Hawaii, Ho-
nolulu, HI.

Ridolix, V., Guinet, C., Liret, C., Creton, P., Steensrup, R., and Beauplet, G.
�1997�. “A video sonar as a new tool to study marine mammals in the

wild: measurements of dolphin swimming speed,” Marine Mammal Sci.
13, 196–206.

Saayman, G. S., Tayler, C. K., and Brower, D. �1973�. “Diurnal activity
cycles in captive and free ranging Indian Ocean bottlenose dolphins Tur-
siops truncatus Ehrenberg,” Behaviour 44, 212–233.

Sambilay, V. C., Jr. �1990�. “Interrelationships between swimming speed,
caudal fin aspect ratio and body length of fishes,” Fishbyte 83, 16–20.

Schmitt, R. J., and Strand, S. W. �1982�. “Cooperative foraging by yellow-
tail, Seriola lalandei �Carangidae�, on two species of fish prey,” Copeia 3,
714–717.

Serfass, T. L. �1995�. “Cooperative foraging by North American river otters,
Lutra canadensis,” Can. Field Nat. 4, 458–459.

Similä, T., and Ugarte, F. �1993�. “Surface and underwater observations of
cooperatively feeding killer whales in northern Norway,” Can. J. Zool. 71,
1494–1499.

Traniello, J. �1987�. “Comparative foraging ecology of north temperate
ants—the role of worker size and cooperative foraging in prey selection,”
Insectes Soc. 34, 118–130.

Würsig, B., and Würsig, M. �1979�. “Behavior and ecology of bottlenose
dolphin Tursiops truncatus, in the South Atlantic,” Fish. Bull. 77, 399–
412.

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 K. J. Benoit-Bird and W. W. Au: Prey herding by pelagic dolphins 137



Fuzzy structure theory modeling of sound-insulation layers in
complex vibroacoustic uncertain systems: Theory and
experimental validation

Charles Fernandez and Christian Soizea�

Laboratoire Modelisation et Simulation Multiechelle FRE3160 CNRS, Universite Paris-Est,
5 Boulevard Descartes, 77454 Marne-la-Vallee, France

Laurent Gagliardini
PSA Peugeot-Citroen, CTV, route de Gisy, 78943 Velizy-Villacoublay Cedex, France

�Received 29 January 2008; revised 11 September 2008; accepted 27 October 2008�

The fuzzy structure theory was introduced 20 years ago in order to model the effects of complex
subsystems imprecisely known on a master structure. This theory was only aimed at structural
dynamics. In this paper, an extension of that theory is proposed in developing an elastoacoustic
element useful to model sound-insulation layers for computational vibroacoustics of complex
systems. The simplified model constructed enhances computation time and memory allocation
because the number of physical and generalized degrees of freedom in the computational
vibroacoustic model is not increased. However, these simplifications introduce model uncertainties.
In order to take into account these uncertainties, the nonparametric probabilistic approach recently
introduced is used. A robust simplified model for sound-insulation layers is then obtained. This
model is controlled by a small number of physical and dispersion parameters. First, the extension of
the fuzzy structure theory to elastoacoustic element is presented. Second, the computational
vibroacoustic model including such an elastoacoustic element to model sound-insulation layer is
given. Then, a design methodology to identify the model parameters with experiments is proposed
and is experimentally validated. Finally, the theory is applied to an uncertain vibroacoustic
system. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3035827�
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I. INTRODUCTION

This paper deals with the construction of a robust model
of sound-insulation layers required by computational vibroa-
coustic simulation of complex systems in low- and medium-
frequency ranges. The sound-insulation layer is assumed to
behave as a resonant continuous dynamical system in the
frequency band of interest. In this paper, we will not consider
the high-frequency range where more elastic modes may ap-
pear. For such a modeling in the low- and medium-frequency
ranges, a usual approach consists in modeling a sound-
insulation layer as a poroelastic medium using the Biot
theory; the finite element method is then classically used to
solve the associated boundary value problem. In this case,
both vibroacoustic system and sound-insulation layers are
modeled by the finite element method �see, for instance,
Refs. 1–7�. When the first thickness eigenfrequencies belong
to the frequency band of analysis, as assumed here, such a
finite element model of sound-insulation layer introduces a
large number of physical degrees of freedom �DOF� in the
computational model as well as numerous elastic modes in
the band. The size of the associated reduced computational
model is then amply increased. For instance, in a car boom-
ing noise analysis �frequency range �20,200� Hz later re-
ferred as low-frequency range�, the finite element model may
involve up to 2�106 DOFs for the structure and the reduced

model requires about 1000 elastic modes. If the sound-
insulation layers were modeled by the finite element method,
an additional number of about 5�106 DOFs would be nec-
essary. Twenty thousand additional elastic modes then appear
in the reduced computational model exceeding the limits of
current computational resources. Consequently, there is a
great interest to construct simplified sound-insulation layer
models without adding neither physical DOF nor generalized
DOF. Representing the sound-insulation layer by an adapted
wall impedance can be a way to avoid the increase in DOF
number �see, for instance, Refs. 8–12 for the notion of wall
impedance in vibroacoustics�. A great number of publica-
tions have been devoted to this subject in the past three de-
cades. It should be noted that the largest part of these works
deals with the medium- and high-frequency ranges, where
the sound-insulation layer behavior differs from the lower-
frequency range that is investigated here. Since the objective
of this paper is not to give a state of the art on this particular
topic, we simply refer to a few papers such as Refs. 13–23.

In this paper, an alternate construction to the finite ele-
ment approach or to the usual wall impedances is presented.
First, this construction does not increase the number of
physical and generalized DOFs in the computational vibroa-
coustic model. Second, it does not involve the poroelastic
equations because the sound-insulation layers considered
here have a rather simple dynamic behavior, which does not
require advanced material modeling. As explained above, in
the frequency band of analysis, the simplified model can bea�Electronic mail: christian.soize@univ-paris-est.fr
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originated from a single DOF dynamical system. Due to the
large variability of geometry, materials properties and con-
nections to the master structure—mainly induced by the in-
dustrial process as well as vehicle diversity in the automotive
industry, for example— the sound-insulation layer is consid-
ered as complex and, therefore, a statistical description of its
internal dynamical DOF is proposed. We are naturally led to
use the fuzzy structure theory, which fits this framework and
has already been validated. A representation of the sound-
insulation layer based on the fuzzy structure theory benefits
from an understandable interpretation of complex dynamical
systems’ behavior. It is simply characterized by a few physi-
cal parameters: the participating mass, the modal density, and
the internal damping rate. The fuzzy structure theory was
introduced 20 ago in order to model the effects on a master
structure of complex subsystems imprecisely known �see
Refs. 24–28�. This theory is developed in the context of the
probability theory, which is well adapted to this kind of prob-
lem that carries many uncertainties �geometry, material, and
boundary conditions�. Many other works have been devel-
oped in this field, completing the initial construction �see
Refs. 29–36�. Most of these developments are related to
complex structural subsystems coupled to a master vibroa-
coustic system. No attempt has been performed to develop a
specific sound-insulation layer model using the fuzzy struc-
ture theory. The known results have to be extended in order
to build an elastoacoustic element. That is the aim of this
paper. However, such a simplified model introduces model
uncertainties. In the original theory introduced in Ref. 24, the
system parameters’ uncertainties were already taken into ac-
count with a parametric probabilistic approach. Today, it is
well understood that the parametric probabilistic approach
can only address system parameters’ uncertainties but not
model uncertainties. Recently, a nonparametric probabilistic
approach has been introduced �see Refs. 37–40�, allowing
both system parameters’ uncertainties and model uncertain-
ties to be taken into account in the computational model. The
use of a nonparametric probabilistic approach to take into
account model uncertainties in the sound-insulation layer
simplified model constitutes a new extension of the fuzzy
structure theory with respect to the model uncertainties’
problems. In addition, a complete design methodology is ex-
perimentally validated; this two-step methodology can easily
be implemented in the current engineering process of me-
chanical devices.

In order to help the understanding, we summarize below
the modeling strategy used in this paper. As explained above,
a complete three-dimensional modeling of the sound-
insulation layer would consist in introducing a poroelastic
medium and such an approach would lead us to introduce a
large additional number of DOF in the computational model.
A way to construct a simplified model could have consisted
in introducing an empirical simplified model for which the
identification would have been equivalent to a “curve fit-
ting.” Such a way is not used here. In opposite, the proposed
simplified model is constructed using the fuzzy structure
theory for which the main dynamical physical phenomena
are captured and are taken into account. In the frequency
band of interest, the major phenomena are due to the internal

resonances of the sound-insulation layer. The fuzzy structure
theory allows hidden dynamical DOF effects on the master
structure to be taken into account in the sense of statistical
averaging. With such a theory, the power flow between the
fuzzy subsystem �the sound-insulation layer� and the master
vibroacoustic system is mainly controlled by the resonances
of the sound-insulation layer, by the participating dynamical
mass, and by the internal damping. The corresponding pa-
rameters of the model are, as explained above, the mean
modal density of the internal resonances, the coefficient of
participating mass defined with respect to the total physical
mass, and finally, the damping rate. It should be noted that
the mean modal density, which strongly depends on the ge-
ometry and on the materials, is unknown but can be esti-
mated with a usual computational model of the sound-
insulation layer as proposed in this paper. Note that such
computations are usually performed in industrial engineering
processes. Such an estimation is then realistic for practical
applications of complex systems. The total mass of the
sound-insulation layer is known but the coefficient of partici-
pating mass is generally unknown for frequencies larger that
the cut-off frequency �which is the known first eigenfre-
quency of the sound-insulation layer� and has to be identi-
fied, for instance, using experiments. This coefficient is less
sensitive to the geometry than the modal density. In engi-
neering practice, when this coefficient has been identified for
given materials and a given thickness, the identified value
can be reused for similar sound-insulation layers without per-
forming a new identification. Clearly, an error is introduced
but this error is taken into account by the probabilistic model
of uncertainties. So, as soon as a class of sound-insulation
layers has been identified, the model can be used for any
geometry because for each fixed geometry of a sound-
insulation layer, its cut-off frequency and modal density are
computed with a usual finite element model. This methodol-
ogy shows that the proposed model of the sound-insulation
layer does not correspond to the curve fitting of an empirical
model.

Section II is devoted to the construction of the sound-
insulation layer simplified mean model using the fuzzy struc-
ture theory. As far as this model is part of a complex vibroa-
coustic system, the complete vibroacoustic model is
presented. In this context, the nominal model will also be
called the “mean model” and it refers to the deterministic
model, which does not take into account uncertainties. Sec-
tion III deals with the finite element approximation, which
allows a computational vibroacoustic mean model to be con-
structed. In Sec. IV, we present the first step of the method-
ology performing the experimental identification of the mean
parameters of the sound-insulation layer simplified model.
Section V is devoted to the construction of the computational
stochastic model for the uncertain vibroacoustic system in-
cluding the uncertain sound-insulation layer. Some aspects
relative to the stochastic solver are also presented in this
section. Section VI addresses the second step of the method-
ology where the experimental identification of the dispersion
parameters of the probabilistic model is performed. The
identification of the dispersion parameters relative to the
structure is performed using an experimental database, while
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a reference numerical solution is used to identify the disper-
sion parameters relative to the probabilistic model of the
sound-insulation layer. Finally, Sec. VII deals with the pre-
diction of the system’s vibroacoustic response using the pre-
viously identified computational stochastic model.

II. CONSTRUCTION OF A SIMPLIFIED MEAN MODEL
OF THE SOUND-INSULATION LAYER USING
THE FUZZY STRUCTURE THEORY IN A
VIBROACOUSTIC SYSTEM

A. Definition of the vibroacoustic system

The physical space R3 is referred to a Cartesian system
for which the generic point is denoted by x= �x1 ,x2 ,x3�. The
Fourier transform with respect to time t is denoted by u���
=�Re−i�tu�t�dt. The vibroacoustic system is analyzed in the
frequency band B= ��min,�max�. The structure occupies a
three-dimensional bounded domain �s and is modeled by a
nonhomogeneous anisotropic viscoelastic material. The
boundary of �s is written as ��s=�s��0��1��2 �see Fig.
1� and the outward unit normal to ��s is ns�x�. The structure
is fixed on �0, a surface force field gsurf�x ,�� is given on �1,
and a body force field gvol�x ,�� is given on �s. The acoustic
cavity �a is filled with a dissipative acoustic fluid, its bound-
ary is written as ��a=���2, and the inward unit normal to
��a is n�x� �note that n�x�=ns�x� on �2 and that without a
sound-insulation layer, the coupling surface ��a between the
structure and the cavity would be �s��2�. A sound-
insulation layer, which occupies a bounded domain �h with
boundary ��h=���s, is attached to the part �s of the
boundary of the structure �see Fig. 1�. Let x�us�x ,��
= �u1

s�x ,�� ,u2
s�x ,�� ,u3

s�x ,��� be the structural displacement
field defined on �s with values in C3 and which is equal to
zero on �0. Let x� p�x ,�� be the pressure field inside �a

with value in C for which the value on ��a=���2 is still
denoted by p�x ,��. Let x�uh�x ,��= �u1

h�x ,�� ,u2
h�x ,�� ,

u3
h�x ,��� be the sound-insulation layer displacement field de-

fined on �h with values in C3 whose value on interface � is
still denoted by x�uh�x ,��. Finally, we need to introduce
the admissible spaces for the three fields of the problem. Let
C0

s be the space of the admissible displacement fields of the
structure such that us=0 on �0, let Ca be the space of the
admissible pressure fields in the acoustic cavity, and Ch be
the space of the admissible displacement fields of the sound-
insulation layer.

B. Coupling force fields

The coupling force field on boundary �s that the struc-
ture exerts on the sound-insulation layer is denoted by
x� fs�x ,��= �f1

s�x ,�� , f2
s�x ,�� , f3

s�x ,��� and can be written
for all x fixed in �s as fs�x ,��= fs�x ,��ns�x�+ ftang

s �x ,��. It is
assumed that the tangential force field ftang

s �x ,�� exerted by
the structure on the sound-insulation layer is equal to zero.
This hypothesis is reasonable in vibroacoustics for the ma-
jority of the cases met in the technologies such as the ones
used in the automotive industry. Nevertheless, this hypoth-
esis is not perfectly satisfied for real complex systems and
induces uncertainties in the vibroacoustic model. This is a
reason why a model of uncertainties will be introduced. Con-
sequently, we have

fs�x,�� = fs�x,��ns�x� . �1�

Note that dimension of f i
s�x , t� is �M��L�−1�T�−2. The cou-

pling force field x� fp�x ,��= �f1
p�x ,�� , f2

p�x ,�� , f3
p�x ,��� on

boundary ��a=���2 that the acoustic fluid exerts on the
structure �interface �2� and the sound-insulation layer �inter-
face �� is written as

fp�x,��ds�x� = − p�x,��n�x�ds�x� , �2�

in which ds is the surface element on ��a. The equations of
the boundary value problem for the vibroacoustic system
made up of the structure coupled with internal acoustic cav-
ity and with the sound-insulation layer are given in Appendix
A. Equations �A4�–�A6� are the equations for the structure,
the acoustic cavity, and the sound-insulation layer. There are
coupling terms in these three equations. In particular, the
coupling term between the sound-insulation layer and the
structure in Eq. �A4� of the structure is represented by the
term c�s

��us ;��; the coupling term between the sound-
insulation layer and the acoustic cavity in Eq. �A5� of the
acoustic cavity is represented by the term c��uh ,�p�. The
principle of construction of the simplified model for the
sound-insulation layer consists in replacing Eq. �A6� with a
simplified model obtained in using the fuzzy structure
theory24,26,27 for which a synthesis is given in Ref. 12. This
means that the two coupling terms c�s

��us ;�� and c��uh ,�p�
have to be expressed as a function of us and p using the
fuzzy structure theory. This theory consists in �1� introducing
an underlying deterministic dynamical model �see Sec. II C�,
�2� introducing a probabilistic model of the eigenfrequencies
of this dynamical model �see Sec. II D�, and �3� performing a
statistical averaging �see Sec. II E�.

C. Definition of the underlying deterministic model
for the fuzzy structure

We introduce the following hypothesis for the sound-
insulation layer �see Fig. 2�: The surfaces � and �s are as-
sumed to be geometrically equivalent and, consequently, for
all x in �s��, ns�x��n�x�. The normal component to �s of
the structural displacement field is

ns�x� · us�x,�� = ws�x,��, x � �s. �3�

The normal component to � of the displacement field of the
sound-insulation layer is

Ω
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FIG. 1. �Color online� Structural-acoustical problem.

140 J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Fernandez et al.: Fuzzy structure theory for sound-insulation layers



n�x� · uh�x,�� = w�x,�� , �4�

in which n�x��ns�x� for x��s��. Using the first step
of the fuzzy structure theory and taking into account the
hypothesis introduced in Sec. II B, the underlying determin-
istic model is made up of a density of damped linear oscil-
lators acting in the normal direction to �. For a fixed fre-
quency � and for a fixed x in �s, the displacement of the
base of an oscillator is ws�x ,�� and the displacement of its
mass ��x ,���0 is w�x ,��. The mass density ��x ,��
��M��L�−2� is distributed on �. The corresponding stiffness
density k�x ,�� associated with this oscillator is k�x ,��
=��x ,���p

2�x ,�� where �p�x ,���0 is the eigenfrequency
�rad s−1� of the undamped linear oscillator with a fixed base.
The damping rate of this oscillator is denoted by ��x ,��. Let
fs�x ,�� be the force applied to the base of this oscillator and
corresponding to the force density induced by the structure
on the sound-insulation layer �see Eq. �1��. Let fp�x ,�� be
the force applied to the mass of the oscillator and corre-
sponding to the force density induced by the acoustic pres-
sure p�x ,�� on the sound-insulation layer �see Eq. �2��. Re-
moving x and � for brevity, the equation of this oscillator is
written as

��− �2 + 2i���p + �p
2 − 2i���p − �p

2

− 2i���p − �p
2 2i���p + �p

2 � � �w�x,��
ws�x,�� �

= �− p�x,��
fs�x,�� � . �5�

For all � in B, from Eq. �5�, it can be deduced that

w�x,�� = ac�x,��ws�x,�� +
1

�2aa�x,��p�x,�� , �6�

fs�x,�� = as�x,��ws�x,�� + ac�x,��p�x,�� , �7�

in which

as�x,�� =
− �2��x,���2i���x,���p�x,�� + �p�x,��2�

− �2 + 2i���x,���p�x,�� + �p�x,��2 ,

�8�

aa�x,�� =
− �2/��x,��

− �2 + 2i���x,���p�x,�� + �p�x,��2 , �9�

ac�x,�� =
2i���x,���p�x,�� + �p�x,��2

− �2 + 2i���x,���p�x,�� + �p�x,��2 . �10�

As explained in Sec. II B, we have to express the two terms
c��uh ,�p� and c�s

��u ;��. Using ���s, substituting Eq. �4�
into c��uh ,�p� defined by Eq. �A2�, substituting Eq. �6�
again into Eq. �A2�, and using Eq. �3� yield

�2c��uh,�p� = �2	
�s

ac�x,��ns�x� · us�x,���p�x�ds�x�

+ 	
�s

aa�x,��p�x,���p�x�ds�x� . �11�

Substituting Eq. �1� into c�s
��u ;� ;�� defined by Eq. �A3�,

substituting Eq. �7� again into Eq. �A3�, and using Eq. �3�
yield

c�s
��us;�� = 	

�s

as�x,���ns�x� · us�x,���

��ns�x� · �us�x��ds�x�

+ 	
�s

ac�x,��p�x,���ns�x� · �us�x��ds�x� .

�12�

D. Probabilistic model of the eigenfrequency of the
oscillators

The second step of the fuzzy structure consists in mod-
eling �p�x ,�� by a random variable �p�x ,��. In this section,
we then introduce the random bilinear form associated with
c��uh ,�p� and the random linear form associated with
c�s

��us ;�� defined by Eqs. �11� and �12�. For all � in B, we
choose to represent ��x ,�� and ��x ,�� by their mean values
��x ,��=�� ����0 and ��x ,��=����� where ���� ��� and
������� are two deterministic functions independent of x
with 0	�����	1. The mean participating mass can be
written24,26,27 as �� ���=
� ���mtot / 
�s
 where 0�
� ����1 is
the mean coefficient of participating mass, mtot is the total
mass of the density of oscillators, and 
�s
 is the measure of
surface �s. It should be noted that if there are several sound-
insulation layers with different values of parameters �� and �� ,
domain �h is subdivised into several subdomains and, thus,
their parameters have to be constant with respect to x in
every subdomain. For all x fixed in �s and � fixed in B, the
eigenfrequency �p�x ,�� is modeled by a positive random
variable �p�x ,�� whose probability distribution P�p�x;��
��d�p ,�� is assumed to be independent of x and is defined
by the probability density function p�p�x;����p ,�� with re-
spect to d�p, such that24,26

p�p�x;����p,�� = ����1�a���,b������p� , �13�

with 1B�x�=1 if x�B and =0 if x�B and where

a��� = sup�0,� −
1

2n� ���� , �14�
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FIG. 2. �Color online� Sound-insulation layer modeling.
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b��� = � +
1

2n� ���
, �15�

���� =
1

b��� − a���
, �16�

in which n� ��� is the mean modal density of the sound-
insulation layer. In order to better explain the meaning of
parameters n� ��� and �� ���, we define them in the simplest
case for which the fuzzy structure �h would be made up of
Nosc oscillators uniformly distributed in the frequency band
B and uniformly distributed on surface �s. In this case, the
mass of each oscillator would be mosc. Consequently, the
total mass of the fuzzy structure would be mtot=Noscmosc

and for all x in �s, we would have ��x ,��=�� ���
=Noscmosc / 
�s
, �Bn� ���d�=Nosc, and �B�� ���n� ���d�
=mtot / 
�s
. Coming back to the general case, for all x fixed in
�s and � fixed in B, the coefficients as�x ,��, aa�x ,��, and
ac�x ,�� defined by Eqs. �8�–�10� become random variables
denoted by As�x ,��, Aa�x ,��, and Ac�x ,��. For all us and
�us in C0

s and for all p and �p in Ca, the forms c��uh ,�p� and
c�s

��us ;�� defined by Eqs. �11� and �12� become random
variables, which are rewritten in terms of us , p ,�us and �p as
C��us , p ,�p ;�� and C�s

�us , p ,�us ;�� and which are such
that

�2C��us,p,�p;�� = �2	
�s

Ac�x,��ns�x� . us�x,���p�x�ds�x�

+ 	
�s

Aa�x,��p�x,���p�x�ds�x� �17�

and

C�s
�us,p,�us;��

= 	
�s

As�x,���ns�x� . us�x,����ns�x� . �us�x��ds�x�

+ 	
�s

Ac�x,��p�x,���ns�x� . �us�x��ds�x� . �18�

E. Statistical averaging and simplified mean model of
the sound-insulation layer

The last step of the fuzzy structure theory consists in
defining the simplified mean model taking the statistical av-
eraging of random variables C��us , p ,�p ;�� and
C�s

�us , p ,�us ;�� defined by Eqs. �17� and �18�. As we have
explained in Sec. II B, the simplified mean model thus con-
sists in replacing the two coupling terms c��uh ,�p� and
c�s

��us ;�� with c���us , p ,�p ;�� and c��s
�us , p ,�us ;�� such

that

c���us,p,�p;�� = E�C��us,p,�p;��� , �19�

c��s
�us,p,�us;�� = E�C�s

�us,p,�us;��� , �20�

in which E is the mathematical expectation. Analyzing
Eqs. �17� and �18� leads us to introduce the following deter-

ministic bilinear forms bs�us ,�us� on C0
s �C0

s , cs�p ,�us� on
Ca�C0

s , and ba�p ,�p� on Ca�Ca,

bs�us,�us� = 	
�s

�ns�x� · us�x���ns�x� · �us�x��ds�x� ,

�21�

cs�p,�us� = 	
�s

p�x��ns�x� · �us�x��ds�x� , �22�

ba�p,�p� = 	
�s

p�x��p�x�ds�x� . �23�

From Eqs. �17� and �18� and using Eqs. �19� and �20� with
Eqs. �13�–�16� yield

�2c���us,p,�p;�� = �2a� c���cs��p,us� + a�a���ba�p,�p� ,

�24�

c��s
�us,p,�us;�� = a� s���bs�us,�us� + a� c���cs�p,�us� ,

�25�

in which

a� s��� = − �2a�R
s ��� + i�a� I

s��� , �26�

a�a��� = a�R
a��� + i�a� I

a��� , �27�

a� c��� = a�R
c ��� + ia� I

c��� , �28�

with

a�R
s ��� = �� ���n� ���� 1

n� ���
− ��� ���R���� , �29�

a� I
s��� = �� ���n� ����2�� ���I��� , �30�

a�R
a��� = �n� ���

�� ���
�� ���

R��� , �31�

a� I
a��� = n� ���

�� ���
�� ���

I��� , �32�

a�R
c ��� = 1 − �n� ����� ���R��� , �33�

a� I
c��� = − �n� ����� ���I��� . �34�

In these equations, the functions �� , R, and I are defined in
Appendix B. We then deduce the simplified mean model of
the sound-insulation layer: Find us in C0

s and p in Ca such
that, for all �us in C0

s and �p in Ca, we have

− �2ms�us,�us� + i�ds�us,�us;�� + ks�us,�us;��

+ c�2
��us,p� + a� s���bs�us,�us� + a� c���cs�p,�us�

= ls��us;�� , �35�
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− �2ma�p,�p� + i�da�p,�p;�� + ka�p,�p�

+ �2c�2
�us,�p� + �2a� c���cs��p,us�

+ a�a���ba�p,�p� = la��p;�� , �36�

in which the bilinear forms bs, cs, and ba are defined by Eqs.
�21�–�23� and where ms, ds, ks, ma, da, ka, and c�2

are defined
by Eqs. �A7�–�A13�.

III. COMPUTATIONAL VIBROACOUSTIC MEAN
MODEL

The finite element discretization12,41 of Eqs. �35� and
�36� yields the following matrix equation on Cms �Cma de-
fined by Eqs. �17� and �18�,

� �As���� + a� s����Bs� �C� + a� c����Cs�

�2��C�T + a� c����Cs�T� �Aa���� + a�a����Ba� �
� �us���

p��� � = �fs���

fa��� � , �37�

where �As���� is a complex �ms�ms� matrix such that

�As���� = − �2�Ms� + i��Ds���� + �K���� , �38�

in which �Ms�, �Ds����, and �Ks���� are the mass, damping,
and stiffness matrices of the structure in vacuo. In Eq. �37�,
�Aa���� is a complex �ma�ma� matrix,

�Aa���� = − �2�Ma� + i��Da���� + �Ka� , �39�

in which �Ma�, �Da����, and �Ka� are the “mass,” “damping,”
and “stiffness” matrices of the acoustic cavity with a rigid
wall. The real �ms�ma� matrix �C� is the usual vibroacoustic
coupling matrix relative to boundary �2 �which is without a
sound-insulation layer�. The matrices �Bs�, �Cs�, and �Ba�
correspond to the finite element approximation of the bilin-
ear forms defined by Eqs. �21�–�23�, respectively. Using ns

structural elastic modes in vacuo and na acoustic modes of
the cavity with rigid walls including the constant pressure
mode, the mean reduced matrix model of the vibroacoustic
system is written as

us��� = ��� s�qs���, p��� = ��� a�qa��� , �40�

� �A� s���� + a� s����B� s� �C� � + a� c����C� s�
�2��C� �T + a� c����C� s�T� �A� a���� + a�a����B� a� �

� �qs���

qa��� � = �fs���

fa��� � , �41�

in which ��� s� is the �ms�ns� real matrix of the structural
modes, ��� a� is the �ma�na� real matrix of the acoustic
modes, �C� � is the �ns�na� generalized vibroacoustic cou-
pling matrix, a� s����B� s� is the �ns�ns� generalized matrix,
a� c����C� s� is the �ns�na� generalized matrix, and a�a����B� a�
is the �na�na� generalized matrix corresponding to the vi-
broacoustic coupling induced by the sound-insulation layer.
The �ns�ns� matrix �A� s���� and the �na�na� matrix �A� a����
are written as

�A� s���� = − �2�M� s� + i��D� s���� + �K� s���� , �42�

�A� a���� = − �2�M� a� + i��D� a���� + �K� a� , �43�

in which �M� s�, �D� s����, and �K� s���� are the generalized
mass, damping, and stiffness matrices of the structure and
�M� a�, �D� a����, and �K� a� are the generalized mass, damping,
and stiffness matrices of the acoustic cavity.

IV. EXPERIMENTAL IDENTIFICATION OF THE MEAN
PARAMETERS OF THE FUZZY STRUCTURE
MODEL FOR THE SOUND-INSULATION LAYER:
DESIGN METHODOLOGY PART 1

We propose to validate the simplified mean model of the
sound-insulation layer by using experiments. The methodol-
ogy used is the following.

�1� We consider a structure for which the experimental fre-
quency response functions �FRFs� are measured on fre-
quency band B.

�2� A sound-insulation layer is laid on this structure and the
experimental FRFs are measured again for the structure
coupled with the sound-insulation layer.

�3� A mean computational model of the structure is devel-
oped and the model is updated using the experimental
FRFs measured in point �1� above.

�4� A mean computational model of the structure coupled
with the sound-insulation layer is developed using the
updated mean computational model of the structure and
the simplified mean model of the sound-insulation layer.
This simplified model provided by the fuzzy structure
theory depends on unknown parameters �����, n���, and

� ��� that we propose to identify using the experimental
FRFs measured in point �2� above. The following meth-
odology is carried out.

�i� Over all the frequency band B, the mean damping rate ��
of the fuzzy part is assumed to be independent of � and
is fixed to its estimated value corresponding to the damp-
ing rate at the first experimental eigenfrequency.

�ii� The mean modal density n� ��� is obtained by performing
a modal analysis with a very fine mesh finite element
model of the sound-insulation layer embedded on its
base. We then calculate the mean number N� ��� of eigen-
frequencies in the frequency band �0,�� and then, by a
numerical derivative, we deduce the mean modal density
n� ���, which is such that N� ���=�0

�n� ���d�. The first
eigenfrequency for which the mean modal density is dif-
ferent from zero is defined as the cut-off frequency �C.
This cut-off frequency can be viewed as the frequency
for which the sound-insulation layer begins to act as a
power flow transmitter due to its own thickness reso-
nances �the internal dynamical resonances taken into ac-
count by the fuzzy structure theory�.

�iii� For �	�C, the coefficient of participating mass 
� ��� is
equal to 1 and the mean modal density n� ��� is equal to
0. The three coefficients a� s���, a�a���, and a� c��� �de-
fined by Eqs. �26�–�28�� are then taken as a� s���=
−�� ����2, a�a���=0, and a� c���=1.

�iv� For ���C, the parameter 
��� is either experimentally
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identified by solving an inverse problem, which is for-
mulated as an optimization problem or is taken from a
previous identified database.

A. Experimental configuration and measurements

The experimental configuration is made up of a homo-
geneous, isotropic, and slightly damped thin plate �steel plate
with a constant thickness� connected to an elastic framework
on its edges. This structure is set horizontally and is hung up
by four soft springs in order to avoid rigid body modes. The
highest eigenfrequency of suspension is 9 Hz while the low-
est elastic mode of the structure is 43 Hz. The excitation is a
point force applied to the framework and excites the dynami-
cal system mainly in bending mode in the frequency band of
analysis B= �0,300� Hz. The number of sampling frequen-
cies is nfreq=300. The frequency resolution is �f =1 Hz.
Sixty FRFs are performed for this structure. The FRFs
���i

exp��� are identified on frequency band B for nobs=60
normal accelerations in the plate measured with a laser ve-
locimeter. We then construct the following experimental
FRF: ��rexp���=10 log10��i=1

nobs
�i
exp���
2�. This FRF has

been chosen because it gives a robust and simple way to
obtain the dynamical behavior of all the structure.

B. Experimental updating of the mean model of the
structure without a sound-insulation layer

The mean computational model of the structure is made
up of a finite element model having ms=57 768 structural
DOF. The reduced mean computational model is constructed
with ns=240 structural modes. The mean computational
model has been updated with respect to the Young modulus,
the mass density, and the damping rate of the plate and of the
elastic framework using the experimental response of the
system. The updated mean computational model will simply
be called the mean computational model. We introduce the
function ��r���=10 log10��i=1

nobs
�i���
2�. Figure 3 shows
the comparison between the experimental measurements and
the updated FRF of the mean computational model for the
structure without the sound-insulation layer. We made the
choice to update the mean computational model as follows.
The level of the FRF has been updated at its experimental

value of 29.9 dB at the first eigenfrequency. However, after
such an updating, the first eigenfrequency given by the
model stays at 42 Hz while the experimental value is at 43
Hz. We have also updated the first torsion eigenfrequency,
which is at 178 Hz �due to the framework� and nevertheless,
the FRF level at this frequency is 37 dB while the experi-
mental value is 42 dB. This strategy of updating has been
chosen because the first elastic mode and the torsion of the
structure lightly depend on the sound-insulation layer. The
other eigenfrequencies and the corresponding amplitudes of
the responses have not specifically been updated. This is a
source of uncertainties, which is addressed below.

C. Experimental identification of the parameters of
the simplified model of the sound-insulation
layer using a design methodology

A similar experimentation to the experiments described
in Sec. IV B has been carried out when the structure is
coupled with the sound-insulation layer, which is made up of
a heterogeneous, anisotropic, poroelastic foam and of a
heavily damped septum �loaded polymer�. The sound-
insulation layer is laid on the plate and is not connected to
the elastic framework. The reduced mean computational
model is written �see Eq. �41�� as �A� s���+a� s����B� s��qs���
= fs���. We use this reduced mean computational model to
identify the three parameters �� , n� ���, and 
� ��� of the sim-
plified model of the sound-insulation layer for � in B. The
methodology used is the following.

�1� As previously explained, the mean modal density is cal-
culated using a refined finite element model of the
sound-insulation layer �33 210 DOFs for the foam and
13 284 DOFs for the septum; there are N=1900 elastic
modes in the frequency band �0,450� Hz�. The cut-off
frequency �C and the mean modal density n� ��� are then
deduced in the frequency band B. We obtain �C=67
�2� rad s−1 and the graph of the smoothed function
��n� ��� is given in Fig. 4 for frequency band B. It
should be noted that the modal density increases in the
frequency band �250,300� Hz.

�2� In the frequency band ��min,�C�, we remind that the
sound-insulation layer is equivalent to an added mass.
The expression for the fuzzy coefficient a� s��� is then
a� s���=−�� �2 for �	�C. As explained in point �i�
above, �� is experimentally identified as the damping rate
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of the first elastic eigenmode of the structure with the
sound-insulation layer. The identified values are �� =0.01
and �� =5.9 kg m−2.

�3� We have chosen to directly identify the function
��
��� as explained in points �iii� and �iv� above. The
optimization problem consists in minimizing the dis-
tance between the model and the experiments for the
FRF ��r�� ;
����=10 log10��i=1

nobs
�i�� ;
����
2�.
�4� In the frequency band ��min;�C�, we have 
� ���=1 and

the modal density n� ���, which is equal to zero. In the
frequency band ��C ,�max�, we use the calculated mean
modal density n� ��� and the mean damping rate � in or-
der to identify the mean coefficient of the participating
mass 
� ��� as explained in point �iv� above. Figure 5
displays the updated mean coefficient 
� ��� of the partici-
pating mass and Fig. 6 shows the comparison between
the experimental FRF and the FRF of the mean compu-
tational model for the structure with the sound-insulation
layer calculated with the parameters experimentally
identified.

�5� The use of the structural part of the vibroacoustic model
allows the identification of the mean parameters 
� ���, �� ,
and n� ���. It should be noted that this identification al-
lows not only the coefficient a� s��� to be identified but
also the coefficients a� c��� and a�a���. Therefore, we only
need the structural part of the vibroacoustic model to
identify all of the mean computational simplified model
of the sound-insulation layer �i.e., the structural, the cou-
pling, and the acoustic parts�.

V. COMPUTATIONAL STOCHASTIC MODEL FOR THE
UNCERTAIN VIBROACOUSTIC SYSTEM
INCLUDING THE SOUND-INSULATION LAYER

A. Stochastic vibroacoustic system

As we have explained in Sec. I, there are two sources of
uncertainties. The first source is relative to the mean compu-
tational model of the structure without the sound-insulation
layer coupled with the acoustic cavity. Concerning the struc-
ture in vacuo, Fig. 3 shows that the mean computational
model gives a good enough prediction but some significant
differences exist between the prediction and the experimental
results. Consequently, the quality of the predictions of the
mean computational model can be improved in implement-
ing a nonparametric probabilistic model of uncertainties to
take into account both system parameters’ uncertainties and
model uncertainties. Therefore, �1� the mean generalized ma-
trices �M� s�, �D� s����, and �K� s���� in Eq. �42� relative to the
structure are replaced with the random matrices �Ms�,
�Ds����, and �Ks����; �2� the mean generalized matrices
�M� a�, �D� a����, and �K� a� in Eq. �43� relative to the acoustic
cavity are replaced with the random matrices �Ma�, �Da����,
and �Ka�; and �3� the mean generalized coupling matrix �C� �
is replaced with the random matrix �C�. The level of uncer-
tainties of these random matrices is controlled by the disper-
sion parameters �Ms, �Ds, �Ks, �Ma, �Da, �Ka, and �C, which
are independent of the matrix dimension and of the fre-
quency. The second source of uncertainties is introduced by
the use of the simplified model of the sound-insulation layer
based on the fuzzy structure theory. In fact, if this simplified
model has the capability to predict in mean the effects of the
sound-insulation layer on the structure and on the acoustic
cavity, this simplified model does not describe the fluctua-
tions around the mean value induced by these uncertainties.
We then propose to use again the nonparametric probabilistic
approach to take into account uncertainties in the simplified
model. Consequently, the matrices �B� s�, �C� s�, and �B� a� of the
mean simplified model of the sound-insulation layer are re-
placed with the random matrices �Bs�, �Cs�, and �Ba�. The
level of uncertainties of these random matrices is controlled
by the dispersion parameters �Bs, �Cs, and �Ba, which are
independent of the matrices’ dimension and of the frequency.
The development of the construction of the probability
model of all these random matrices with a nonparametric
approach will not be detailed here. Such an approach is pre-
sented in Refs. 37 and 40 and its application to a structural-
acoustic system without a sound-insulation layer can be
found in Refs. 42 and 43. However, some details are given in
Appendix D. Taking into account Eq. �40�, the vectors Us���
of the random structural displacement and P��� of the ran-
dom acoustic fluid pressure are written as

Us��� = ��� s�Qs���, P��� = ��� a�Qa��� . �44�

The stochastic reduced computational vibroacoustic model
can then be deduced and is written as, for all ��B,
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� �As���� + a� s����Bs� �C� + a� c����Cs�
�2��C�T + a� c����Cs�T� �Aa���� + a�a����Ba� �

� �Qs���
Qa��� � = �fs���

fa��� � , �45�

in which the random vectors Qs��� and Qa��� are the solu-
tion of the stochastic computational model and where the
random matrices �As���� and �Aa���� are defined by Eqs.
�D2� and �D3�.

B. Solver for the stochastic reduced computational
model

This section is devoted to the construction of the
random solution of the stochastic computational model de-
fined by Eq. �45�. The stochastic solver is based on the use of
the Monte Carlo method. The methodology used is then
the following. For � fixed in B, �1� nr independent
realizations of the random variables Us���
= �U1

s��� , . . . ,Ums

s ���� and P���= �P1��� , . . . , Pma
���� are

constructed. For each realization Us�� ;��� and P�� ;��� of
the random vectors Us��� and P���, the realizations of
Rs�� ;���=10 log10��i=1

nobs
�2Uki

s �� ;���
2� and Ra�� ;���
=10 log10��i=1

mobs
Pki
�� ;���
2� are calculated in which mobs is

the number of pressure observations. �2� A convergence
analysis is performed with respect to the number nr of real-
izations and to the numbers ns and na of modes. The order
statistics and the method of quantiles �see Ref. 44� are used
to construct an estimation of the confidence regions of the
observations.

C. Convergence analysis

For fixed values of the dispersion parameters, the con-
vergence analysis with respect to nr, ns, and na is carried out
in studying the function

�nr,ns,na� � Convj�nr,ns,na� =
1

nr
�
�=1

nr

�Q j��,����2, �46�

with j=s or a.

D. Estimation of the mean value and of the
confidence region

Let W��� be the random variable representing Rs��� or
Ra���. Let FW����w� be the cumulative distribution function
�continuous from the right� of the random variable W���,
such that FW����w�= P�W����w�. For 0	 p	1, the pth
quantile or fractile of FW��� is defined as

��p� = inf
FW����w��p

�w� . �47�

Then, the upper envelope w+��� and the lower envelope
w−��� of the confidence region are defined by

w+��� = ��1 + Pc

2
�, w−��� = ��1 − Pc

2
� , �48�

and are such that

P�w−��� 	 W��� � w+���� = Pc. �49�

The estimation of w+��� and w−��� is performed by using
the sample quantiles.44 Let w1���=W�� ;�1� , . . . ,wnr

���
=W�� ;�nr

� be the nr independent realizations of the random
variable W��� computed as explained in Sec. V. Let w̃1���
	 ¯ 	 w̃nr

��� be the order statistics associated with
w1��� , . . . ,wnr

���. Therefore, one has the following estima-
tion:

w+��� � w̃j+
���, j+ = fix�nr�1 + Pc�/2� , �50�

w−��� � w̃j−
���, j− = fix�nr�1 − Pc�/2� , �51�

where fix�z� is the integer part of the real number z.

VI. IDENTIFICATION OF THE DISPERSION
PARAMETERS OF THE PROBABILISTIC MODELS
USING EXPERIMENTS: DESIGN METHODOLOGY
PART 2

A. Convergence of the stochastic solver

In this section, we perform the experimental identifica-
tion of the dispersion parameters �Ms

, �Ds
, and �Ks

for the
structure and �Bs

for the sound-insulation layer. This identi-
fication is carried out using the stochastic reduced computa-
tional model �As���+a� s����Bs��Qs���= fs��� for the struc-
ture coupled with the sound-insulation layer and not coupled
with the acoustic cavity �see Eq. �45��. Consequently, for the
largest possible values fixed at 0.8 of the dispersion param-
eters �Ms

, �Ds
, �Ks

, and �Bs
, we need to calculate the values of

the parameters nr and ns in order that the mean-square con-
vergence is reached, i.e., in studying the function
�nr ,ns��Convs�nr ,ns�. The graph of this function is shown
in Fig. 7. It can be deduced that the convergence is reason-
ably reached for ns=103 modes and nr=800 realizations. Be-
low, in the identification procedure presented, the parameters
nr and ns are fixed to these values.

B. Description of the dispersion parameters’
identification

In a first step, we use the experimental configuration
�described in Sec. IV A� in order to identify the dispersion
parameters �Ms

, �Ds
, and �Ks

for the structure. The value of
the damping dispersion parameter �Ds

is fixed a priori to
�Ds

=0.3 according to the conclusion of Ref. 42. In order to
verify that the random response is not really sensitive42 to the
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value of the parameter of dispersion �Ds
, we have performed

a sensitivity analysis with respect to �Ds
varying in the inter-

val �0.2,0.4� where �Ms
and �Ks

are fixed to the value 0.1
�small value of the dispersion parameter for the structural
mass and stiffness matrices�. With this sensitivity analysis,
we have effectively verified that the influence of this disper-
sion parameter is negligible. Concerning the identification of
the dispersion parameters �Ms

and �Ks
, we use the maximum

likelihood method with a statistical reduction method45 �the
method is recalled in Sec. VI C� and we use42,43 the assump-
tion �=�Ms

=�Ks
. For this first step, Eq. �45� is then replaced

with the random equation �As����Qs���= fs��� relative to
the uncertain structure without a sound-insulation layer and
without coupling with the acoustic cavity.

The second step is devoted to the identification of the
dispersion parameter �Bs

relative to the stochastic simplified
model of the sound-insulation layer. Numerical simulations
have shown that the sensitivity of the response of the struc-
ture coupled with the sound-insulation layer is smaller than
the sensitivity of the response induced by the dispersion pa-
rameters of the structure. Consequently, the identification of
�Bs

cannot be carried out with the uncertain structure. Param-
eter �Bs

must thus be identified with a “reference structure”
for which there are no uncertainties �note that the sound-
insulation layer cannot be analyzed alone and has to be
coupled with a structure�. The methodology proposed con-
sists in the following.

�1� Defining a reference structure and analyzing the re-
sponse of this reference structure coupled with the
sound-insulation layer. This reference coupling system is
analyzed by the finite element method using a fine mesh
for the sound-insulation layer and the reference structure.
This deterministic computational model allows the re-
sponses to be computed. These responses are defined
below as the “numerical experiments.” Note that this
computational model does not represent the experimen-
tal configuration, but this choice is completely coherent
because the stochastic simplified model of the sound-
insulation layer is independent of the choice of the struc-
ture. This model is constituted of a thin plate similar to
the plate of the experimental configuration presented in
Sec. IV B.

�2� Constructing a stochastic computational model consti-
tuted of the computational model above for the reference
structure and of the stochastic simplified model for the
sound-insulation layer, which depends on �Bs

. The
sound-insulation layer model is similar to the one pre-
sented in Sec. IV B. For this second step, Eq. �45�
is then replaced with the random equation �A� ref

s ���
+a� s����Bs��Qs���= fs���.

The method then consists in minimizing the distance
between the numerical experiments and the response of the
stochastic reduced computational model. We then use again
the maximum likelihood method with a statistical reduction.

C. Statistical reduction and maximum likelihood
method

An efficient method has recently been proposed45 to
identify the dispersion parameters with the maximum likeli-
hood method for a stochastic process such as the modulus of
a FRF indexed by the frequency �. This method consists in
introducing a statistical reduction of the data and then apply-
ing the maximum likelihood method to the reduced random
variables.

First, we set the problem for both the steps described in
Sec. VI B. Second, we present the results for step 1 above
and third, we simply give the results for step 2 above.

In this section, the optimization parameter is denoted by
� and represents the dispersion parameter �Ms

=�Ks
or �Bs

.
For � in band B, let ��W�� ,�� be the second-order sto-
chastic process defined on a probabilistic space � ,T ,P�,
which depends on the optimization parameter ����R and
which represents the FRF Rs�� ,�� either for step 1 or step 2
defined in Sec. VI B. Let ��Wexp��� be the experimental
observation corresponding to the random observation
W�� ,�� of the stochastic system. It should be noted that
Wexp��� represents either the experimental observation
Wstep 1

exp ��� of step 1 or the reference calculation Wstep 2
ref ��� of

step 2 above. Let ��1 , . . . ,�nfreq
� be the frequency sampling

of band B.
Let PW��,�1�,. . .,W��,�nfreq

��dw1 , . . . ,dwnfreq
,�� be the joint

probability distribution on Rnfreq of random variables
W�� ,�1� , . . . ,W�� ,�nfreq

� depending on the dispersion pa-
rameter �. For � in �, this joint probability is assumed to be
written as

PW��,�1�,. . .,W��,�nfreq
��dw1, . . . ,dwnfreq

,��

= p�w1, . . . ,wnfreq
,��dw1, . . . ,dwnfreq

, �52�

in which p�w1 , . . . ,wnfreq
,�� is the probability density func-

tion on Rnfreq with respect to the volume element
dw1 , . . . ,dwnfreq

. For all � fixed in � and for all w1 , . . . ,wnfreq
given in R, the estimation of p�w1 , . . . ,wnfreq

,�� is performed
by using the stochastic computational model and the Monte
Carlo method �described in Sec. V B� with nr independent
realizations �W�� ,�1 ,�1� , . . . ,W�� ,�nfreq

,�1��, . . . ,�W�� ,�1 ,
�nr

� , . . . ,W�� ,�nfreq
,0anr

�� of the Rnfreq-valued random obser-
vation �W�� ,�1� , . . . ,W�� ,�nfreq

�� with �1 , . . . ,�nr
in . In

practice, the sampling ��1 , . . . ,�nfreq
� of B is used and the

experimental observation is

�Wexp��1�, . . . ,Wexp��nfreq
�� . �53�

The problem to be solved then is to find the optimal value
�opt of the dispersion parameter � of the stochastic computa-
tional model using the experimental values defined by Eq.
�53�, such that

�opt = arg max
���

L��� , �54�

with
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L��� = log10 p�Wexp��1�, . . . ,Wexp��nfreq
�,�� , �55�

because there is only one experiment. Since nfreq is large �for
instance, nfreq=300�, the numerical cost to solve Eq. �54� is
very high. A usual possible approximation consists in replac-

ing the likelihood function L��� with the following L̃���
=�k=1

nfreqlog10 pW��,�k��Wexp��k� ,�� in which pW��,�k� is the
probability density function of the random variable W�� ,�k�.
This approximation is not efficient and gives an overestima-
tion of �opt due to the statistical dependence of
W�� ,�1� , . . . ,W�� ,�nfreq

�. The method proposed45 consists in
the following methodology. First, a statistical reduction of
information using a principal component analysis is per-
formed and second, the maximum likelihood method is ap-
plied in the space of the uncorrelated random variables re-
lated to the reduced statistical information. For all �
in �, we define the random vectors W���= �W�� ,�1� , . . . ,
W�� ,�nfreq

��, m���=E�W����, and Wexp= �Wexp��1� , . . . ,
Wexp��nfreq

��. Let �CW���� be the �nfreq�nfreq� covariance
matrix defined by

�CW���� = E��W��� − m�����W��� − m����T� , �56�

where m��� and �CW���� are estimated with the Monte Carlo
method. We introduce the eigenvalue problem

�CW����x��� = ����x��� , �57�

for which the positive eigenvalues are such that �1���
��2���� ¯ ��nfreq

���. The corresponding vectors
x1��� ,x2��� , . . . ,xnfreq��� are orthonormal in Rnfreq and are
written as x����= �x�1��� , . . . ,x�nfreq����. Let Nred be an inte-
ger lesser than nfreq. We can then introduce the approxima-
tion WNred��� of W��� defined by

WNred��� = m��� + �
�=1

Nred

�����Y����x���� , �58�

in which Y1��� , . . . ,YNred
��� are Nred real-valued uncorrelated

random variables such that, for all �=1, . . . ,Nred,

Y���� =
1

�����
�W��� − m���,x�����B, �59�

where �. , .�B is the Euclidian inner product on Rnfreq and � · �B
is its associated norm. Let 
� · �
 be the norm defined by

�W�
2=E��W�B

2 �. The order Nred of the statistical reduction is
calculated to get an approximation with a given accuracy �
independent of Nred and �, such that max��
�D
−Dred�
2 / 
�D�
2��� with D=W���−m��� and Dred=WNred���
−m���. The value of Nred has then to be such that

max
���

�1 −
��=1

Nred �����

tr�CW����
� � � . �60�

The statistical reduction is efficient when Nred�nfreq.
Let �y1 , . . . ,yNred

�� pY1���,. . .,YNred
����y1 , . . . ,yNred

,�� be the

probability density function on RNred with respect to
dy1 , . . . ,dyNred

of the uncorrelated �but not independent� ran-
dom variables Y1��� , . . . ,YNred

���. From Eq. �59�, it can be

deduced that, for all � in �1, . . . ,Nred�, the experimental re-
alization Y�

exp���, which now depends on �, is given, for all
�=1, . . . ,Nred, by

Y�
exp��� =

1
�����

�Wexp − m���,x�����B. �61�

Let L̃red be the following approximation of the reduced log-
likelihood function, which is defined, for all � fixed in �, by

L̃red��� = �
�=1

Nred

log10 pY�����Y�
exp���,�� , �62�

in which y� pY�����y ,�� is the probability density function
on R of the real-valued random variable Y����. This approxi-
mation would be exact if the random variables
Y1��� , . . . ,YNred

��� were mutually independent and so the
joint probability density function could be written as the
product of the marginal probability density functions, which
is not true in the present case. Nevertheless, this approxima-
tion is reasonably good because the centered random vari-
ables Y1��� , . . . ,YNred

���, although they are mutually depen-
dent, are uncorrelated. The optimization problem to be
solved is then given by the following:

�opt = arg max
���

L̃red��� . �63�

D. Summary of the identification method

From the experimental measurements
Wexp��1� , . . . ,Wexp��nfreq

� and using Eq. �61� yield the values
Y1

exp��� , . . . ,YNred

exp ��� for all � in �. The use of the stochastic
computational model and the Monte Carlo method allows to
compute independent realizations of the dependent random
variables W�� ,�1� , . . . ,W�� ,�nfreq

� for all � in �. For a fixed
accuracy parameter �, the smallest value of Nred�nfreq is
calculated with the use of Eq. �60�. The use of Eq. �59� then
allows the independent realizations of the dependent but un-
correlated random variables Y1��� , . . . ,YNred

��� to be calcu-
lated and to deduce estimations of the marginal probability
density function pY�����Y�

exp��� ,��. Using Eqs. �62� and �63�
yields the optimized dispersion parameter �opt.

E. Results

This section is devoted to the identification of the dis-
persion parameters �Ms

and �Ks
of the structure according to

step 1 of Sec. VI B. We then perform the identification of the
dispersion parameter �Bs

for the sound-insulation layer ac-
cording to step 2 of Sec. VI B. First, Eq. �60� is used with
�= �0.1,0.95� to compute the value of Nred and yields Nred

=100 for �=0.02. Figure 8 displays the graph of the function

�� L̃red��� for Nred=100.
The maximum of this function is reached for �Ms

opt=�Ks

opt

=�opt=0.3. Figure 9 displays the graph of the FRF ��Rs���
defined in Sec. V B for the uncertain structure without the
sound-insulation layer and with �Ds

=0.3.
The identification of the dispersion parameter �Bs

is per-
formed as explained in Sec. VI B. For the sake of brevity, we
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only give the result obtained from the optimization problem,
which is �Bs

opt=0.6. Figure 10 displays the graph of the FRF
��Rs��� defined in Sec. V B for the uncertain structure
coupled with the uncertain sound-insulation layer and with
�Ds

=0.3.
The confidence region is computed with a probability

level of 95% and then the probability that the experiments be
outside the confidence region is nonzero. Certainly, this pre-
diction could be improved both in increasing the number of
realizations and in improving the underlying deterministic
model of the structure without the sound-insulation layer.

VII. PREDICTION OF THE VIBROACOUSTIC
RESPONSES WITH THE IDENTIFIED
COMPUTATIONAL STOCHASTIC MODEL

In this section, we use the identified computational sto-
chastic model to predict a vibroacoustic response. The re-
sponse of the identified model is compared to a reference
solution calculated with a commercial software. The struc-
ture and the sound-insulation layer models are defined in
Sec. IV. The sound-insulation layer is coupled with a paral-
lelepiped acoustic cavity �ma=23 354 DOF and na=67
modes�, which is assumed to be without uncertainties and
which is filled with air. First, we observe the pressure at
mobs=120 points in the acoustic cavity while the excitation
force is applied to the elastic framework of the structure as in
Sec. IV. We then compute the FRF ��ra��� relative to the
acoustic cavity and Fig. 11 displays its graph for the mean
acoustic system with and without the sound-insulation layer.

This figure shows the effects of the sound-insulation lay-
ers of the vibroacoustic responses of the reference configu-
ration. It can be seen that there is a significant effect on
frequency band �200,450� Hz. Second, we use the same ob-
servation in the acoustic cavity and the same structural exci-
tation as above. Uncertainties are now taken into account in
the structure and in the sound-insulation layer. The random
equation, which has to be solved, is then the following:

��As���� + a� s����Bs� a� c����Cs�
�2a� c����Cs�T �A� a���� + a�a����Ba� �
� �Qs���

Qa��� � = �fs���

fa��� � . �64�

The values of the dispersion parameters of the probabilistic
model are the values identified in Sec. VI E, i.e., �Ms

opt=�Ks

opt

=0.3, �Ds
=0.3, and �Ba

opt=0.6. It is assumed that the disper-
sion parameters for the sound-insulation layer are equal, that
is to say �Cs

opt=�Ba

opt=�Bs

opt=0.6. Figure 12 defined in Sec. V B
for the uncertain structure coupled with the uncertain sound-
insulation layer and the acoustic cavity. The analysis of this
figure shows that there are differences between the reference
response �thick solid line� and the response of the mean sim-
plified computational model �these differences can be esti-
mated looking at the statistical mean response given by the
mid gray line�. Nevertheless, the stochastic simplified com-
putational model allows the prediction to be improved in the
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FIG. 9. �Color online� Graph of ��Rs��� for the structure without the
sound-insulation layer: measurements �thick black line�, stochastic confi-
dence zone �gray envelop�, and mean stochastic response �thick dark gray
line�.
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FIG. 10. �Color online� Graph of ��Rs��� for the uncertain structure with
the uncertain sound-insulation layer: measurements �thick black line�, sto-
chastic confidence zone �gray region�, and mean stochastic response �thick
dark gray line�.
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FIG. 11. Graphs of ��ra��� for the reference solution without a sound-
insulation layer �thin solid line� and with a sound-insulation layer �thick
solid line�.
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FIG. 8. Graph of the function �� L̃red��� for Nred=100.
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probability sense. It can be seen that the reference response
belongs to the confidence region. First, the two responses
coincide in the frequency band �0,40� Hz. Second, it can be
seen that the reference solution is close to the lower bound of
the confidence region in the frequency band �40,250� Hz.
Finally, the reference solution reaches the lower and the up-
per envelopes of the confidence in the frequency band
�250,450� Hz.

VIII. CONCLUSION

In this paper, a new extension of the fuzzy structure
theory to elastoacoustic element is presented in order to con-
struct a simplified model of sound-insulation layers. Such a
simplified model, based on an extension of the fuzzy struc-
ture theory, �1� allows the dynamics of the sound-insulation
layer to be taken into account without increasing the number
of DOF in the computational vibroacoustic model and �2�
allows a representation of the sound-insulation in terms of
physical parameters such as its participating mass, its modal
density, and its internal damping rate. This approach allows
several kinds of sound-insulation layers to be simultaneously
taken into account in the computational vibroacoustic model
of a complex system such as a car with a very small increase
in the computational cost. In addition, taking into account the
complexity of the actual sound-insulation layers’ design, it is
necessary to implement a model of uncertainties. This is a
reason why a probabilistic approach of both model and sys-
tem parameters’ uncertainties is introduced in the simplified
model of the sound-insulation layer based on the fuzzy struc-
ture theory. The complete related developments are given
and an experimental validation is presented. Figure 10 �rela-
tive to the response of the structure coupled with the sound-
insulation layer� and Fig. 12 �relative to the response of the
acoustic cavity for the vibroacoustic system constituted of
the structure coupled with the sound-insulation layer and
with the acoustic cavity� show that the predictions are good
from a stochastic point of view. Finally, an efficient design
methodology is proposed to identify the parameters of the

simplified model of the sound-insulation layer. The mean
parameters are identified by solving an inverse problem for-
mulated as an optimization problem using an experimental
database. The maximum likelihood method coupled to a sta-
tistical reduction of information is performed to obtain the
dispersion parameters.

The method proposed in this paper is not intended to
give a tool for designing sound-insulation layers �which are
designed using high-frequency response considerations�.
This approach has been developed in the low- and medium-
frequency bands in complex structural-acoustics systems
such as cars for which, due to industrial processes and ve-
hicle diversity, there are very large variabilities induced by
the kinematic conditions at the attachment interface between
the master structure and the sound-insulation layers.
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APPENDIX A: FORMULATION OF THE
VIBROACOUSTIC PROBLEM WITH A SOUND-
INSULATION LAYER

In this section, we give additional explanations relative
to Sec. II useful for the construction of the simplified model
of the sound-insulation layer. Let C0

s be the space of the ad-
missible displacement fields of the structure, Ca be the space
of the admissible pressure fields in the acoustic cavity, and Ch

be the space of the admissible displacement fields of the
sound-insulation layer. For all � in B, we introduce the fol-
lowing bilinear form defined on C0

s �Ca:

c�2
�us,p� = 	

�2

us�x� · ns�x�p�x�ds�x� , �A1�

the bilinear form defined on Ch�Ca:

c��uh,p� = 	
�

uh�x� · n�x�p�x�ds�x� , �A2�

and the linear form defined on C0
s or Ch:

c�s
�u;�� = 	

�s

fs�x,��u�x�ds�x� . �A3�

The weak formulation of the vibroacoustic boundary value
problem is formulated as follows �see Ref. 12�. For all � in
B, find �us , p ,uh� in C0

s �Ca�Ch such that for all
��us , p ,�uh� in C0

s �Ca�Ch, we have, for the structure,

− �2ms�us,�us� + i�ds�us,�us;�� + ks�us,�us;��

+ c�2
��us,p� = − c�s

��us;�� + ls��us;�� , �A4�

for the acoustic cavity,

− �2ma�p,�p� + i�da�p,�p;�� + ka�p,�p�

+ �2�c�2
�us,�p� + c��uh,�p�� = la��p;�� , �A5�

and for the sound-insulation layer,
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FIG. 12. �Color online� Graph of ��Ra��� for the system with a sound-
insulation layer: reference computation �thick black line�, stochastic confi-
dence zone �gray region�, and mean stochastic response �thick dark gray
line�.
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− �2mh�uh,�uh� + i�dh�uh,�uh;��

+ kh�uh,�uh;��c���uh,p� = c�s
��uh;�� . �A6�

The bilinear forms ms, ds, and ks �of the acoustic cavity �ma,
da, and ka, respectively� and of the sound-insulation layer
�mh, dh, and kh, respectively�� relative to the mass, damping,
and stiffness of the structure and the linear forms ls and la

related to the structural and acoustical excitations are defined
in Ref. 12. For instance, we have

ms�us,�us� = 	
�s

�s�x�us�x� · �us�x�dx , �A7�

ds�us,�us;�� = 	
�s

bijkh�x,���kh�us��ij��us�dx , �A8�

ks�us,�us;�� = 	
�s

aijkh�x,���kh�us��ij��us�dx , �A9�

ma�p,�p� =
1

�0c0
2	

�a

p�x��p�x�dx , �A10�

da�p,�p;�� = ����ka�p,�p� , �A11�

ka�p,�p� =
1

�0
	

�a

�p · ��pdx , �A12�

c�2
�us,�p� = 	

�2

us�x� . ns�x��p�x�ds�x� . �A13�

APPENDIX B: FUNCTIONS OF THE FUZZY
COEFFICIENTS INTRODUCED IN SECTION IIE

For all �� ��C ,�max�,

R��� =
1

41 − �����2
ln�N+�b̃���,������N−�ã���,������

N−�b̃���,������N+�ã���,������
� ,

�B1�

I��� =
1

21 − �����2
���b̃���,������ − ��ã���,������� ,

�B2�

N��u,�� = u2 � 2u1 − �2 + 1, �B3�

��u,�� = arctan�u2 + 2�2 − 1

2�1 − �2 � , �B4�

ã��� =
1

�
a��� , �B5�

where a is defined in Eq. �14�,

b̃��� =
1

�
b��� , �B6�

where b is defined in Eq. �15�,

�̃��� =
1

b̃��� − ã���
, �� ��� =

�̃���
�n� ���

. �B7�

APPENDIX C: GRAPHS OF THE FUZZY
COEFFICIENTS

Figures 13–18 display the graphs of the fuzzy coeffi-
cients defined by Eqs. �29�–�34� with Eqs. �B1�–�B7� for ��
=0.01 and n� ��� given by Fig. 4 and 
� ��� given by Fig. 5.

APPENDIX D: COMPLEMENTS RELATIVE TO THE
NONPARAMETRIC PROBABILISTIC APPROACH

This section deals with complements relative to the
probabilistic nonparametric approach, which allows both
model and system parameters’ uncertainties to be taken into
account in the computational model of the structure, in the
simplified model of the sound-insulation layer, and in the
computational model of the acoustic cavity. The random ma-
trices associated with �M� s�, �D� s����, �K� s����, �C� �, �M� a�,
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FIG. 13. Graph of ��a� r
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�D� a����, �K� a�, �B� s�, �B� a�, and �C� s� are constructed as ex-
plained in Ref. 40. In this construction, the complex coeffi-
cients a� s���, a�a���, and a� c��� are deterministic. For ex-
ample, the random matrix associated with a� s����B� s� is
a� s����Bs� in which �Bs� is the random matrix associated with
�B� s�. For � fixed in B, we then introduce the matrices �Ms�,
�Ds����, �Ks����, �C�, �Ma�, �Da����, �Ka�, �Bs�, �Cs�, and
�Ba�. These matrices are independent second-order random
variables. The random matrices �Ms�, �Ds����, and �Ks����
are with values in Mns

+ �R�; the random matrix �Bs� is with
values in Mns

+0�R�; the random matrix �Ma� is with values in
Mna

+ �R�; the random matrices �Ka�, �Da����, and �Ba� are
with values in Mna

+0�R�; and the random matrices �C� and
�Cs� are with values in Mns,na

�R�. The mean values of these
random matrices are such that

E��Ms�� = �M� s�, E��Ds����� = �D� s���� ,

E��Ks����� = �K� s����, E��Ma�� = �M� a� ,

E��Da����� = �D� a����, E��Ka�� = �K� a� ,

E�a� s����Bs�� = a� s����B� s�, E��C�� = �C� � ,

E�a�a����Ba�� = a�a����B� a�, E�a� c����Cs�� = a� c����C� s� ,

�D1�

where E is the mathematical expectation. Moreover, those
matrices have the required mathematical properties �see
Refs. 39 and 40 in which the reader will be able to find all
the details�. The generalized stiffness random matrices are
then written as

�As���� = − �2�Ms� + i��Ds���� + �Ks���� , �D2�

�Aa���� = − �2�Ma� + i��Da���� + �Ka� , �D3�

where �As���� is a random matrix with values in Mns

S �C� and
where �Aa���� is a random matrix with values in Mna

S �C�. For
example, we give below the detail of the construction for the
random matrix �Ks����. The matrix �K� s���� can be written as
�K� s����= �LKs����T�LKs���� corresponding to the Choleski
decomposition of the positive-definite matrix �K� s����. We
then introduce the random matrix �Ks����= �LKs����T�GKs�
��LKs���� where the random matrix �GKs� belongs to the
SG+ ensemble defined in Ref. 40 and is independent of the
frequency. The dispersion parameter �Ks of this random ma-
trix �Ks���� is independent of the dimension and of the fre-
quency and is defined by �Ks = �E���GKs�− �G� Ks��F

2� /
��G� Ks��F

2�1/2 in which �K�F is the Frobenius norm defined by
�K�F

2 =tr�KTK�.
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Wave characterization of cylindrical and curved panels
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This paper describes a wave finite element method for the numerical prediction of wave
characteristics of cylindrical and curved panels. The method combines conventional finite elements
and the theory of wave propagation in periodic structures. The mass and stiffness matrices of a small
segment of the structure, which is typically modeled using either a single shell element or, especially
for laminated structures, a stack of solid elements meshed through the cross-section, are
postprocessed using periodicity conditions. The matrices are typically found using a commercial FE

package. The solutions of the resulting eigenproblem provide the frequency evolution of the
wavenumber and the wave modes. For cylindrical geometries, the circumferential order of the wave
can be specified in order to define the phase change that a wave experiences as it propagates across
the element in the circumferential direction. The method is described and illustrated by application
to cylinders and curved panels of different constructions. These include isotropic, orthotropic, and
laminated sandwich constructions. The application of the method is seen to be straightforward even
in the complicated case of laminated sandwich panels. Accurate predictions of the dispersion curves
are found at negligible computational cost.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3021418�

PACS number�s�: 43.40.Ey, 43.20.Mv, 43.20.Bi �SFW� Pages: 154–163

I. INTRODUCTION

Cylindrical and curved panels are used in many applica-
tions. Examples include pipes, acoustic ducts, aircraft fuse-
lage, and aerospace structures, to name a few. Free and
forced vibrations of cylindrical and curved panels can be
described in terms of wave components. In particular, the
wave approach is valuable at mid to high frequency when the
size of the structure is large compared to the wavelength.
This is of importance in studies concerning the vibroacoustic
behavior of such structures or in studies of nanoscale devices
such as nanotubes, where the evaluation of the dynamic be-
havior at a very high frequency is fundamental. Theoretical
understanding of wave propagation in curved structures also
provides the background necessary for the utilization and a
better implementation of many techniques. Typical applica-
tions include, amongst others, the transmission of structure-
borne sound, statistical energy analysis, shock response, and
nondestructive testing. In many cases, once the characteris-
tics of wave propagation are known, the analysis becomes
straightforward. The primary characteristics of these waves
are the dispersion relationship, which is the relationship be-
tween frequency and wave heading to the wavenumber, and
wave modes, which are related to the cross-sectional dis-
placements. In simple cases, such as isotropic thin cylinders,
analytical expressions for the dispersion curves can be
found.1 However, the knowledge of wave characteristics re-
quires a comprehensive development of a mathematical

model that is difficult at best, especially for complex con-
structions such as fiber reinforced laminates. As a conse-
quence, dispersion relations and wave modes are frequently
unavailable or treated in a simplified manner.

Studies of the dispersion characteristics of cylindrical
shells in the framework of three-dimensional elasticity
theory have been made by several authors. To cite a few we
can list the classical works of Gazis2,3 and Kumar and
Stephens.4 However, due to the complex algebra involved in
the three-dimensional theory of elasticity, curved structures
have generally been studied by making assumptions and ap-
proximations concerning the stress-strain distributions in the
solid.5 Wave characteristics and dispersion curves of thin cy-
lindrical shells have been obtained by various approximate
theories in a number of studies.6–10 In any event, the analysis
proposed is difficult, and the equations lead to complicated
dispersion relations, which are nearly intractable. Hence,
most of the studies are solely confined to purely real disper-
sion curves. This is particularly true for laminated structures
due to the great amount of algebra involved in enforcing
interlaminar continuity when a large number of layers are
considered. There are also numerical problems in obtaining
the dispersion curves because of convergence difficulties for
short wavelengths and large circumferential wavenumbers.
Moreover, the accuracy of the solutions depends on whether
the assumptions made are valid. Thus, in all such cases al-
ternative numerical methods are potentially beneficial for de-
termining the dispersion properties, wave modes, and group
and phase velocities.a�Electronic mail: elisabetta.manconi@unipr.it
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The finite element �FE� approach has been used widely
to study wave propagation in structures. For example, Nel-
son et al.11 analyzed wave propagation in laminated ortho-
tropic cylinders, assuming interpolation functions over the
thickness of thin laminas. In their approach the cylinder was
discretized into a number of thin laminas for which wave
forms were considered. The dispersion equation was then
obtained by applying Hamilton’s principle, and the solution
for the real dispersion curves was extracted using an iterative
eigensolution technique. Huang and Dong12 used a similar
approach to study waves in isotropic and laminated compos-
ite cylinders. A spectral FE model was developed by Maha-
patra and Gopalakrishnan13 to analyze wave propagation in
uniform composite thin cylinders using a first order shear
theory. There have also been various applications of FEs to
the study of wave propagation in spatially periodic
structures.14 One of the first applications was the work of
Orris and Petyt,15 where a FE approach and a receptance
method14 were applied for evaluating the dispersion curves
of periodic structures. In his Ph.D. thesis, Abdel-Rahman16

extended this FE approach to beams on periodic elastic sup-
ports, two-dimensional flat plates with periodic flexible stiff-
eners, and three-dimensional periodic beam systems. Multi-
supported curved panels were studied by Pany and Parthan17

using a similar approach.
The main aim of this work is to describe a wave finite

element �WFE� method for cylindrical and curved structures.
The method is an extension to axisymmetric structures of the
WFE approach for two-dimensional structures of Mace and
Manconi.18 Compared to similar methods, the WFE method
proposes a systematic and straightforward approach, which
combines the theory of wave propagation in periodic struc-
tures with conventional FE analysis. As such, it is an appli-
cation of FE analysis to periodic structures, although in the
cases considered the structures are homogeneous, hence the
periodicity of arbitrary length. For one-dimensional
waveguides there have been several applications of the WFE
method.19–24 Some of these concern axisymmetric
structures.22–24 However, in these works a one-dimensional
approach was used �wave propagation in the axial direction
only�, and axisymmetry was not exploited. Hence the WFE
models were significantly larger, and it was not possible to
characterize the motion in terms of circumferential orders a
priori.

The structures of interest in the present work are homo-
geneous in the axial and circumferential directions, but their
properties can vary in an arbitrary manner in the radial di-
rection. Examples include isotropic, laminated, and sandwich
cylindrical and curved panels. The method requires the
analysis of just a small segment of the structure, which is
discretized using conventional FEs. This involves a low or-
der FE model: just a single rectangular FE or a stack of
elements meshed through the cross-section. The mass and
stiffness matrices of the FE model are then typically obtained
using commercial FE packages. These matrices are subse-
quently postprocessed using periodicity conditions to obtain
an eigenproblem whose solutions provide the dispersion
curves and the wave modes. The form of the eigenproblem
depends on the nature of the problem at hand. In particular

for wave propagation in a closed cylinder, where the wave-
number around the circumference can only take certain dis-
crete values, the eigenproblem is a quadratic eigenproblem.
The general approach proposed is in contrast to the spectral
finite element method �see, e.g., Ref. 13� in which new ele-
ments, with a space-harmonic displacement along the axis of
the waveguide, must be derived on a case-by-case basis.

In the first part of the paper, the method is presented.
Several numerical examples are then shown. The first two
examples concern an isotropic cylinder and orthotropic cy-
lindrical and curved panels, while the third example deals
with the more significant case of a curved sandwich panel,
which is made of two laminated skins sandwiching a soft
foam core.

II. WFE FORMULATION FOR AXISYMMETRIC
STRUCTURES

A curved axisymmetric structure is shown in Fig. 1�a�,
where y, r, and � are the cylindrical coordinates, R is the
mean radius, and h is the thickness. A time-harmonic distur-
bance at a frequency � is assumed to propagate through the
structure with a helical pattern so that

w�r,�,y,t� = W�r�ei��t−k��−kyy�. �1�

In Eq. �1�, W�r� is the complex wave amplitude, while k� and
ky are the projections of the wavenumber k in the circumfer-
ential and axial directions. For real wavenumbers, k�

=k cos � and ky =k sin �, where � is the direction in which
the wave propagates.

Exploiting the periodicity of the structure, a prismatic
segment of length Ly subtending an angle L� is taken, as
shown in Fig. 1�b�. This segment should be meshed in such a
way that it has an equal number of nodes in both the � and y
directions. If the periodic lengths L� and Ly are small
enough, the simplest way to discretize the segment is ob-
tained either using just one shell element or generally using a
stack of solid elements meshed through the cross-section, as
shown in Fig. 2�a�. The element type and the mesh size of
the FE model should be chosen in accordance with standard
FE practice for the frequency band of interest. For example,
as a guideline there should be at least six elements per wave-
length to ensure that FE discretization effects are acceptably
small. In particular, a convergence analysis may be required.
Emphasis here is placed on four noded shell elements or
eight noded solid elements, but the use of other elements is
straightforward.18 The degrees of freedom �DOFs� of the FE
model are arranged in a column vector q as

R

h

α

r
y

r

yLα

Ly

(b)(a)

FIG. 1. �a� Axisymmetric structure and cylindrical coordinates; �b� small
rectangular prismatic segment of the axisymmetric structure.
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q = �q1
T q2

T q3
T q4

T�T, �2�

where the superscript T denotes the transpose and where q j is
the vector of the nodal DOFs of all the element nodes that lie
on the jth corner of the segment, as shown in Fig. 2�b�. A
similar expression is given for the nodal forces

f = �f1
T f2

T f3
T f4

T�T. �3�

The vectors q and f are then the concatenation of the nodal
DOFs and forces. Internal and edge nodes can also be
included18 but are not considered here.

The local coordinates must be rotated in order to model
the desired curvature. A transformation matrix R is defined
so that the mass and stiffness matrices of the “curved” ele-
ment become

M = R̄TMlocR̄ ,

K = R̄TKlocR̄ , �4�

where Mloc and Kloc are the element’s mass and stiffness
matrices in local coordinates, that is, the mass and stiffness
matrices of the flat FE model. The matrix R allows for rota-
tion around the y axis through angle L� between nodes 1 and
2 and between nodes 3 and 4. It contains submatrices of the
form

� cos�L�� 0 �sin�L��
0 1 0

�sin�L�� 0 cos�L��
� �5�

for nodal displacements in the x, y, and z directions �Fig.
2�a��.

The equation of motion for the FE model, assuming
time-harmonic behavior, is

�K − �2M�q = f . �6�

The presence of viscous or structural damping can be in-
cluded by the addition of viscous or structural damping ma-
trices. The structures of interest for this analysis can be con-
sidered as periodic structures in two dimensions. Therefore
the free propagating wave can take the form of a Bloch
wave,25 and the propagation of a free wave can be obtained
from the propagation constants

�� = k�L� and �y = kyLy . �7�

These propagation constants relate the displacements q on
each side of the periodic element by

q2 = ��q1, q3 = �yq1, q4 = ���yq1, �8�

where

�� = e−i��, �y = e−i�y . �9�

The nodal DOFs are rearranged to give

q = �Rq1, �R = �I ��I �yI ���yI�T. �10�

In the absence of external excitation, equilibrium at node 1
implies that the sum of the nodal forces of all the elements
connected to node 1 is zero. Consequently

�Lf = 0, �L = �I ��
−1I �y

−1I ����y�−1I� . �11�

Substituting Eq. �10� into Eq. �6� and premultiplying both
sides of Eq. �6� by �L, the equation of free wave motion
takes the form

�K̄���,�y� − �2M̄���,�y��q1 = 0 . �12�

The eigenvalue problem of Eq. �12� can also be written as

D̄��,��,�y�q1 = 0, �13�

where D̄ is the reduced dynamic stiffness matrix �DSM�. If
there are n DOFs per node, the nodal displacement and force
vectors are n	1, the element mass and stiffness matrices are
4n	4n while the reduced matrices are n	n.

By partitioning the DSM of the element in Eq. �6� as

D = �
D11 D12 D13 D14

D21 D22 D23 D24

D31 D32 D33 D34

D41 D42 D43 D44

� , �14�

the reduced eigenvalue problem is given by

��D11 + D22 + D33 + D44����y + �D12 + D34���
2�y

+ �D13 + D24����y
2 + D32��

2 + D23�y
2 + �D21 + D43��y

+ �D31 + D42��� + D14��
2�y

2 + D41�q1 = 0 . �15�

Since the mass and stiffness matrices in Eq. �6� are real,
symmetric, and positive definite or semidefinite, for the par-
titions of the DSM it follows that Dij =Dij

T . Considering the
transpose of Eq. �15� divided by ���y, it can be proved that
the solutions come in pairs, involving ��, 1 /��, �y, and 1 /�y

for a given real frequency �. These, of course, represent the
same disturbance propagating in the four directions �� and

��.

Equations �12� and �15� give different forms of the
eigenproblem relating ��, �y, and �, whose solutions give
FE estimates of the wave modes �eigenvectors� and disper-
sion relations for the continuous structure. The three different
forms of the eigenvalue problem, which follow from Eq. �12�
or Eq. �15�, are described in the following subsections.

A discussion about numerical issues related to the appli-
cation of the method can be found in Ref. 18.

A. WFE eigenvalue problem for helical waves

If �� and �y are prescribed and real, a linear eigenvalue
problem results in � whose solutions yield the propagating

(b)

y

x

z

Lα

(a)

y

x

q1 q2

q3 q4

FIG. 2. �a� FE mesh of a small rectangular prismatic segment of the axi-
symmetric structure; �b� node numbering.
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waves. For real values of �� and �y, it can be proved that the
reduced matrices in Eq. �12� are positive definite Hermitian
matrices. Therefore, for any given value of the propagation
constants, there will be n real positive eigenvalues �2 for
which wave propagation is possible. The corresponding
eigenvectors will define the wave modes at these frequen-
cies. Although there are a certain number of solutions, not all
of these represent wave motion in the continuous structure.18

Some of them are, in fact, artifacts of the discretization by
FE of the structure.

Secondly, when � and � are prescribed and k is regarded
as the eigenvalue parameter, the resulting problem is either a
polynomial eigenvalue problem or a transcendental eigen-
value problem whose solutions for k may be purely real,
purely imaginary, or complex, denoting propagating, evanes-
cent, or decaying waves, respectively. Hence �� and �y are
of the form

�� = e−i��, �y = e−i�y,
�y

��

=
Ly

L�

tan � , �16�

where �� and �y might be complex, but their ratio is real and
given.

If the ratio �y /��=m2 /m1 is rational, m2 and m1 being
integers with no common divisor, the propagation constants
can be written as ��=m1� and �y =m2�. Putting �=ei�, the
eigenvalue problem in Eq. �15� becomes

�A8�2m1+2m2 + A7�2m1+m2 + A6�m1+2m2 + A5�m1+m2

+ A4�2m1 + A3�2m2 + A2�m2 + A1�m1 + A0�q1 = 0 .

�17�

The matrices A are of order n	n so that Eq. �17� is a poly-
nomial eigenvalue problem of order 2�m1+m2�, which has
2n�m1+m2� solutions for �.

If the ratio of �y /�� is irrational, Eq. �17� cannot for-
mally be obtained. Hence Eq. �15� is rewritten in the follow-
ing general form:

B���,�y�q1 = 0. �18�

To avoid trivial solutions, �B� must be equal to zero. The
function �B� is a complete polynomial function in the two
complex variables �� and �y, i.e.,

�B� = �
p=0

p=2n

�
q=0

q=2n

Bpq��
p�y

q. �19�

Since

�� = e−i�� = e−ikL� cos �,

�y = e−i�y = e−ikLy sin �, �20�

Eq. �19� then becomes a transcendental eigenvalue problem
in k for given �. Solutions of Eq. �19� can be sought by a
number of numerical methods for root finding.26

B. The WFE eigenvalue problem for closed cylinders

The third form of the eigenvalue problem is associated
with wave motion in closed cylinders. Equation �1� corre-
sponds to the general case of a nonclosed axisymmetric

structure so that k� can, in principle, attain any value. In
closed structures, the phase change of a wave as it propa-
gates around the circumference must be a multiple of 2
.
Therefore the circumferential wavenumber can only take the
discrete values k�=n, n=0,1 ,2 , . . ., which defines the cir-
cumferential order n of the mode. The modes n are indepen-
dent and can be analyzed separately. Therefore

�� = e−inL� �21�

is given for a given circumferential order n, and Eq. �13�
becomes either a linear eigenproblem in �2 for a given �y or
a quadratic eigenproblem in �y for a given �. In the latter
case, the polynomial eigenvalue problem takes the form

�A2�y
2 + A1�y + A0�q1 = 0, �22�

where A2�0. The following standard linear companion form

L��y� = 	− A2
−1A1 − A2

−1A0

I 0

 − �y	I 0

0 I

 �23�

can be considered, and the eigenvalues and the eigenvectors
of Eq. �22� can be recovered from those of Eq. �23� using
subroutines for the standard linear eigenproblem. The eigen-
values may be purely real, purely imaginary, or complex.
Thus the complex frequency spectrum can be determined for
any given circumferential mode order.

III. NUMERICAL EXAMPLES

In this section numerical examples are presented to il-
lustrate the application of the WFE method. Results are ob-
tained by postprocessing FE models found using a commer-
cial FE package.

A. Isotropic cylindrical shell

The material properties for this cylindrical shell are as
follows: Young’s modulus E=192 GPa, Poisson’s ratio 
=0.3, and density �=7800 kg /m3. The ratio of the thickness
-to-mean radius for the cylinder is h /R=0.05, where R
=1 m. For this example, the rectangular four-noded element
SHELL63 in ANSYS was used. The dimensions in the �x ,y�
plane were taken as Ly =Lx=1 mm, and results were com-
pared to those derived directly from the Flügge equations of
motion5 to investigate the accuracy of the WFE results. The
WFE model results in 6DOFs after the WFE reduction. Fig-
ure 3 presents the dispersion curves for n=0 and n=1,
breathing and bending modes, respectively. The nondimen-
sional frequency �=� /�r is introduced, where �r

=1 /R�E / ���1−2�� is the shell ring frequency evaluated by
Love’s first order theory.5 The ring frequency is the first tran-
sition frequency for n=0. Critical frequencies can be easily
evaluated by the WFE method by solving Eq. �12� for �y

=0 and ��=nL�. The three branches shown in Fig. 3 broadly
correspond to flat-plate flexural, shear, and extensional
waves. This behavior is particularly clear above the ring fre-
quency. It is seen that the results computed from the WFE
method agree well with those obtained by the Flügge theory.
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B. Orthotropic cylinder and orthotropic curved panel

The orthotropic panel considered in this section has
mean radius R=1 m and thickness to mean radius ratio
h /R=0.05. The material properties are Ex=144.48 GPa, Ey

=Ez=9.63 GPa, Gxy =Gyz=Gxz=4.128 GPa, xy =xz=0.02,
yz=0.3, and �=1389 kg /m3. The FE model is realized using
20 SOLID45 elements in ANSYS, for which Lx=Ly =1 mm.

Figure 4 shows the complex dispersion curves for the
breathing and bending modes obtained by solving the WFE
eigenproblem in Eq. �22�. Propagation in the positive y di-
rection is considered. For n=0 �Fig. 4�a��, two waves start
propagating at 0 Hz. They represent shear and extensional
waves. At the ring frequency a third branch cuts on and the
second branch veers, approaching a flexural wave in a flat
plate. For n=1 �Fig. 4�b��, only one wave propagates from
0 Hz, while the second branch and the third branch cut on,
respectively, below and above the ring frequency. Above the
ring frequency, these branches approach flexural, shear, and
extensional branches in a flat plate. Waves of orders n�1
can propagate only above a certain frequency. Figure 4
shows also complex branches, representing a pair of complex
conjugate wavenumbers, for which the real and imaginary
parts reduce with increasing frequency. In particular, for n
=1, the corresponding imaginary part of the complex branch
bifurcates into a pair of evanescent waves with pure imagi-
nary wavenumbers at the frequency for which the corre-

sponding real part becomes zero. It can be seen from Fig.
4�b� that this bifurcation point appears at a stationary point
of the pure imaginary branch. Close to this region, the pure
imaginary branch is double valued for a given frequency.

Figure 5 shows, as an example, the real part of the he-
lical wave solutions for the heading directions �=90°, which
corresponds to the circumferential mode order n=0, for �
=45°, and for �=0°. The latter corresponds to wave propa-
gation in the circumferential direction. At higher frequencies,
higher order waves start propagating, which represent higher
order wave modes across the thickness, e.g., branches 4–8 in
Fig. 5�a�. These wave modes can be evaluated analytically if
the theory of elasticity is considered. The characteristics of
the wave modes can be investigated by considering the
eigenvectors �q1 in the WFE eigenproblems�, which repre-
sent the deformations of the cross-section under the passage
of the wave and the kinetic �or strain� energy under the pas-
sage of the wave associated with the individual DOFs. The
kinetic �and strain� energy � follows from the mass �and
stiffness� matrices in Eq. �4� and the eigenvectors q1 as

� = 1
2 ��i�V�*M�i�V�� ,

V = �q1
T ��q1

T �yq1
T ���yq1

T�T, �24�

where the superscript * denotes the transpose conjugation.
Figure 6 shows the deformation through the thickness under
the passage of the waves in the fourth and fifth pure real
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FIG. 3. Dispersion curves for the isotropic cylindrical shell. Circumferential
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FIG. 4. Dispersion curves for the orthotropic cylindrical shell. Circumfer-
ential modes: �a� n=0 and �b� n=1. �…..� Complex valued wavenumbers;
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branches at 20 kHz and in the sixth propagating branch at
30 kHz. The deformations are shown as functions of the po-
sition at one instant of time. These are indicative of the wave
behavior, but they are not drawn to scale. Figure 6�a� shows
that for branch 4 the deformations in the axial and radial
directions �y and r directions, respectively� are negligible
with respect to the antisymmetric deformation in the circum-
ferential direction �� direction�. The relative contributions of
the kinetic energies in the circumferential, axial, and radial
directions to the total kinetic energy are, respectively, ��

=100%�, �y �0%�, and �r�0%�. Hence it can be con-
cluded that branch 4 represents the first antisymmetric shear
wave mode.

Branch 5 �Fig. 6�b��, is the first antisymmetric exten-
sional wave mode, involving displacements primarily in the
y direction although some Poisson contraction in the r direc-
tion can be observed. For this wave modes, ���0%�, �y

=93.6%�, and �r=6.4%�.
Branch 6 �Fig. 6�c��, involves primarily symmetric ex-

tensional motion in the axial direction. The out-of-plane dis-
placement due to Poisson contraction is also significant. For
this wave the contributions of the energies associated with
the displacements in the �, y, and r directions to the kinetic
energy are ���0%�, �y =73.6%�, and �r=26.4%�.
Branches 7 and 8 represent symmetric shear and extensional
waves, respectively. Deformations are not shown here for the
sake of brevity. These higher order wave modes are reminis-
cent of those for a flat panel. This is expected since the
effects of the curvature are not significant at very high fre-
quency. The behavior of branch 6 seems to not be signifi-
cantly affected by changing the circumferential mode order.
This branch starts propagating below the usual critical fre-
quency, point A in Fig. 5. At this point a complex branch
bifurcates into propagating waves with real wavenumbers, as
shown better in Fig. 7. Above the bifurcation point A, the
magnitude of one real wavenumber increases with frequency,
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y directions �not to scale�.
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while that of the second decreases with frequency. Close to
this region, branch 6 exhibits wavenumbers and, conse-
quently, phase velocities �the inverse of the slope of the
chord between the point and the origin�, which are double
valued. The waves with smaller wavenumbers have phase
and group velocities �the reciprocal of the slope of the dis-
persion curve at the point� of opposite signs. The behavior of
this branch is similar to that of the S1 Lamb mode in a flat
plate. The phenomenon has been theoretically predicted and
then experimentally studied for plates by some authors.27,28

At high frequencies, branch 3 and branch 2 cross. In particu-
lar the shape of the wave mode represented by branch 3
changes. This is perhaps due to the increasing Poisson con-
traction in the r direction. It can also be noticed that branch
6 crosses branch 7. At the crossover points, the frequency
and the phase velocities are the same for both branches 6 and
7, but the group velocities are different.

C. Laminated sandwich cylinder and laminated
sandwich curved panel

The sandwich panel comprises two laminated skins
sandwiching a foam core. The two skins each comprise four
orthotropic sheets of graphite epoxy with a lay up of
�+45 /−45 /−45 / +45� and a total thickness of 4 mm. The
material properties of the skins are the same as those given in
Sec. III B for the orthotropic material. The core is a 10 mm
polymethacrylamide ROHACELL foam whose material
properties are Young’s modulus E=1.8	108 Pa, Poisson’s
ratio =0.286, and density �=110 kg /m3. The nondimen-
sional thickness of the sandwich construction is h /R=0.018
with mean radius R=1 m. The WFE model was realized us-
ing 18 SOLID45 elements in ANSYS, four for each skin and
ten for the core, resulting in 57DOFs after the reduction.
Sandwich composite curved panels were studied by Heron29

and later by Ghinet et al.30 using a discrete layer theory.
Heron assumed a classical theory for sandwich structures �a
thick core that carries shear stress and thin skins that work in
bending and extension�, while Ghinet and Atalla used the
Flügge theory to describe the strain-displacement relations.
The two models lead to the 47th and 42nd order dispersion
systems, respectively, which were subsequently solved nu-
merically to determine the dispersion relations. Figure 8
shows the complex dispersion curves for waves propagating
in the positive y direction for circumferential orders n=0,
n=1, and n=3. The ring frequency for this sandwich cylin-
der is 622.7 Hz. The dispersive behavior is very complex and
cannot be described simply in terms of torsional, extensional,
and flexural waves alone. However some features can be
observed, particularly concerning cut-off and cut-on with
nonzero wavenumber and bifurcations between various wave
modes. As an example, consider Fig. 8�b�. With a behavior
similar to that already shown for branch 6 in Sec. III B, it can
be seen that between 0 and 600 Hz, as the imaginary part of
the first complex branch becomes zero, its real part cuts off
and bifurcates into two propagating waves, point A in Fig.
8�b�. One of these propagating branches has a wavenumber
that increases with frequency and phase and group velocities
of the same sign, while the other has a wavenumber that

decreases with frequency and has phase and group velocities
of opposite signs. When this lower branch meets the first
propagating branch �the first branch for which the critical
frequency is zero�, there is another bifurcation point, point B
in Fig. 8�b�. Here a complex branch cuts on. The real part of
this second complex branch leaves the first propagating

0 500 1000 1500

−10

−5

0

5

10

Frequency[Hz]

Im
ag

(k
yR

)
R

ea
l(

k yR
)

D

(a)

0 500 1000 1500

−10

−5

0

5

10

Frequency[Hz]

Im
ag

(k
yR

)
R

ea
l(

k yR
)

B

A

C

(b)

0 500 1000 1500 2000 2500

−10

−5

0

5

10

Frequency[Hz]

Im
ag

(k
yR

)
R

ea
l(

k yR
)

(c)

FIG. 8. Dispersion curves for the laminated sandwich cylindrical shell. Cir-
cumferential modes: �a� n=0, �b� n=1, and �c� n=3. �…..� Complex valued
wavenumbers; �…..� pure real and pure imaginary wavenumbers.
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branch at a stationary point, point B in Fig. 8�b�, and re-
enters at a stationary point of the next pure real branch, point
C in Fig. 8�b�. At point C again two waves, one of these
having phase and group velocities of opposite signs, start
propagating. In this region pure real branches exhibit more
than one possible value of kyR for the same value of the
frequency. Similar observations can be drawn for the disper-
sion curves in Fig. 8�c�. The imaginary solutions also exhibit
a similar behavior. Consider Fig. 8�a�. When the real part of
the first complex branch becomes zero, there is bifurcation
from the corresponding imaginary part of the first complex
branch to two different purely imaginary branches, point D
in Fig. 8�a�. For one of these branches, the imaginary wave-
number increases with frequency, and it represents rapidly
decaying waves. The other one has an imaginary wavenum-
ber that decreases with frequency until it becomes zero,
where a third propagating branch cuts on at its critical fre-
quency.

Higher order branches are shown in Fig. 9 for �=90° or,
equivalently, for the breathing mode shape. Figure 10 shows
the deformations of the cross-section for the first three propa-

gating wave branches in Fig. 9 at 2 kHz. In Fig. 10�a� it can
be noticed that the wave of branch 1 at 2 kHz involves pre-
dominant bending of the skins. Displacements in the radial
direction are almost constant, displacements in the circum-
ferential direction are negligible, and displacements in the
axial direction arise from bending and rotation of the lami-
nas. The skins and the core are moving in antiphase. For this
wave the contributions in the �, y, and r directions to the
total kinetic energy are ���0%�, �y =0.25%�, and �r

=99.7%�, respectively. Figure 10�b� shows that the wave of
branch 2 is a quasishear wave for which ��=100%�, �y

�0%�, and �r�0%�. The wave of branch 3 �Fig. 10�c��,
resembles a quasiextensional wave mode involving primarily
displacements in the y direction �some Poisson contraction
can be noticed�. The kinetic energies in the �, y, and r di-
rections are ���0%�, �y =93.4%�, and �r=6.6%�. As
the frequency increases, branch 3 crosses branch 2, and its
behavior changes: it approaches the first branch. The wave
mode represented by branch 3 at a high frequency is evalu-
ated at 14 kHz, and it is shown in Fig. 10�d�. This mode
involves axial motion of the core and a significant out-of-
plane displacement. Both axial and out-of-plane displace-
ments are symmetric. The kinetic energy is predominantly in
the r direction, �r=97.3%�, while the contribution in the y
direction is �y =2.7%�.

Deformations corresponding to higher order modes are
shown in Fig. 11 for branches 4 and 5 at 10 kHz and for
branch 6 at 14 kHz. Branch 4 �Fig. 11�a��, is the first anti-
symmetric quasishear wave mode. The kinetic energy for this
wave is predominantly in the circumferential direction, while
the contributions to the total kinetic energy in the y and r
directions are negligible. Branch 5 �Fig. 11�b��, involves an-
tisymmetric quasiextensional motion in the skins with some
shear in the core. The distribution of the kinetic energy is
���0%�, �y =99.09%�, and �r=0.91%�. Branch 6 �Fig.
11�b�� involves primarily axial motion of the core with Pois-
son contraction in the r direction. This wave resembles the
wave of branch 5 at 10 kHz, as expected from Fig. 9.

The dispersion curves for the nonclosed curved sand-
wich panel can be represented in the form �= f�k� ,ky�, that
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FIG. 9. Dispersion curves for the laminated sandwich curved panel. Head-
ing direction �=90° corresponding to the circumferential mode n=0.
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FIG. 10. Wave modes for the laminated sandwich curved panel: �a� branch
1 at 2 kHz, deformation in r and y directions; �b� branch 2 at 2 kHz, defor-
mation in r and � directions; �c� branch 3 at 2 kHz, deformation in r and y
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is the constant frequency contour in the wavenumber plane.
As an example, Figs. 12 and 13 show the dispersion contours
at 200, 500, 800, and 1200 Hz. The curves with larger wave-
numbers in Figs. 12 and 13 involve wave motion primarily in
the r direction. The lower branches correspond to quasishear
and quasiextensional wave modes.

Considerations about the direction of the group velocity
and the direction of the wave propagation can be obtained by
analyzing these isofrequency contour curves.8 Since the
group velocity is defined by cg=d� /dk, the group velocity is
in the direction of the normal to the contour curves in the
�k� ,ky� plane for constant �. As an example, consider the
direction of the group velocity for waves represented by the
curve with larger wavenumbers at 200 Hz for k��0 and
kyR�0 in Fig. 12. It can be noticed that waves having the
same axial wavenumber exhibit normals to the contour
curves, which have components with respect to the k� direc-
tion of opposite sign. Thus they represent distinct waves hav-
ing different directions of the group velocity in the circum-
ferential direction.

IV. CONCLUSION

In this paper the free wave characteristics of cylindrical
and curved panels were predicted using a WFE method. The
WFE method is a systematic and straightforward approach,
which combines the theory of wave propagation in periodic
structures with commercial FE tools. The technique involves
the systematic postprocessing of element matrices of a small
segment of the structure, which is modeled using either a
single shell element or a stack of solid elements meshed
through the cross-section. The full power of existing FE

packages and their extensive element libraries is utilized.
The method was described, and the WFE eigenproblem dis-
cussed. Several numerical examples were then presented.
These include isotropic, orthotropic, and laminated sandwich
shells. Comparison between the WFE results and analytical
results for an isotropic cylindrical shell showed the accuracy
of the method. Various wave propagation phenomena were
observed, particularly concerning cut-off and bifurcations
between various wave modes at high frequencies. The wave
mode characteristics were identified, evaluating the cross-
sectional deformations as functions of the distance and the
kinetic energy associated with the individual DOFs. Disper-
sion contour curves for the laminated sandwich cylinder
were also predicted. The application of the method was seen
to be straightforward even in the complicated case of a lami-
nated sandwich curved panel. The numerical results were
obtained at negligible computational cost.
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The spectral decomposition of the elastic wave operator in a layered isotropic half-space is derived
by means of standard functional analysis methods. Particular attention is paid to the coupled P-SV
waves. The problem is formulated directly in terms of displacements which leads to a 2�2 Sturm–
Liouville system. The resolvent kernel �Green’s function� is expressed in terms of simple
plane-wave solutions. Application of Stone’s formula leads naturally to eigenfunction expansions in
terms of generalized eigenvectors with oscillatory behavior at infinity. The generalized
eigenfunction expansion is employed to define a diffuse field as a white noise process in modal
space. By means of a Wigner transform, we calculate vertical to horizontal kinetic energy ratios in
layered media, as a function of depth and frequency. Several illustrative examples are considered
including energy ratios near a free surface, in the presence of a soft layer. Numerical comparisons
between the generalized eigenfunction summation and a classical locked-mode approximation
demonstrate the validity of the approach. The impact of the local velocity structure on the energy
partitioning of a diffuse field is illustrated.
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I. INTRODUCTION

Since its introduction in elastodynamics by Weaver,1 the
diffuse field concept and the principle of equipartition of
elastic waves have been successfully applied to both field2

and laboratory experiments.3 It is an important ingredient of
the spectacular reconstruction of Green’s function from ther-
mal noise4 or seismic coda waves.5 The principle of equipar-
tition can also be used to predict the partition of energy in
diffuse fields.1,2,6,7 Yet, the practical implementation of the
equipartition principle in a configuration as simple as a half-
space poses some serious technical difficulties.7 The simplest
mathematical formulation of equipartition relies on the exis-
tence of a complete set of eigenfunctions. In the past, simple
waveguides or a homogeneous half-space has been
considered.6–8 In this work, we construct a complete set of
eigenfunctions of the elastic wave equation from the general
spectral theory of self-adjoint operators in Hilbert space.9,10

The present approach is based on applied functional analysis
and differs from that usually followed in the acoustical or
seismological literature which heavily relies on complex in-
tegration techniques.11,12 A diffuse field is then represented
as a white noise distributed over the complete set of eigen-
functions independent of the nature of the spectrum
�discrete/continuous� or medium �open/closed�. The paper is
organized as follows: In Sec. II, the spectral problem is in-
troduced and general properties of the elastodynamic opera-
tor are summarized. In Sec. III, the key mathematical results
are presented and illustrated on a simple problem. Sections
IV and V present the central results of the paper. The spectral

theory of a layered elastic half-space is derived in detail and
applied to energy partitioning of diffuse fields. Other appli-
cations of the theory are briefly discussed in the Conclusion.

II. PROBLEM STATEMENT

The elastodynamic equation governing wave propaga-
tion in elastic solids can be written as

�t
2�u� = − L�u� , �1�

or more explicitly in the position representation:

�t
2ui�x� =

1

��x�
� jCijkl�kul�x� . �2�

In Eq. �1�, the minus sign has been introduced in order to
deal with a positive definite operator.

In an isotropic medium where properties depend only on
the depth coordinate z, the elastodynamic equation decouples
into independent scalar �SH� and vectorial �P-SV� equations.
Our goal is to obtain a complete set of eigenfunctions for the
latter problem. Following Ref. 13, we reduce the three-
dimensional �3D� problem to a coupled system of second-
order differential equations. Translational invariance sug-
gests to look for solutions of the form u�z�eikx. Additionally,
cylindrical symmetry enables one to work in a single plane
of propagation and ignore the third space dimension. Taking
all the symmetries into account yields an eigenvalue problem
for a second-order differential operator Lk:

13a�Electronic mail: margerin@cerege.fr
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�z�Lk�u� = −
1

��z�
�z�z���u� + kBt�z�z�u� + k2C�z�u�

= ��z�u� ,

�3�
�z���u� = A�z�z�u� + k�B�z�u� .

The operator � provides the tractions generated by the dis-
placement field �u� and � denotes the density. The matrices
A, B, and C are defined as

A = ��z��cp�z�2 0

0 cs�z�2 	 ,

B = � 0 2cs�z�2 − cp�z�2

cs�z�2 0
	 , �4�

C = �cs�z�2 0

0 cp�z�2 	 ,

where cp and cs denote the longitudinal and the shear
wavespeed, respectively. The vector �u� has components
�iuz ,ux�, where ux and uz denote the original displacement
field. This change of variables can be represented by a uni-
tary transformation U and turns the original problem into an
equivalent easier problem. Indeed, the multiplication of the
vertical component by i makes Lk a real operator which sim-
plifies the calculations in the layered case. Once the eigen-
vectors of the transformed operator have been obtained,
those pertaining to the original operator are recovered by
application of the inverse operation U†. As shown
previously,14,15 the elastodynamic operator is positive and
self-adjoint in the linear vector space of functions equipped
with the scalar product

�u�v� =
 dz��z�ui�z�*vi�z� . �5�

The precise domain of definition of Lk is given in Ref. 14
but, loosely speaking, the operator acts on functions of finite
elastic deformation energy. Depending on the problem at
hand, the integral �5� is taken on the whole real line �section
3� or on a semi-infinite interval �section 4�. In Eqs. �3� and
�5�, we have introduced the Dirac bra-ket notation for its
compactness and convenience. Since it will be used through-
out the paper, we have summarized the main properties of
the Dirac formalism in the Appendix.

III. STONE FORMULA AND A SIMPLE APPLICATION

A. Mathematical results

The Stone formula16 is a powerful functional analysis
result for self-adjoint operators, and is particularly useful for
the mathematical formulation of scattering theory.9,10,17 In
this paper, we will formally apply this formula to the elastic
wave equation to obtain generalized eigenfunction expan-
sions. The generalized eigenvectors �e� are solutions of the
equation Lk�e�=��e� but do not belong to the domain of the
operator, i.e., they are not solutions with finite energy. These
eigenvectors are required to construct the complete modal
solutions of the elastic wave equation.18 Our work general-

izes previous results obtained in the case of a homogeneous
half-space.14,19 Before stating the Stone formula, we intro-
duce the resolvent G��� of the operator Lk:

G = �Lk − �I�−1. �6�

Because Lk is self-adjoint, its spectrum is a subset of the real
axis and therefore the resolvent is defined for Im ��0. In
position and polarization space, the resolvent is represented
by the Green’s matrix

�z��Lk − �I�−1�z�� = Gij��,z,z�� , �7�

which possesses the Hermitian symmetry

Gij��,z,z�� = Gji��*,z�,z�*. �8�

We first recall the fundamental spectral theorem and the
Stone formula in an abstract setting. To every self-adjoint
operator Lk, one can associate a projection operator valued
function �measure� P� having the following properties:16

f�Lk� = 

−�

+�

f���dP�. �9�

The spectral theorem guarantees that the spectral family P�

is orthogonal, diagonalizes the operator Lk, and provides the
completeness relation. A practical method to construct the
spectral projector P� is provided by the Stone formula, which
relates functions of a self-adjoint operator to the discontinu-
ity of its resolvent across the real axis:16

f�Lk� =
1

2�i
lim

�→0+



−�

+�

�G�� + i�� − G�� − i���f���d� .

�10�

For a positive operator, the integral can be taken from 0 to
+� only because the spectrum is a subset of the positive real
axis. As a particular case of Eq. �10�, one can formally obtain
the completeness relation:

I =
1

2�i
lim

�→0+



−�

+�

�G�� + i�� − G�� − i���d� . �11�

For a positive operator with a mixed spectrum, with both
discrete and continuous parts, Eq. �11� will take the follow-
ing form:

I = 

a�0

+�

d��
m

�em�����em���� + �
n

�en��en� , �12�

where �em���� denotes generalized eigenfunctions of the
continuum—we assume that no singular continuous spec-
trum exists—that are normalized in the following sense:

�em����em������ = 	mm�	�� − ��� . �13�

In Eq. �12�, we have introduced a discrete index in the con-
tinuous part of the spectrum, which corresponds to the pos-
sibility that the space of generalized eigenfunction be multi-
dimensional. Such will be the case for the operator Lk.
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B. Generalized eigenvectors in homogeneous full
space

We consider the system �3� with constant parameters c�
p ,

c�
s , and ��. First, we construct the resolvent �Lk−�I�−1 out-

side of the real axis. In order to uniquely define the square
root of a complex number z, we adopt the following conven-
tion: �z= �z�1/2ei
/2, with 
=arg�z�� �0,2��. This definition
guarantees that Im �z�0 when z lies outside the positive
real axis. The 2�2 system of coupled second-order equation
�3� has four linearly independent solutions �u+�

P ����, �u−�
P ����,

�u+�
S ����, and �u−�

S ����, whose properties are summarized be-
low:

�z�u��
P ���� =

1

�P���
��iqP���

k
	e�iqP���z,

�14�

�z�u��
S ���� =

1

�S���
� k

iqS���
	e�iqS���z.

In Eq. �14�, the prefactors �P,S ensure that the plane waves
are energy normalized:13

�P,S =
1

�2��
��qP,S

, �15�

and the vertical wavenumbers qP,S are defined as

qP =� �

c�
p 2 − k2, qS =� �

c�
s 2 − k2. �16�

The following symmetry relations will prove useful:

�z�u+�
P ��*�� = − �z�u+�

P ����*,

�17�
�z�u−�

P ��*�� = − �z�u−�
P ����*,

with completely analogous relations involving �u+�
S ����,

�u−�
S ����. When Im �=0, �� �c�

p k�2, assuming a time depen-
dence of the form e−i��t, �u+�

P ,u−�
P �−�u+�

S ,u−�
S � behave like

�outgoing, incoming� plane P-S waves at +�, respectively.
Using this set of solutions, we can construct the Green’s
matrix for Im ��0, which obeys the following equation:

− ��
−1�z��G�ij�z,z�� + Kik�z�Gkj��,z,z�� − �Gij�z,z��

= ��
−1	ij	�z − z�� , �18�

where we have introduced the differential operator K�z�
=k2C+kBt�z. The Green’s matrix should possess the follow-
ing properties.

�1� For z�z�, each column of G must be a linear combina-
tion of solutions with finite energy at +� ��u+�

P � , �u+�
S ��.

�2� For z�z�, each column of G must be a linear combina-
tion of solutions with finite energy at −� ��u−�

P � , �u−�
S ��.

�3� G obeys the symmetry relation �8�.
�4� G is continuous on the diagonal z=z�.
�5� The traction matrix of G has a jump discontinuity on the

diagonal: ���G�ij�z�−
z�+

=−	ij.

Properties �1�–�5� are straightforward generalizations to sys-
tems of second-order differential equations of the standard
Sturm–Liouville theory.19 Properties �1�–�3� indicate that
G��� should have the following form:

G��� = K1����u−�
P �����u+�

P ���*� + K2����u−�
S �����u+�

S ���*� , z � z�

K1����u+�
P �����u−�

P ���*� + K2����u+�
S �����u−�

S ���*� , z � z�.
� �19�

In Eq. �19�, we have separated the Green’s matrix into a P
and an S wave part. Application of the continuity condition
of the Green’s matrix on the diagonal �4� yields K1���
=K2���. Next, we apply the condition �5� for the discontinu-
ity of the traction on the diagonal to obtain

K1��� = K2��� =
i

��
. �20�

The next step is to study the discontinuity of the resolvent
across the real axis. We will denote by �u+�

P+� and �u+�
P−� the

limiting values of the vectors �u+�
P ���� as � approaches the

real axis from above and below, respectively, with analogous
definitions for �u−�

P+� and �u+�
S+ � , . . .. The jump of the resolvent

G+−G− across the real axis depends on the relations among
these functions. For z�z�, one obtains

G+ − G− =
i

��+
��u−�

P+���u+�
P+�*� + �u−�

P−���u+�
P−�*�

+ �u−�
S+ ���u+�

S+ �*� + �u−�
S− ���u+�

S− �*�� . �21�

Three cases have to be distinguished.

�1� �� �c�
p k�2. In this case, qP,S and �P,S are real and all the

waves are propagating. Applying the following symme-
try relations:

�u��
P+ � = ��u�

P+ �*�, �u��
S+ � = ��u�

S+ �*� ,

�22�
�u��

P− � = − ��u��
P+ �*�, �u��

S− � = − ��u��
S+ �*� ,

one can rewrite the resolvent discontinuity �21� as a sum
of projection operators on a generalized eigenfunction
basis:

G+ − G− =
i

��+
��u−�

P+��u−�
P+� + �u+�

P+��u+�
P+� + �u−�

S+ ��u−�
S+ �

+ �u+�
S+ ��u+�

S+ �� . �23�

From Eq. �23�, one concludes that there are four linearly
independent generalized eigenfunctions with eigenvalue
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�� �c�
p k�2. For instance, the first term on the right-hand

side of Eq. �23� is an orthogonal projector on the space
of upgoing P waves.

�2� �c�
p k�2��� �c�

s k�2. qP is pure imaginary and qS is real
which corresponds to evanescent P waves and propagat-
ing S waves. The symmetry relations for S waves are
clearly the same as in Eq. �22�. Upon application of the
following symmetry relations for P waves:

�u��
P+ � = − i��u��

P+ �*� and �u��
P− � = − i�u��

P+ � , �24�

Eq. �21� simplifies to

G+ − G− =
i

��+
��u−�

S+ ��u−�
S+ � + �u+�

S+ ��u+�
S+ �� . �25�

There are two linearly independent S eigenfunctions.
�3� �� �c�

s k�2. There are no singularities and the resolvent is
continuous:

G+ − G− = 0 . �26�

Because of the symmetry of the Green’s function �8�, the
same results are obtained for z�z�. The completeness
relation now follows from the Stone formula �11�. The
continuous parameter � is analogous to a squared eigen-
frequency. Introducing �=�2 and generalized eigenvec-
tors �e+�

P ���� , . . ., the resolution of the identity writes as a
sum of integrals over frequencies:

I = 

�c�

p k�

+�

d���e+�
P �����e+�

P ���� + �e−�
P �����e−�

P �����

+ 

�c�

s k�

+�

d���e+�
S �����e+�

S ���� + �e−�
S �����e−�

S ����� .

�27�

The eigenvectors �e+�
P ���� , . . . can be deduced from the

basis vectors �u+�
P ���� and form an orthonormal set. Let

us, for instance, consider the eigenvector �e+�
P ����:

�z�e+�
P ���� =

1
�2����qP

�− iqP

k
	e+iqPz,

�28�
�e+�

P ����e+�
P ����� = 	�� − ��� ,

where qP=��2 /c�
p 2−k2. Multiplying the wavefunctions

�z �e+�
P ���� by the phase term �1 /�2��eikx, we can form

compound eigenvectors ��P,S� that can be used to expand
two-dimensional �2D� in-plane vector fields. The expan-
sion takes a particularly simple form if instead of using a
frequency integral, the new variables pz=��2 /c�

p 2−k2

and pz=��2 /c�
s 2−k2 are introduced in the P and S inte-

grals of Eq. �27�, respectively. In order to obtain eigen-
functions of the elastodynamic operator in its standard
form, we apply the unitary transformation U† to obtain a
fairly simple completeness relation:

I =
 

R2

dpxdpz���P�px,pz����P�px,pz��

+ ��S�px,pz����S�px,pz��� , �29�

where ��P�px , pz�� and ��S�px , pz�� are simple plane P
and SV waves:

�r��P�px,pz�� = p̂
eipxx+ipzz

2����

,

�r��S�px,pz�� = p̂�
eipxx+ipzz

2����

, �30�

where p̂ and p̂� denote unit vectors parallel and perpen-
dicular to the wavevector p, respectively:

p̂ =
1

�px
2 + pz

2�px

pz
	, p̂� =

1

�px
2 + pz

2�− pz

px
	 . �31�

��P�px , pz�� and ��S�px , pz�� are eigenvectors of the elas-
tic wave equation with eigenvalues �px

2+ pz
2�c�

p 2 and �px
2

+ pz
2�c�

s 2, respectively. They form a complete set of gen-
eralized eigenfunctions which decompose 2D vector
fields into longitudinal and transverse parts.

IV. GENERALIZED EIGENFUNCTIONS IN STRATIFIED
MEDIA

A. Construction of the resolvent

We begin with the construction of the resolvent, which
parallels the development of the previous section. To make
comparison easier, we denote by ��, c�

s , and c�
p the density

and seismic wavespeeds in the half-space located at depth
z�0. The medium is assumed to be composed of a stack of
n layers delimited by interfaces at z=0, . . ., zi , . . ., zn−1 and is
bounded by a free surface at z=zn �z1 , . . . ,zn�0�, as depicted
in Fig. 1. We wish to find the eigenfunction expansion asso-
ciated with the eigenvalue problem Lk�u�=��u� introduced in

Half-Space

ρ∞, cs
∞, cp

∞

ρ1, cs
1, cp

1

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

ρi, cs
i , cp

i

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

ρn, cs
n, cp

n

�

Free surface

z = 0

z = z1

z = zi−1

z = zi

z = zn−1

z = zn

z

FIG. 1. Problem setting. We consider a stack of n elastic layers bounded by
a free surface at z=zn and overlying a homogeneous half-space �z�0�. The
elastic properties of layer i are defined by the density �i and the shear and
compressional wavespeeds, denoted by ci

s and ci
p, respectively. We look for

a complete set of eigenfunctions of the elastic wave equation satisfying the
continuity of displacements and tractions across each interface z=0, . . ., zn−1

and the traction-free condition at the surface of the medium �z=zn�0�.
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Eq. �3� and supplemented with the free surface traction con-
dition �z���u�=0 at z=zn and the continuity of stresses and
displacements at each interface.

First, we introduce four linearly independent vector so-
lutions of the elastic wave equation �3� denoted by �u+�

P ����,
�u−�

P ����, �u+�
S ����, and �u−�

S ����. Although these solutions
differ from those introduced in section 3, we employ the
same notation because they share common properties. More
precisely, in the half-space z�0, their analytical form is
given by Eq. �14�, in the previous section. The analytical
dependence of the vectors �u��

P,S���� in the stack of layers is
obtained by integrating the equations of motion �3� from
depth z=0+ to z=zn

+ by applying continuity of stresses and
displacements at each interface. Note that, in general, these
solutions do not verify the stress-free condition at z=0. For
Im �=0 and Re �� �c�

p k�2, �u+�
P,S����− ��u−�

P,S����� represent
the outgoing �incoming� P and S waves at z= +�. For �
complex, only �u+�

P,S���� are bounded at +�.
Following Ref. 13, we introduce two linearly indepen-

dent solutions �u0
P���� and �u0

S���� of the wave equation that
verify the stress-free condition at z=zn:

�u0
P���� = �u−�

P ���� + rpp����u+�
P ���� + rps����u+�

S ���� ,

�u0
S���� = �u−�

S ���� + rsp����u+�
P ���� + rss����u+�

S ���� , �32�

where rpp, rps, rsp, and rss are the reflection coefficients of the
stack of layers including the free surface. More precisely,
applying the free-surface condition at z=zn to Eq. �32� yields
a system of two equations with two undetermined

coefficients—�rpp ,rps� or �rss ,rsp�—which can be solved
since the vectors �u+�

P,S���� are linearly independent. For
Im �=0, Re �� �c�

p k�2, the solutions �32� behave like propa-
gating P and S waves incident from +� together with their
reflections. They are solutions of the wave equation with
infinite energy that verify the free surface condition at z=zn.
For Im ��0, we remark that because the matrix elements of
Lk are real, the following relation holds: Lk�u0

P���*�
=�*�u0

P����=Lk�u0
P��*��. Using Eq. �17�, which is still valid

in the stratified case, the following symmetry relations are
established:

�u0
P,S��*�� = − �u0

P,S���� , �33�

rab��*� = rab���*, �34�

where a ,b= p ,s. In addition, using the method of propaga-
tion invariants developed in Ref. 20, we can prove the fol-
lowing reciprocity relation:

rps��� = rsp��� . �35�

To construct the Green’s matrix, we again make use of the
properties �2� and �3� of the previous section. Property �1� is
replaced by the requirement that for z�z� �z� is the source
depth�, the columns of G be linear combinations of the vec-
tors �u0

P,S� which are solutions of the wave equation satisfy-
ing the stress-free condition at z=zn. For z�z�, we recall that
the columns of the Green’s matrix must be linear combina-
tions of the vectors �u�

P,S� which are bounded at +� for �
complex. This suggests to try the following form for G���:

G��� = K1����u0
P�����u+�

P ���*� + K2����u0
S�����u+�

S ���*� , z � z�

K1����u+�
P �����u0

P���*� + K2����u+�
S �����u0

S���*� , z � z�,
� �36�

where use has been made of Eq. �34�. In essence, Eq. �36� is
completely similar to Eq. �19�: the Green’s function is sepa-
rated into a P and an S wave part, although the vectors �u0

P�
and �u0

S� are neither purely longitudinal nor purely transverse,
due to the mode conversions at the medium boundaries. We
must now determine the values of K1 and K2 in order to
match the source conditions �4� and �5�. When the source is
located in the half-space z�0, we can make use of the ana-
lytical form of the vectors �u+�

P,S� and �u0
P,S�, given in Eqs. �14�

and �32�. Following the same steps as in the homogeneous
case and employing the reciprocity relation �35�, one obtains

K1��� = K2��� =
i

��
. �37�

Let us now demonstrate the validity of this expression for an
arbitrary source depth. The main difficulty lies in the fact
that the analytical form of the solutions u�

P,S and u0
P,S is not

known in the stack of layers �zn�z�0�. Let us first intro-
duce the following four-dimensional displacement-stress
vectors:

w�
P,S��,z� = � u+�

P,S��,z�
��u+�

P,S��,z��
	 , �38�

and

w0
P,S��,z� = � u0

P,S��,z�
��u0

P,S��,z��
	 . �39�

For better readability, we employ standard vector and matrix
notations in Eqs. �38� and �39� and the following. In order
for the Green’s matrix proposed in Eqs. �36� and �37� to
verify the discontinuity of the displacement-stress vector for
an arbitrary source depth, the following relation among the
vectors w�

P,S and w0
P,S must hold at any z�zn:

i
��

�w�
P��,z�w0

P��,z�t − w0
P��,z�w�

P��,z�t

+ w�
S ��,z�w0

S��,z�t − w0
S��,z�w�

S ��,z�t� = N , �40�

where we have introduced the notations:
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N = �0 − E

E 0
	 and E = �1 0

0 1
	 . �41�

Note that we have already shown that Eq. �40� is valid for
z�0. Indeed, by using the analytical expressions of the vec-
tors �u��

P,S� in the half-space, we have been able to guess the
form of the Green’s matrix given by Eqs. �36� and �37�. Now,
the displacement-stress vector satisfies a first-order linear
system dw�� ,z� /dz=A�� ,z�w�� ,z�, equivalent to the second
order system �3�, which can be integrated with the aid of a
propagator matrix:

w��,z� = P��,z,z��w��,z�� . �42�

Since the propagator matrix has the symplectic symmetry:13

P��,z,z��NP��,z,z��t = N , �43�

relation �40� can be propagated at any depth in the stack of
layers by left and right multiplications of Eq. �40� by P and
its transpose, respectively. Therefore, relation �40� is estab-
lished which in turn implies the validity of Eq. �37� for ar-
bitrary source depth.

B. Singularities of the resolvent

The next step is to re-examine the discontinuity of the
resolvent �36� across the real axis. This task is significantly
facilitated by the unitary and symmetry properties of the re-
flection coefficients. Note that the unitary relations are valid
in nondissipative media only. As shown in Ref. 20, the en-
ergy normalization of the eigenvectors is of fundamental im-
portance in this respect. Other normalizations are, of course,
possible but they lead to much more awkward calculations.
We will denote by �u��+��− ��u��−��� the limiting value of the
ket �u���� as � approaches the real axis from above �below�.
The interrelations among the kets �u+�

P,S� and �u−�
P,S� across the

real axis determine the form of the resolvent discontinuity.
These relations, in turn, depend essentially on the analytical
forms of these kets, i.e., on whether the P and S waves are
propagating or evanescent in the half-space z�0. As in the
homogeneous case, this leads to a separation of the real axis
into three distinct domains, as shown in Fig. 2.

�1� For propagating P and S waves: �� �c�
p k�2, the fol-

lowing relations apply:

�u��
P ��+�� = �u�

P ��+�*�, �u��
S ��+�� = �u�

S ��+�*� ,

�44�
�u��

P ��−�� = − �u��
P ��+�*�, �u��

S ��−�� = − �u��
S ��+�*� .

These relations, together with the analytical properties of the
reflection coefficients, enable us to write the kets �u0

P,S��−��
in terms of the kets �u��

P,S��+�� only:

�u0
P��−�� = − �u+�

P ��+�� − rpp�u−�
P ��+�� − rps�u−�

S ��+�� ,

�45�
�u0

S��−�� = − �u+�
S ��+�� − rss�u−�

S ��+�� − rsp�u−�
P ��+�� ,

where the reflection coefficients are defined by their limiting
value as � approaches the real axis from above. For nota-
tional convenience, we have denoted the complex conjuga-
tion with an overbar. When both P and S waves are propa-
gating in the half-space, the matrix of reflection coefficients
is unitary:20

R = �rpp rps

rsp rss 	, RR† = E . �46�

For z�z�, the discontinuity of the resolvent writes

G+ − G− =
i

��+
��u0

P��+���u−�
P ��+�� + �u0

S��+���u−�
S ��+��

− �u0
P��−���u+�

P ��+�� − �u0
S��−���u+�

S ��+��� .

�47�

Using Eqs. �45� and �46� and after some algebra, one obtains

G+ − G− =
i

��+
��u0

P��+���u0
P��+�� + �u0

S��+���u0
S��+��� .

�48�

The same result applies for z�z�, and we have therefore put
the discontinuity of the resolvent in suitable dyadic form. It
appears that for �� �c�

p k�2 there are two linearly independent
eigenvectors. They are energy normalized incident P and S
waves incident from +� together with their reflections.

�2� For �c�
p k�2��� �c�

s k�2, there are propagating S and
evanescent P waves in the half-space z�0 and the following
relations apply:

�u��
P ��+�� = − i�u��

P ��+�*� and �u��
S ��+�� = �u�

S ��+�*� ,

�49�

which yields

�u0
P��−�� = − i�u−�

P ��+�� − irpp�u+�
P ��+�� − rps�u−�

S ��+�� ,

�u0
S��−�� = − �u+�

S ��+�� − rss�u−�
S ��+�� − irsp�u+�

P ��+�� .

�50�

For propagating S and evanescent P waves in the half-space,
the unitary relations take a more complicated form:20 rssrsp

= irsp. With the aid of Eq. �49�, this implies rss�u0
S��+��=

−�u0
S��−��. For z�z�, using the unitary relations, the resol-

vent discontinuity can be put into the following form:

�

� � �

Imλ

Reλ(cS
∞k)2 (cp

∞k)2

Continuous Spectrum
︷ ︸︸ ︷

Discrete Spectrum
︷ ︸︸ ︷

1 eigenfunction 2 linearly independent
eigenfunctions

� �
� � � � �

Rayleigh modes

�

FIG. 2. Spectral properties of the elastodynamic operator in a layered half-
space. � is the eigenparameter.
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G+ − G− = − �i�u0
P��+�� + �u0

P��−����u+�
P ��+��

+ �u0
S��+����u−�

S ��+�� + rss�u+�
S ��+��� . �51�

Using the symmetry relation rpp−rpp= irsp, the following re-
lation is established:

i�u0
P��+�� + �u0

P��−�� = − rsp�u0
S��+�� , �52�

which in turn implies

G+ − G− =
i

��+
�u0

S��+���u0
S��+�� . �53�

This last equation has the desired form and shows that in the
range of � considered there is only one generalized eigen-
function. In the half-space, it consists of the sum of an inci-
dent and a reflected propagating S wave together with a re-
flected evanescent P wave. Note that for some � in the range
��c�

s k�2 , �c�
p k�2�, it may happen that the vector �u+�

P � satisfies
the zero traction condition at the free surface. Such a situa-
tion can be considered as accidental, since a slight modifica-
tion of the thickness or velocity in one of the layers is likely
to make the mode disappear �Y. Colin de Verdière, personal
communication�. Such possible complications will be ne-
glected.

�3� For �c�
s k�2��, both P and S waves are evanescent in

the half-space z�0. In this case, the reflection matrix R is
simultaneously symmetric and Hermitian, so that all its co-
efficients are real. Further, using the relations

�u��
P ��−�� = − i�u��

P ��+�� and �u��
S ��−�� = − i�u��

S ��+�� ,

�54�

one establishes

�u0
P,S��−�� = − i�u0

P,S��+�� , �55�

which seems to imply that the resolvent discontinuity van-
ishes identically. This is not true as there can exist values of
� for which the reflection coefficients have poles. For these
particular points of the spectrum, the kets �u0

P,S��+�� can be
written solely as linear combinations of the kets �u+�

P,S��+��.13

This means that there exist eigenvectors with finite energy
that satisfy the traction-free condition, which are the well-
known Rayleigh surface waves. To each pole, we can asso-
ciate a one-dimensional eigenspace spanned by a normalized
Rayleigh wave eigenvector. For a given value of the horizon-
tal wavenumber k, there exists m distinct solutions denoted
by 0��0��1� ¯ ��m−1� �c�

s k�2. The index serves to la-
bel the different surface wave mode branches. Note that the
number of modes m is a function of the wavenumber k and
that the index 0 refers to the fundamental Rayleigh mode.

C. Eigenfunction expansions

We have now identified all the singularities of the resol-
vent on the real axis and are in position to write down the
completeness relation for 2D in-plane problems using for-
mula �10�. In the frequency domain, introducing the new
variable �2=�+, one obtains

I = 

−�

+�

dk�
n

�eR��n���eR��n��

+ 

−�

+�

dk

�c�

s k�

�c�
p k�

d��eS�����eS����

+ 

−�

+�

dk

�c�

p k�

+�

d���eS�����eS���� + �eP�����eP����� ,

�56�

where the compound generalized eigenvectors �eS,P,R� are de-
fined as

�r�eS,P���� = �2
eikx

�2�
�z�u0

S,P��2�� ,

�57�

�r�eR��n�� =
eikx

�2�
�z�uR��n�� .

In the first of Eq. �57�, the �2 factor is the result of introduc-
ing of the new variable �, whereas the last equation defines
surface waves with unit-energy normalized z-eigenfunction.
Although this is implicit in Eq. �57�, the reader should keep
in mind that all eigenvectors are functions of the horizontal
wavenumber k. This applies to the eigenfrequencies �n as
well as the number of branches. As in the case of the homo-
geneous space, it is possible to replace the frequency integral
by a vertical wavenumber integral in Eq. �56� to obtain

I = 

−�

+�

dpx�
n

��R��n����R��n��

+ 

−�

+�

dpx

−�

0

dpz��S�px,pz����S�px,pz��

+ 

−�

+�

dpx

−�

0

dpz��P�px,pz����P�px,pz�� . �58�

The eigenvectors ��P,S,R� are obtained by application of the
transformation U† to the kets �eS,P,R�. The eigenvectors ��P,S�
correspond to properly normalized incoming P and S waves
exactly as given in Eqs. �30� and �31� together with their
reflections from the stack of layers, including the free sur-
face. This is a general result in scattering theory: the eigen-
vectors of the medium+scatterer can be obtained by calcu-
lating the complete response of the scatterer to the
unperturbed eigenvectors.9,21 This is basically what the
double integrals of Eq. �58� say. Note that by calculating the
scattering of plane waves, one does not obtain the surface
waves directly. They show up as poles of the reflection co-
efficient located on the real axis.

V. APPLICATION TO DIFFUSE FIELDS

A diffuse field is defined as a random field where all the
modes are equally represented. More precisely, according to
Ref. 1, it is a narrow band signal which is a sum of eigen-
functions of the system excited randomly at equal energy:
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u�x,t� = �
n,R,L


 

�n�B

dpxdpy

2�
�An

R,L�px,py��n
R,L�z�ei�pxx+pyy�

�e−i�n
R,L�px,py�t� + 


pz�0
dpz�

P,S

 

��B

dpxdpy

2�

��AP,S�px,py,pz��pz

P,S�z�ei�pxx+pyy�e−i�P,S�px,py,pz�t� .

�59�

In Eq. �59�, we consider a semi-infinite 3D layered elastic
body and write the displacement field as a sum over Love
and Rayleigh surface waves �indicated by L and R super-
scripts�, together with the generalized P and S �SH-SV� gen-
eralized eigenfunctions. B denotes the frequency band of the
signal and u refers to the complex analytic signal whose real
part is the measured displacement vector. In a diffuse field,
the amplitudes An

R,L and AP,S are assumed to be white-noise
random processes:

�An
R,LAP,S� = 0,

�An
R,L�px,py�Am

R,L�px�,py��*�

= �2	R,L	nm	�px − px��	�py − py�� , �60�

�AP,S�px,py,pz�AP,S�px�,py�,pz��*�

= �2	P,S	�pz − pz��	�px − px��	�py − py�� .

In Eq. �60�, the symbol 	L,R �	P,S� equals 1 for surface waves
�body waves� of the same type and 0 otherwise. In the case
of a semi-infinite medium, the sum over all modes involves a
continuous index that labels the eigenfunctions of the con-
tinuous spectrum and a discrete index that refers to the sur-
face wave mode branch.

Formulas �59� and �60� are now applied to the calcula-
tion of the vertical to horizontal kinetic energy ratio of a
diffuse field in a stratified half-space. The vertical kinetic
energy density at central frequency �0 is obtained by means
of the Wigner distribution of the complex analytic wavefield:

Ez�t,�,x� = 1
2��z���tuz�t + �/2,x��tuz�t − �/2,x�*� , �61�

with similar expressions for the horizontal kinetic energies
along axes x and y. In Eq. �61�, the brackets denote an en-
semble average. Inserting the spectral decomposition �59�,
applying the equipartition principle �60�, and taking a Fou-
rier transform with respect to the time variable �, the local
vertical kinetic energy density of a diffuse field at circular
frequency �0 is obtained:

Ez��0,z� =
��z��0

2�2

8�2 �
n,R,L


 

R2

dpxdpy��n,z
R,L�z��2

�	��0 − �n
R,L�px,py��

+
��z��0

2�2

8�2 

pz�0

dpz�
P,S

 


R2

dpxdpy��pz,z
P,S �z��2

�	��0 − �P,S�px,py,pz�� . �62�

In Eq. �62�, the subscript z refers to the vertical component
of the eigenfunctions. The delta functions represent the den-
sity of states of the surface and body waves, which are
closely related to the imaginary part of the Green’s
function.22 The link between the Wigner distribution of the
wavefield and the Green’s function is the theoretical basis of
the Green’s function reconstruction in diffuse fields.21,23,24

Introducing the cylindrical and spherical coordinates in the
double and triple integrals of Eq. �62�, respectively, one finds

Ez��0,z� = �
n,R

��z��0
3�2

4�cn
Run

R ��n,z
R �z��2

+ �
P,SV

��z��0
4�2

4�v�
p,s3 �


�/2

�

d
 sin 


���pz,z
P,SV�z��2�

pz=��0/v
�
p,s�cos 


. �63�

In Eq. �63�, we have introduced the following notations: cn

and un are the phase and group velocities of the nth surface
wave mode, respectively. The calculation of the eigenfunc-
tions and the remaining sums and integrals have to be per-
formed numerically. Following similar reasoning, the total
horizontal kinetic energy can be expressed as

Eh��0,z� = �
n,R,L

��z��0
3�2

4�cn
R,Lun

R,L ��n,h
R,L�z��2

+ �
P,SV,SH

��z��0
4�2

4�v�
p,s3 �


�/2

�

d
 sin 


���pz,h
P,SV,SH�z��2�

pz=��0/v
�
p,s�cos 


. �64�

In Eq. �64�, the subscript h denotes the horizontal component
of the wavefunction measured in the plane of polarization.
Note that Love waves as well as generalized SH eigenfunc-
tions contribute to the horizontal kinetic energy only.

In Fig. 3, we consider the vicinity of a free surface
which has been previously investigated by several
authors.2,7,8 The calculations were performed both with for-
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FIG. 3. Depth dependence of the vertical to horizontal kinetic energy ratio
near the free surface of a Poisson half-space. Dots: locked-mode approxi-
mation. Dashed line: generalized eigenfunctions summation. The depth unit
is the shear wavelength �S.
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mula �63� and with a locked-mode approximation where the
medium is bounded at great depth by a rigid boundary where
the displacements vanish exactly. In the latter case, the ei-
genvalue problem in the depth coordinate only has a discrete
spectrum, which is standard. For more details on the locked-
mode technique and geophysical applications, the reader is
referred to Ref. 25. The outcome of the two calculations for
a 3D medium are superposed in Fig. 3. In the locked-mode
technique, the lower boundary is at a depth of 16 shear wave-
lengths. A total of 32 Love and 50 Rayleigh modes were
found. The agreement is very satisfactory and confirms the
validity of our approach. Our work shows that the general-
ized eigenfunctions of the continuum can be treated like
standard normal modes, albeit with a continuous index. The
results presented in Fig. 3 were first obtained in Refs. 2 and
8, using the eigenfunctions of a thick plate, the so-called
Lamb modes. Our calculations illustrate the fact that the
elastodynamic operator is in the limit point case at +� ac-
cording to the classification of Ref. 26. This simply means
that independent of the self-adjoint boundary condition im-
posed at the lower boundary—Neumann, Dirichlet, or
mixed—the eigenfunctions converge to a common limit as
the depth of that boundary tends to �. A few wavelengths
away from the free surface, the kinetic energy ratio oscillates
around 0.5, which is the expected value in a homogeneous
half-space.

We now investigate the case of a soft layer overlying a
homogeneous space. In the layer, the P and S wave velocity
is one-third smaller than in the half-space and the density is
reduced by a factor of 2. The vertical to horizontal kinetic
energy ratio is plotted as a function of depth in Fig. 4. The
unit depth is the shear wavelength inside the layer and the
interface between the layer and the half-space lies at about
0.2 unit depth. In the locked-mode approximation, two situ-
ations were considered where the rigid boundary is located at
5.25 and 42 wavelengths below the bottom of the layer. In
the former case, 7 Love and 11 Rayleigh modes were found,
while in the latter case we identified a total 56 Love and 88
Rayleigh modes. In the generalized eigenfunction expansion
method, only the fundamental Love and Rayleigh modes are
present. Thus, in the locked-mode method, the higher Love
and Rayleigh modes serve as an approximation for the
propagating P and S waves incident from below the layer. As
illustrated in Fig. 4, the agreement between the two methods
is extremely good and, as expected, improves as the depth of
the rigid boundary increases. In the vicinity of the layer, the
vertical to horizontal kinetic energy ratio shows rapid varia-
tions and, at greater depth, converges toward the ratio of a
homogeneous space.

In Fig. 5, we investigate the frequency dependence of
the V2 /H2 kinetic energy ratio at the surface of a solid with a
superficial soft layer, where the shear velocity and density
are reduced by a factor of 2 with respect to the underlying
Poisson half-space. The ratio of longitudinal to shear
wavespeeds in the layer is taken to be 2.5. To facilitate the
interpretation of the V2 /H2 calculations, we show in the top
panel the normalized density of states of body, Rayleigh and
Love waves as a function of frequency. The frequency unit is
the fundamental resonance frequency of the layer for verti-

cally propagating shear waves, f0=vs /4h, where vs is the
shear wavespeed and h is the layer thickness. In Fig. 5, we
have also indicated high- and low-frequency asymptotics of
the V2 /H2 energy ratio. At high frequency, we expect the
waves to be largely insensitive to the properties of the un-
derlying half-space. We therefore calculate an approximate
high-frequency V2 /H2 ratio by replacing the true model with
a simple half-space where the P to S velocity ratio equals
2.5. The expected value is 0.513, in good agreement with the
full calculations. At low frequency, we can neglect the pres-
ence of the shallow layer to recover the classical 0.56 ratio at
the surface of a Poisson solid. The V2 /H2 ratio is slightly
smaller at high frequencies mainly because of the increased
amount of horizontally polarized shear waves. To the con-
trary, the V2 /H2 energy ratio of the Rayleigh wave tends to
increase with the P to S velocity ratio. Close to the resonance
frequency f0 of the layer, the vertical to horizontal kinetic
energy ratio drops dramatically. Careful analysis reveals that
this is caused by the increasing contribution of the funda-
mental Love mode to the density of states at the surface.
Around twice the resonance frequency, the V2 /H2 ratio pre-
sents a marked overshoot which is due to an abrupt inversion
of the Rayleigh wave ellipticity. At high frequencies, the en-
ergy density is largely dominated by the Rayleigh and Love
waves trapped in the low-velocity layer. The fluctuations of
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FIG. 4. Depth dependence of the vertical to horizontal kinetic energy ratio
in the presence of a soft layer. Dots: locked-mode approximation. Dashed
line: generalized eigenfunctions summation. The depth unit is the shear
wavelength �S. In the locked-mode approximation, the lower boundary is
located at a depth of 5.25�s �top� and 42�s �bottom�, respectively.
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the local density of states slowly decrease with increasing
frequency.

VI. CONCLUSION

In this work, we have shown that the definition of a
diffuse field as a white noise in modal space can be applied
equally well to closed1 and open systems.27 In the framework
of the spectral theory presented in this paper, discrete, con-
tinuous, or mixed spectra can be treated on the same footing.
Other applications of the generalized eigenfunction expan-
sion could be envisaged, such as the calculation of synthetic
seismograms for geophysical applications.18 The theory
could also be used to give more rigorous foundations to em-
pirical civil engineering techniques. In particular, the large
drop of the vertical to horizontal kinetic energy ratio in dif-
fuse fields close to the resonance frequency of a low-velocity
layer sounds reminiscent of the so-called Nakamura’s
method used for site effect evaluation with ambient noise.28

Although extremely popular, the limitations of the technique
are still to be understood. The diffuse field concept offers a
potentially useful tool for this purpose.
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APPENDIX: SUMMARY OF DIRAC FORMALISM

In this Appendix, we summarize the bra-ket notations
used in this paper. A vector or ket of an abstract vector space
will be denoted by �e�. The representation of the vector in
position space is written as �x �e�=e�x�. To each ket of our
space of function, we associate a bra denoted by �e�= �e�†. In
position space, a bra has representation �e �x�=e�x�*, where
* denotes complex conjugation. Mathematically speaking, a

bra would be more appropriately defined as a linear func-
tional acting on a space of test functions. However, we will
not insist on these technicalities. We shall also make use of
the conjugated versions of kets such that �x �e*�=e�x�*. The
scalar product between two vectors �e� and �f� is denoted by

�e�f� =
 dx��x�ei�x�*f i�x� , �A1�

where a summation over the repeated index i is implied. The
completeness relation or resolution of the identity for a set of
eigenvectors �ep� is written as

�
p

�ep��ep� = I , �A2�

where I denotes the identity in the abstract vector space, and
p denotes a label running over the whole set of eigenfunc-
tions. Equation �A2� introduces the outer product between a
bra and a ket. The outer product of two �properly normal-
ized� eigenvectors is an orthogonal projector on the subspace
generated by �e�. In the position representation, Eq. �A2�
reads

�
p

�x�ep��ep�x�� = 	ij
	�x − x��

��x��
. �A3�

The appearance of the weighting function � in the denomi-
nator is consistent with the definition of the scalar product
�A1�. The matrix elements in position and polarization space
of a general outer product between a ket �e� and a bra �f � are
given by

�x�e��f �x�� = ei�x�f j�x��*. �A4�

The matrix elements of an abstract operator L in position
space are given by the kernel of an integral operator. If L
represents a differential operator, it will be assumed to be
diagonal in position space.
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Minimizing sleep disturbance from blast noise producing
training activities for residents living near a military
installation
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Field research was conducted during 2004 in the vicinity of a United States military installation to
determine if awakening of residents due to blast noise from large military weapons might vary
during the night. Analysis of the data indicates that awakening from blast noise is significantly less
likely during the time period between midnight and 0200 h compared to time periods before
midnight and approaching dawn. These findings suggest that postponing noisy evening training until
after midnight could effectively reduce the negative impact of nighttime training on local residents
and thus help to preserve nighttime training capabilities.
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I. INTRODUCTION

The United States military conducts training with heavy
weapons �e.g., artillery, tank guns, and other explosive weap-
ons� at installations that had been located in unpopulated
areas when they were originally established in the late 19th
and early 20th centuries. Although some are still in sparsely
populated areas, others are in areas where residential popu-
lations are increasing.1 In an effort to limit incompatible land
use on private lands near heavy weapon ranges, the U.S.
Department of Defense publishes maps of the C-weighted
day-night average sound level �C-weighted DNL� for use by
those local governments having regulatory authority to con-
trol residential land use. The calculation method for generat-
ing these maps follows along the lines established by the
U.S. Environmental Protection Agency in 1974.2 The calcu-
lation method of DNL was applied to blast noise by the
Committee on Hearing, Bioacoustics and Biomechanics
�CHABA� in 1981,3 and became official army policy as de-
scribed in Chap. 7 of Army Regulation 200–1.

In the years since the U.S. Army first adopted the
CHABA methodology, the methods for predicting acoustical
signatures and variability in propagation of weapon noise
have undergone continuous improvement, but the psycho-
physical rules for translating the physical stimuli into esti-
mates of community annoyance are still in need of improve-
ment.

Particularly elusive are the rules for analyzing the statis-
tical distribution of impulsive noise levels received at spe-
cific locations in the community. There is considerable evi-
dence that the highest intensity blasts in the distribution
contribute more to the cumulative annoyance than the less
intense blasts.4–6 Consequently, maps of the long term �e.g.,

annual� C-weighted DNL can obscure the relationship be-
tween the physical stimuli and the psychological response,
community annoyance.7 This conclusion in regard to annoy-
ance echoes an earlier observation about complaints—that
complaints about weapon noise are generated by short term
increases above the long term average.8

Statistical variability in the propagation of heavy
weapon noise is particularly important in the evening and at
night. Not only are more people at home during these hours9

but also the prevailing meteorological conditions at these
times often cause low-frequency weapon blasts to propagate
farther.10 As reported by Rylander and Lundquist,11 when
Swedish citizens living near heavy weapon ranges were
asked about the time of day when they were most annoyed,
about half chose the evening and about a third chose the
night. About 10% stated that the shooting made it difficult
for them to fall asleep and about the same percentage stated
that the shooting resulted in awakening.

An increasing number of installation range control of-
fices have access to blast noise monitors and/or sound level
prediction software, which provide detailed information re-
garding sound levels in residential communities. Literature
suggests that levels below a C-weighted sound exposure
level �SEL� of 90 dB or a flat-weighted peak level of 115 dB
will contribute little to annoyance11 and are unlikely to gen-
erate complaints,12 but these guidelines are of limited use for
assessing impacts on sleep. The threshold at which people
are likely to be awakened by weapon noise, and how this
threshold varies across the night, would provide enhanced
decision and planning guidance.

Some information is available in literature. Successive
artillery, tank gun, and mortar blasts are generally separated
by several minutes, and, in this regard, sleep disturbance
from heavy weapons would be expected to be more similar
to disturbance from sonic booms than from aircraft flyovers.a�Electronic mail: edward.t.nykaza@usace.army.mil
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Differences between awakening from a high intensity im-
pulse and from a subsonic aircraft flyover were noted by
Lukas and Dobbs 35 years ago.13 Working with female sub-
jects, they found clear differences in brain response between
subsonic jet noise and simulated sonic booms. Sonic booms
were more likely to leave the electroencephalogram �EEG�
unchanged and aircraft noises were more likely to cause
awakenings. The awakening threshold for sonic booms was
approximately a flat-weighted peak of 124 dB outdoors. 71%
of the sleeping subjects showed no EEG changes at this level
and only 1.5% awoke enough to push a button. Working with
tape recordings of 120 mm tank gun noise, Griefahn14 found
sleep motility falling back to preshot baseline within a
minute. In contrast, for aircraft, Fidell et al.15 found that
“autocorrelation analyses demonstrated that episodes of
sleep motility persist for periods of minutes, rather than sec-
onds.” These researchers found that the correlation between
probability of awakening and individual noise event
A-weighted maximum levels increased when the postevent
window was stretched from 1 to 2–5 min.

An observed similarity between sleep disturbance to
blast and aircraft noise has been the change in awakening as
a function of sleep duration. For aircraft, Fidell et al.16 found
time since retiring to be positively related to awakening: The
longer the participant had slept, the greater the likelihood of
awakening to the aircraft event. Griefahn14 also found the
probability of awakening to tank shots increasing the longer
the subject had been asleep, and she warned against firing in
the early morning. In contrast, Vos and Houben,17 working
with digitally reproduced gun shots, volleys of gun shots,
and airplane flyovers, found no difference in awakening be-
tween the first and second halves of sleep time. Vos and
Houben17 also found that a single shot was less likely to
awaken subjects than a volley of shots. For aircraft and vol-
leys of shots, Vos and Houben17 observed some habituation
over sessions, but for single shots they found none.

Although these laboratory studies are important for un-
derstanding the processes underlying awakening to heavy
weapon noise, they all have one shortcoming for determining
a realistic threshold for sleep disturbance in the field. None
of the stimuli match the acoustic power in the lower 1/3
octave bands within the first second of the firing of a large
gun. During an equipment shakedown test conducted in
preparation for the field study reported here, the research
team used a 50 000 W speaker system to attempt to simulate
the level and spectrum of a 120 mm tank gun blast recorded
at a distance of 2 km.18 Comparison of the original and re-
produced spectra showed that there were no significant dif-
ferences between the midrange 1/3 octave bands, namely, the
frequencies that are unaltered by the A-weighting filter, but
the lowest bands in the original acoustic signature were
under-represented. The low-frequency bands in the range
12–35 Hz are unique to large guns, and the only way to truly
define their potential for disturbing sleep is to conduct a field
study with people who have lived long enough in the vicinity
of heavy weapon ranges to be habituated to the noise. Such
people are the subject of the following study. Of particular
interest is whether their thresholds of awakening are un-

changed during the night, systematically decreasing during
the night, or exhibit a maximum or minimum value at some
time during the night.

II. METHODS

A. Subject selection

Residents living near a military installation were re-
cruited for participation in the study by mail.19 Approxi-
mately 600 letters were sent out and 148 residents re-
sponded. Potential subjects were screened according to the
following criteria: �1� Must not be deaf �although no audio-
grams were given�, �2� must not have a sleep disorder, �3�
must not be pregnant, �4� must be between the ages of 18 and
75, �5� must sleep at home for the duration of the study, �6�
typically sleep between the hours of 2200 and 0800, �7� must
be a resident of the area for at least one year, and �8� must be
willing to have equipment set up in their bedroom and out-
side their home.

Due to the limited number of responses, limited equip-
ment available for the study, and relatively small blast noise
impact area, subjects that met the screening criteria were
chosen on the basis of proximity to the nearest firing point.
Although this precluded achievement of a strictly random
sample, the sample was representative of the census tract
from which it was drawn.

B. Sound measurement

Ambient and blast event sound levels were documented
indoors and outdoors at each subject’s home. Each noise
monitor recorded 1 s SELs, 1/3 octave band SEL, and peak
pressure levels between 2000 and 0800 h. Each measurement
was also A-, C-, and flat-weighted.

All outdoor noise measurements were made with
Norsonic-121 �Ref. 20� noise monitors. The outdoor micro-
phones were located at least 3 m from the subjects’ windows
and any other reflective surfaces. There were a few instances
where neighbors with adjacent homes participated in the
study. In these situations one outdoor microphone was used
as the outdoor measurements for both subjects. Indoor noise
measurements were made in each subject’s bedroom with
either the second channel of a Norsonic-121 noise monitor or
with Larson Davis-870 �Ref. 20� noise monitors. The fre-
quency range of the Norsonic units was 6.3 Hz–5 kHz and
that of the Larson Davis units was 5 Hz–16 kHz. Each mi-
crophone was located 2 m from each wall �if possible�.
These bandwidths are adequate; SEL spectrum for a typical
blast event is shown in Fig. 1.

C. Sleep monitoring

Each subject wore a commercially available sleep ac-
timeter, the Mini Mitter Actiwatch® �Ref. 20� each night of
the study. This actimeter is an integrating actimeter; the sen-
sor integrates the degree and speed of motion and produces
an electrical current that varies in magnitude. The increase in
degree of speed and motion produces an increase in voltage,
which is stored as an activity count �AC�. The maximum
sampling rate of these actimeters was 32 Hz. The accuracy
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and reliability of the actimeter data have been documented in
Refs. 21 and 22, and in a pilot study23 that preceded this
effort. The actimeter was also equipped with a marker switch
that was inset on the device’s front panel. The marker switch
provided tactile and audible feedback, a “click” sound, when
pressed that informed the subject of a successful marking.
Subjects were instructed to press the inset button on the ac-
timeter when they first got into bed for the night, when they
got out of bed in the morning, and when they woke up during
the night for any reason. At the time of the equipment instal-
lation, instructions and demonstrations were given to each
subject on how to use the sleep actimeter. Subjects were also
given a questionnaire to complete each morning that con-
tained questions regarding their previous day and night of
sleep, and were left a paper copy of the instructions that
included a 24 h toll-free number they could call if they had
any problems or questions.

D. Time drift corrections

The internal clocks of both the sleep and noise monitors
used during the study had a time drift that was corrected
before the data were analyzed.

1. Noise monitors

The noise monitors were manually calibrated to the
“correct” time obtained from the WWVB broadcast out of
Fort Collins, CO via an atomic watch prior to their use. After
data were collected the time drift was calculated by compar-
ing the correct time on an atomic watch to the time on the
monitor at the end of their use. The time drift correction was
done under the assumption that the time drift was linear. This
assumption was reasonable given that the time drift mea-
sured in the field was relatively small and the time drift mea-
sured in the laboratory after the study was linear. The moni-
tors drifted no more than 1 min over the course of 11 days.

2. Sleep monitors

No drift in the actimeters had been observed during the
pilot study because the instruments had been read and reset
within 12 h of beginning data collection. For longer periods,
drift had to be taken into consideration. The internal clocks

of the actimeters were also calibrated to the correct time via
atomic watch prior to their use; however, these actimeters
did not allow for direct comparison of the correct time to the
internal clock time at the end of a usage period. A series of
poststudy experiments was conducted to determine the
amount of time drift for each actimeter. The actimeters were
tested at temperatures reflective of the temperatures observed
during the study. The results of the poststudy experiment
found that each actimeter had a unique time drift and that the
dependence on temperature was minimal. The measured time
drift for each actimeter was used to correct all data.

E. Operational definitions

1. Noise events

The outdoor monitors were set up to record noise events.
A noise event was defined as a noise level that exceeded a
C-weighted peak threshold level of 100 dB �with regard to
20 �Pa�. For each noise event, noise stimulus metric levels
were recorded during a time period from 1 s before the event
to 5 s after the event, and an audio recording of the event was
made for later reference and source identification. The audio
recording or wave file was recorded only on the outdoor
microphone to protect the subject’s privacy.

2. Response evaluation period

For each blast event that a subject experienced, it was
determined whether the subject was already awake when the
blast occurred, if the subject woke up from the blast, or if the
subject slept through the blast event. In order to determine
the subject response to each blast event, an appropriate
evaluation period had to be chosen. The evaluation period
was defined as the length of the time window, before and
after the blast event, within which the subjects’ sleep state
was determined.

The vegetative arousal to a blast is complete within a
cycle of 30 s. It begins with a sympathetic outflow to the
peripheral muscles at about 2 s followed by heart accelera-
tion at 3–3.5 s and an increase in blood pressure at 5–6 s.
The magnitude of the pulse measured at the finger reaches a
minimum around 8 s and awakening begins around 10 s.14

Thus, any instrument for measuring awakening to blasts
must be sensitive to movement within the first 30 s. In this
case, the minimum period available in the actimeter chosen
in the pilot study was 15 s and the evaluation period chosen
was 60 s.

3. Button press and activity count awakenings

Sleep awakenings were defined in two ways: Awaken-
ings determined from button press �BP� and awakenings cal-
culated from the AC. These two definitions of awakenings
are defined as BP awakenings and AC awakenings through-
out the text. A BP awakening refers to a subject pressing the
button on the actimeter after waking from sleep and an AC
awakening is based on the amount of motion calculated by
an algorithm provided by the actimeter company.

As previously mentioned the actimeter used in this study
was an integrating actimeter, i.e., the degree of motion re-
ported for each time bin was calculated by integrating the
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FIG. 1. Typical 1/3 octave band blast spectrum from a 120 mm gun as
measured in the far field.
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amount of motion from the start of the time bin to the end of
the time bin. The algorithm used to calculate whether the
subject was asleep or awake for each time bin is taken from
a table in the user’s manual24 and is written as

AC��0� = 4�0 + 0.2��−4 + �−3 + �−2 + �−1 + �1 + �2

+ �3 + �4� + 0.04��−8 + �−7 + �−6 + �−5 + �5

+ �6 + �7 + �8� , �1�

where AC��0� is the activity count for the time bin of inter-
est, �0 is the time bin of interest, and �n is the time bin
relative to the time bin of interest.

The minimum available time bin length of 15 s was used
for this study. Therefore, the algorithm used to determine
sleep state was based on the weighted sum of AC that oc-
curred within 2 min before and after a stimulus event. The
sleep state is calculated according to the following criteria as
suggested by the manufacturer and as used in the pilot
study:23

Sleep = AC��0� � 40

Wake = AC��0� � 40

It should be noted that manufacturer’s recommendation
of the AC��0��40 as threshold of awakening was based on
a comparison of different criteria published by Kushida et al.
in 2001.22 In their comparison paper they tested low, me-
dium, and high AC thresholds: 20, 40, and 80, respectively.
They found that “the number of awakenings as calculated by
the medium-threshold and high-threshold actigraphic algo-
rithms was in close agreement and not significantly different
from that obtained by polysomnography.”

F. Data analysis

The data were analyzed in two ways to look at the effect
of blast noise on overall sleep quality and to determine if
there are preferred time periods at night to conduct nighttime
training. Using terms from earlier aircraft disturbance
studies,25 the analyses are referred to as “whole night” and
“behavioral awakening response.” All regression analyses
were performed using SAS® �Ref. 20� version 8.02. Signifi-
cances for the regression analyses in this report are defined at
the alpha �0.05 level.

1. Whole night analyses

To analyze the effects of blast noise on overall sleep
quality over the entire night, a windowed subset of data was
generated from the blast data set by restricting the data to the
times between the time when a subject went to bed and the
time when the subject arose out of bed in the morning. The
dependent variables analyzed were mean sleep bout time,
mean wake bout time, total time in bed, proportion of the
night awake, count of button pushes, bedtime, and the re-
sponse to the morning question regarding how well the sub-
ject slept the previous night. Only nights that included at
least one blast were included in the analyses. Each analysis
also included a baseline covariate that was calculated as the

median of the mean values of the dependent variable on
nights when no blasts were recorded. Other covariates used
were the recorded bedtime for that night measured as hours
after 2000, subject age, sex, and the number of resident
years. Separate analyses were run for each dependent vari-
able using each independent variable. The following inde-
pendent variables were used: total of number of blast events,
responses to several of the morning questions, and the mean
value for the specified acoustic metric. Acoustic metrics in-
cluded outdoor A-, C-, and flat-weighted peak and SELs.

General linear model analyses were performed using the
SAS® GLM procedure. No transformations were applied
since plots of residual versus predicted values were reason-
ably homoscedastic in all cases. Logistic regressions were
performed using the SAS® LOGISTIC procedure, with input
in the “trials/responses” format. Correction for overdisper-
sion was achieved by including the “SCALE=WILLIAMS”
option in the model statement. Negative binomial regressions
were performed using the SAS® GENMOD procedure with
options “DIST=NEGBIN” and “OFFSET=LNSLPDUR,”
where LNSLPDUR was the natural logarithm of the sleep
duration, which was calculated as the difference between fi-
nal awake time and get in bed time. Use of total time in bed
as an offset variable served to correct the count of BPs for
subject-night variability of the time in bed.

2. Behavioral awakening response analyses

Behavioral awakening response logistic regression
analyses were conducted to understand the functional rela-
tionship between stimulus noise metrics and awakenings. In
each analysis, data points in which the subject was deter-
mined to be awake within the designated time window be-
fore the blast event were excluded from the analysis. In es-
sence, these analyses looked at the effect of each blast event
experienced by subjects when they were determined to be
asleep.

To determine if there are preferred time periods to con-
duct nighttime training, the data set for the entire study was
divided into five time categories �2100–2300, 2300–0000,
0000–0100, 0100–0200, and 0200–0400�. Divisions of the
time categories were made with the goal of having an equal
number of data points in each time period.

Each analysis was run separately for each combination
of the following: AC and BP awakenings, outdoor and indoor
A-, C-, and flat-weighted peak sound pressure levels and
SELs. Two dependent variables, each a binary variable �0
=asleep after blast and 1=awake after blast�, were examined.

As a control for individual variation in propensity to
wake up, two variables used as covariates in the whole night
analyses were used again as covariates in these analyses: the
median percent of the time awake on nights with no blast
events determined by AC awakenings, and the median per-
cent of time awake on nights with no blast events determined
by BP awakenings. Logistic regressions were performed us-
ing the SAS® LOGISTIC procedure. The option “SCALE
=PEARSON” was included in the model statement to imple-
ment Pearson’s correction for overdispersion. Williams’
method was not used to model overdispersion, as it was in
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the whole night analyses, since this option could be used
only with the events/trials syntax.

III. RESULTS

A. Data collection

1. Subject demographics

The final subject pool consisted of 33 subjects and the
average length each subject participated was 21 nights. The
subject population was diverse �Table I� and the average age
and percentage of male/female participants were representa-
tive of census data for the zip code that the study population
was drawn from �Table II�. The census data are from year
2000.

2. Stimulus

The noise events that served as stimuli for this research
were from 120 mm tank gun fire from a predeployment train-
ing exercise that lasted approximately 6 weeks spanning 21
September–31 October, 2004. The actual number of night
firing days over this time period was 15, which did include
firing over the weekend. On the average, 40 shots were fired
per night. Night firing typically started around 2200 and
ended just before 0400.

There were 3101 received events that exceeded the
threshold of 100 dB, C-weighted peak. A wave file was re-
corded for each of these events so that the event could be
audited to confirm it was a blast. Out of the total sample,
there were 2845 blasts and 256 nonblast events. The most
common nonblast events included wind, rain, and thunder. A
detailed analysis of the effects of nonblast events on sleep
was not conducted given the relatively small number of non-
blast events. Figure 2 shows the distribution of outdoor flat-
weighted peak sound pressure levels for blasts that were re-
corded while subjects were sleeping in bed. The distribution
is approximately normal and illustrates the large variance in
received blast noise level that can occur even over a short
time span. Variations in received blast noise levels due to
meteorological conditions such as wind and temperature
structure have been shown to range by as much as 50 dB.26

3. Temporal structure of button press awakenings

Table III shows the percentages of all BP awakenings
occurring within 1 min before and 1 min after a blast
summed over all subject/nights. Presumably, the slight in-
crease above the approximate baseline of 1.44% in the 15 s
period before the events reflects small errors in synchroniz-
ing between the sound measurement equipment and the ac-
timeters. As previously noted the total cycle for the vegeta-
tive arousal to blasts is complete within 30 s. Table III
reflects this phenomenon and confirms the appropriateness of
the preblast and postblast evaluation periods used in this
study. Determining the subjects’ sleep state during the preb-
last evaluation period showed that subjects were already
awake for approximately 3% of the blasts.

4. Morning questionnaires

As part of the morning questionnaire, subjects were
asked to write down the reasons they awoke the previous
night along with whether they pressed the actimeter button,
the amount of time it took them to fall back asleep after each
awakening, and their annoyance on a five-point scale. Sub-
jects reported being more annoyed when they woke up from
a blast event in comparison to other reasons, as shown in
Table IV.

B. Whole night analyses

The results of the whole night analyses are shown in
Table V for analyses in which the effect of the explanatory

TABLE I. Demographics of 33 study subjects.

Parameter Mean
Standard
deviation Min Max

Age �years� 44.6 15.4 19 72
Distance from firing point �km� 5.4 2.9 1.8 8.9
Years in the neighborhood �years� 10.9 8.8 1 29
Go to bed time �hh:mm� 22:31 01:13 19:12 02:45

TABLE II. Comparison of subject demographics with census data.

Age/gender
parameter Subjects

Census data for zip
code of study population

�population 18–75 years of age�

Average age �years� 44.6 43.4
Percent male 36% 50%
Percent female 64% 50%
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FIG. 2. Distribution of outdoor flat-weighted peak blast event levels.

TABLE III. Subjects’ BP responses relative to blast events.

Time relative to the blast event ���s�� Percentage of button presses

−60���−45 1.44
−45���−30 0.86
−30���−15 1.44
−15���0 3.46
0���15 8.36
15���30 14.70
30���45 5.76
45���60 3.17
60���75 1.44
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variable was significant, controlling for the covariate effects.
Salient features of these results were as follows.

�1� The covariates’ bedtime, age, sex, and resident years had
little or no effect on sleep bout duration or probability of
awakening.

�2� As the number of blast events increased during a night,
the number of BP awakenings also increased �p
=0.0075�. A covariate was used during this analysis to
account for individual propensities of awakening, which
was based on the median number of awakenings on
nights that no blast events occurred. That is, the increase
in awakenings was statistically adjusted for the number
of awakenings that typically occurred for that individual
on nights when there was no blast activity.

�3� As the number of blast events increased during a night,
the mean sleep bout time decreased �p=0.0365�. A co-
variate was used during this analysis to account for typi-
cal sleep bout lengths, which was based on the median
mean sleep bout time on nights that no blast events oc-
curred. This finding is not profound since the more times
people are awakened during their normal sleeping hours,
the shorter their sleeping bouts. The statistic is reported
here to confirm the orderliness of the data.

�4� As the reported openness of subjects’ windows in-
creased, the number of AC awakenings increased �p
=0.0337�. The median percent of time awake on nights
with no blast events was used as a covariate to account
for individual propensities of awakening.

TABLE IV. Comparison of reason for waking and annoyance.

Reason for
waking

Percentage
of responses

Percent
not very annoyed

Percent
slightly annoyed

Percent
moderately annoyed

Percent
very annoyed

Percent
extremely annoyed

Bathroom 51 69 22 6 2.5 0.3
Do not know 16 68 21 8.5 2.5 0
Blast noise 10 10 43 25 12.5 10

TABLE V. Whole night analyses with significant effects of the predictor variable of primary interest.

Sleep bout durationa

Effect DF Estimate Standard error Student’s t p-value

Intercept 1 97.3 81.9 1.2 0.238
Median mean sleep bout time on nights with no blasts 1 0.8 0.1 6.5 �0.001
Bedtime 1 −2.1 16.1 −0.1 0.895
Age 1 0.2 1.1 0.2 0.857
Sex 1 29.5 48.0 0.6 0.540
No. of resident years 1 0.6 1.7 0.3 0.742
Total No. of blast events 1 −1.9 0.9 −2.1 0.037

Button press �BP� awakeningsb

Effect DF Estimate Standard error X2 p-value

Intercept 1 −10.99 0.432 646.1 �0.001
Median BP hourly rate on nights with no blasts 1 2.89 0.488 35.0 �0.001
Bedtime 1 −0.03 0.090 0.1 0.777
Age 1 0.003 0.006 0.2 0.664
Sex 1 0.374 0.183 4.2 0.041
No. of resident years 1 0.012 0.009 1.6 0.205
Total No. of blast events 1 0.013 0.005 7.2 0.008
Dispersion 1 0.224 0.066 ¯ ¯

Activity count �AC� awakeningsc

Effect DF Estimate Standard error Wald X2 p-value

Intercept 1 −2.543 0.310 67.1 �0.001
Median percent of time awake on nights with no blasts 1 0.079 0.010 65.3 �0.001
Bedtime 1 0.030 0.048 0.4 0.540
Age 1 0.001 0.003 0.2 0.651
Sex 1 −0.105 0.090 1.4 0.243
No. of resident years 1 −0.001 0.005 0.1 0.827
Reported openness of window 1 −0.141 0.066 4.5 0.034

aAnalyzed using general linear model.
bAnalyzed using negative binomial regression, with ln�sleep duration� used as an offset variable.
cAnalyzed using logistic regression analysis. “Dispersion” refers to William’s correction for overdispersion.
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C. Behavioral awakening response analyses

The BP and AC awakening analyses were run for all
combinations of the three weighting scales �A, C, and flat�,
the two ways of quantifying a blast �peak and SEL�, the two
locations �indoor and outdoor�, and the five time periods.
Given the large number of dose-response curves from these
analyses only the outdoor blast noise metrics are presented in
this paper. The entire set of dose-response curves may be
found in an ERDC technical report.19

The behavioral analyses show that awakenings strongly
depended on blast noise event level in the beginning of the
night or more specifically in the time period 2100–2300; as
the blast noise level increased during this time period, the
probability of awakening increased. These results were sig-
nificant for both definitions of awakenings for the following
stimulus metrics: outdoor flat-weighted peak and SEL �Figs.
3 and 4�, outdoor C-weighted SEL �Fig. 5�, and indoor flat-

weighted peak and SEL. For outdoor C-weighted peak �Fig.
6�, BP awakenings reached statistical significance but the AC
awakenings did not. Only the outdoor A-weighting failed as
a level-dependent predictor of behavioral awakening during
these critical hours �Figs. 7 and 8�.

Conversely, awakening during the middle of the night
�0000–0200� was unrelated to sound level. Even more sig-
nificant is the fact that a given blast level produced a smaller
percentage of awakenings after 2300 h. It is also significant
that higher noise levels, 100–104 dB flat-weighted SEL and
flat-weighted peak levels greater than 115 dB, which are
judged to carry a medium to high risk of noise complaints
during the day,12 caused only a very small percentage of the
subjects to register a BP �Figs. 4 and 5� during this time
period. No noise complaints were received during this study
and the public was not informed that a sleep disturbance
study was in progress.
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FIG. 3. Logistic regression analysis of the probability of AC awakening
from outdoor flat-weighted peak levels for various time periods.
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FIG. 4. Logistic regression analysis of the probability of BP awakening
from outdoor flat-weighted peak levels for various time periods.
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FIG. 5. Logistic regression analysis of the probability of BP awakening
from outdoor C-weighted SELs for various time periods.
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FIG. 6. Logistic regression analysis of the probability of BP awakening
from outdoor C-weighted peak levels for various time periods.
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The hours between 2300 and 0000 were a transition
zone between the earlier level-dependent and the later level-
independent periods. BP awakenings during the hours 2300–
0000 were slightly dependent on noise event level, but to a
lesser extent than 2100–2300. This correlation was signifi-
cant only for the outdoor and indoor flat-weighted SEL met-
rics.

BP awakenings during the hours 0200–0400 were also
level-dependent. However, the metrics yielding the best pre-
dictions were different from those found significant for the
beginning of the night. The outdoor C-weighted peak and
SEL yielded the best predictions during the time period
0200–0400, while the flat-weighted metrics were the best
during the beginning of the night �2100–2300�. In order of
statistical significance, the best predictors of BP awakenings
during the time period 0200–0400 were outdoor C-weighted

peak �Fig. 6� and SEL �Fig. 5�, outdoor flat-weighted peak
level �Fig. 3�, and outdoor A-weighted peak �Fig. 7� and SEL
�Fig. 8�.

IV. DISCUSSION

A. Limitations due to sample size

The sample sizes available for analysis did not permit
inclusion of more than one independent variable and one
covariate. Separate analyses were run for each combination
of independent variable and associated covariate, and only
one-quarter of the 2845 recorded blasts events during the
six-week study exceeded the putative flat-weighted peak
“awakening threshold” of 115 dB. Nevertheless, the bulk of
the analyses supports the conclusion that sleepers were least
sensitive to blast noise during the middle part of the night
�0000–0200�.

B. Outdoor and indoor stimulus metrics

Military noise policy and guidance is primarily based on
outdoor measurements because it is not feasible to accurately
predict indoor levels. It is difficult to reliably predict the
amount of attenuation each individual home provides to its
residents. Even if it were possible, structural vibrations
might be a better predictor of annoyance and sleep distur-
bance than indoor sound pressure level. In general, the find-
ings of this study did not uncover a good correlation between
indoor stimulus metrics and awakenings. In order to accu-
rately assess the relationship between indoor stimulus met-
rics and awakenings, ambient indoor noise levels, the level
above the ambient noise level, and secondary noises caused
by structural vibrations or bric-a-brac noise must be accu-
rately measured. However, outdoor blast noise levels seem to
reliably predict sleep disturbance.

C. Stimulus metric weighting filters

During the beginning part of the night �2100–2300�, the
stimulus metrics that best predict the probability of awaken-
ing are the flat-weighted stimulus metrics; whereas the out-
door C-weighted metrics best predict the probability of
awakenings during the later part of the night �0200–0400�.
These results could mean that different spectral frequencies
are responsible for awakenings at different times of the night,
or they could be an artifact of the relatively sparse BP awak-
ening data set. For example, the findings for the beginning
part of the night were significant for both AC and BP awak-
enings but the findings for that later part of the night �0200–
0400� were only significant for the analyses that used BP
awakenings.

D. Comparison of button press and activity count
awakenings

When comparing the results from the two definitions of
awakening, it can be observed that AC awakenings are a
more sensitive measure of awakening than BP awakenings.
That is, there were more AC awakenings than BP awaken-
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FIG. 7. Logistic regression analysis of the probability of BP awakening
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45 50 55 60 65 70 75 80 85
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Logistic Regression Analysis of Individual Blasts
Button Press (BP) Awakenings

Outdoor A-weighted Sound Exposure Level (dB)

Pr
ob

ab
ili

ty
of

A
w

ak
en

in
g

2100 to 2300 hours; p=0.22
2300 to 0000 hours; p=0.03
0000 to 0100 hours; p=0.19
0100 to 0200 hours; p=0.73
0200 to 0400 hours; p=0.02
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ings, as shown in Fig. 9, the curves for both AC and BP
awakenings are similar and suggest that both methods were
meaningfully measuring the same effect.

Choice of criteria for awakening is an important consid-
eration in sleep studies and both methods used in this study
have their weaknesses. A BP awakening reflects the con-
scious waking state of the subject. However, the method is
dependent on whether the sleeping person remembers to
press the button when awakened, which in turn is dependent
on whether the person is consciously awake. Another con-
founding factor is whether the task of pressing the button
upon waking influences the subject’s normal sleeping habits.
Pressing the button could cause the subject to reach a state of
consciousness that would not normally be reached, and may
make it harder for the person to fall back asleep.

The AC method of awakening is a less precisely inter-
pretable method because it is never fully known whether the
person was actually awake or just happened to move during
sleep. On the other hand, the actimeter AC method of awak-
ening is less invasive and has no dependence on human con-
sciousness, measuring the degree to which sleep was restful.
Sleep research conducted solely using the AC awakening
method reduces the dependence of the results on a subjects’
conscious self-assessment.

E. Findings in comparison to the pilot study

The field study was preceded by a pilot laboratory
study23,18 designed to test the reliability of the instrumenta-
tion and confirmed that the probability of awakening to blast
noise varies during the course of the night. The pilot study
also provided the justification for limiting the field study to
the relatively nonintrusive wrist-worn actimeter and the
choice of actimeter. The pilot study, which involved 15 sub-
jects, found that blast noise presented at a peak level of 120
dB was approximately 1.5 times more likely to wake some-
one than blast noise at 110 dB, regardless of the way the
response to the blast noise was measured. It was also found
that time had a slight effect on awakening. Subjects were

more likely to respond to the stimulus between late evening
�2300–0000� than the middle of the night �0000–0400�,
which agrees with the findings of this study.

F. Findings in comparison to complaint risk criteria

The two most common criteria used to measure human
response to blast noise are complaints and annoyance. At
night, another useful way to measure community response to
blast noise is through sleep awakenings and disturbances.
During the day, Pater’s12 complaint risk criteria �Table VI�
are often used at the U.S. Department of Defense installa-
tions to judge the risk of receiving noise complaints. During
the beginning and later part of the night �2100–2300� and
�0200–0400�, the threshold values of the probability of
awakening and complaint risk criteria are very similar as
shown in Fig. 9. When the level of an outdoor blast event is
less than a flat-weighted peak level of 115 dB, there is a low
probability of awakening and a low risk of complaints. As
the decibel level increases above 115 dB, the probability of
awakening and complaint risk increases.

V. CONCLUSIONS

A. Blast noise negatively affects local residents

Nighttime blast noise can affect residents while sleeping
or trying to fall asleep. The whole night logistic regression
analyses found that as the number of blast events increased
during a night, the number of BP awakenings increased. The
behavioral awakening response analyses also found that the
time of the blast event significantly affected subject awaken-
ings. In the beginning of the night �2100–2300� blast noise
level had an effect on the probability of awakening, whereas
the dependence on level was not apparent in the middle part
of the night �0000–0200�. For all stimulus metric levels mea-
sured, the probability of sleep disturbance was smaller in the
middle of the night compared to the evening hours before
midnight.

B. Current nighttime training restrictions and
recommendations

Military installations clearly recognize that both day and
night trainings are required to enable realistic rehearsal with
all weapons to ensure combat proficiency and to minimize
loss of life. However, to preserve training capability and to
be a good neighbor, installations also endeavor to minimize
community noise disturbance and resulting negative public
reaction. To this end, installations self-impose firing curfews
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FIG. 9. Logistic regression analysis of the probability of AC and BP awak-
enings from outdoor flat-weighted peak level for various time periods.

TABLE VI. Complaint risk criteria.

Risk of noise complaints
Large caliber weapon noise
�unweighted peak SPL �dB��

Low �115
Medium 115–130
High 130–140
Risk of physiological damage
to unprotected human ears
and structural damage claims �140
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that typically stipulate that noise training should be com-
pleted before midnight. The results of this research project
clearly and strongly indicate that community disturbance is
more effectively reduced by conducting training between
0000 and 0200 h, and avoiding noisy training during the
evening hours before midnight.

C. Recommendations for future work

The results of this study suggest that postponing night-
time firing until after midnight, or at least after 2300, when
the majority of residents have already fallen asleep, could
potentially minimize the negative impact of blast noise on
local residents. These findings are statistically significant for
the present study population, but should be investigated fur-
ther before accepting their validity as general. This study
demonstrated the practicality and importance of conducting
this type of field research with actual military blast stimuli
and with subjects sleeping in their own beds. One of the
issues with this study was the sparsity of data. It is therefore
recommended that a future larger scale effort should include
a random sample of several communities exposed to a large
number of nighttime blast noise events over a longer period
of time to determine to what extent the findings from this
study can be applied to all communities surrounding instal-
lations. Future work should explore the effect of ambient
noise level, the level of noise events above the ambient noise
level, and 1/3 octave band level on awakening for various
time periods. Time periods should also include the end of the
night hours �0400–0600�; no blast events occurred during
this time period in this study.
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Measuring hybrid passive-active sound absorption of a
microperforated liner at oblique incidence
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The performance of hybrid passive-active absorbers at normal incidence has been previously
demonstrated. However, their feasibility in realistic environments remains to be confirmed. This
paper proposes a hybrid passive-active liner absorbing at oblique incidence. The passive absorber is
a 2.44�2.44�1 mm3 microperforated panel backed by a 5 cm deep air layer and a rigid ending.
An active multichannel cell, composed of five single-input single-output controllers, releases the
sound pressure at the entrance of the air cavity in a reduced area of the microperforated panel
absorber. Hybrid passive/active absorption of the prototype is measured in an anechoic room up to
a maximum incidence angle of 21°. For instance, at 20° such a system is able to provide an average
absorption of 94% between 266 and 1500 Hz. In addition, the performance that would provide such
a hybrid absorber in a reverberant room has been quantified theoretically by an index describing the
active-to-passive reverberation time ratio in terms of the active-to-passive absorption area and
absorption coefficient ratios. The proposed prototype, implementing 7% of the active proportion
area, would afford a reverberation time reduction between 77.5% and 12% from 100 to 500 Hz.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3026328�

PACS number�s�: 43.55.Ev, 43.50.Ki �KAC� Pages: 185–190

I. INTRODUCTION

Passive absorbers are typically used to improve the
acoustics in buildings, concert halls, and other environments.
Traditionally, such absorbers are accomplished with a porous
material backed by an air cavity and a rigid wall. Depending
on the acoustic properties of the material as well as the thick-
ness of each layer, its absorption spectrum can be tuned in a
specific frequency band, with maxima at the frequencies
where the air layer thickness is an odd integer of the quarter
wavelength. In practice, such absorbers are unable to control
low frequency fields due to the prohibitive size and weight
requirements. However, this lack of low frequency absorp-
tion can be solved by using active techniques.

Hybrid solutions, combining passive absorbers and ac-
tive techniques, are promising strategies for many broadband
noise control applications �vehicles, aircraft, buildings, etc.�
where the traditional strategy remains too bulky. Such hybrid
strategies are based on the notion of active absorption, first
introduced by Olson and May �1953� and afterward validated
experimentally by Guicking and Lorentz �1984�. These au-
thors proposed the equivalent active � /4 absorber by substi-
tuting the rigid termination of the passive absorber with a
loudspeaker driven so as to minimize the pressure in a mi-
crophone just behind the material �pressure-release �PR� con-
dition�. This first active absorber provided 60%–70% of ab-
sorption in the 200–300 Hz frequency band using an analog
controller. Later on, Furtoss et al. �1997� designed a low
frequency absorber actively controlling the input impedance
of the liner. This methodology was recently applied to flow
duct applications �Sellen et al., 2006�. Another strategy to

implement active absorbers is the impedance matching con-
dition �Beyene and Burdisso, 1997�, which attempts to can-
cel the reflected sound field inside the air gap at the rear face
of the material. Cobo et al. �2003� demonstrated that the
performance of both approaches �PR and matching imped-
ance� depends on the properties of the material, the PR con-
dition affording higher absorption when the flow resistance
of the porous layer matches the acoustic impedance of the
air. Since for practical implementations the final prototype
must remain lightweight and thin, traditional porous layers
can be replaced by microperforated panels �MPPs�. Cobo
et al. �2004� and Cobo and Cuesta �2007� demonstrated re-
cently the feasibility of designing thinner hybrid passive-
active absorbers using properly designed MPPs.

Most of the results concerning the performance of such
absorbers have been obtained at normal incidence in an im-
pedance tube, and so, their performance in more realistic
conditions remains to be analyzed. Some difficulties are en-
countered when trying to extrapolate the results obtained in
the impedance tube to the free field. One relates to the mea-
surement technique. Reflection techniques are more suitable
to afford the absorption coefficient of extended samples �Ga-
rai, 1993�. The main difficulty of such a technique is to sepa-
rate by time windowing the reflected from the diffracted
events at the measured reflection trace. Cobo et al. �2007�
demonstrated that this procedure can be improved by shap-
ing the frequency response of the loudspeaker-microphone in
order to radiate shorter pulses. Another limitation concerns
the complexity of the sound field in an extended absorber
with respect to that in an impedance tube where only plane
waves are propagated at low frequencies. In this case, when
the sound pressure just behind the material is released, the
input impedance of the system matches that of the air at low
frequencies, and high active absorption is guaranteed. Re-a�Electronic mail: iacpc24@ia.cetef.csic.es
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cently, Cobo and Cuesta �2007� confirmed that releasing the
sound pressure at the rear face of the material also provides
active absorption in an extended panel at normal incidence.

This paper represents a further step in this research and
proposes a new prototype able to provide both passive and
active absorptions at oblique incidence. First, such a hybrid
MPP absorber is analyzed in Sec. II, where special attention
is paid to describe the experimental setup as well as the
measurement methodology. Then, some results regarding hy-
brid absorption coefficient measurement at oblique incidence
are presented in Sec. III. Comparisons with predictions are
included. Finally, Sec. IV investigates theoretically the po-
tential benefit of using such an active absorber in more real
conditions, for instance, a reverberant room. This benefit has
been quantified by an index describing the active-to-passive
reverberation time ratio of the room.

II. HYBRID PASSIVE/ACTIVE MPP ABSORBER AT
OBLIQUE INCIDENCE

Cobo et al. �2004� already validated experimentally the
hybrid passive-active absorption performance of a MPP in an
impedance tube. Also, Cobo and Cuesta �2007� measured the
hybrid passive-active absorption of an extended MPP in an
anechoic room at normal incidence. Thus, the next step
might be the validation of the active absorptive properties of
the MPP at oblique incidence. A new prototype has been
proposed for this purpose. Theoretically, the absorption co-
efficient of such a liner at any angle of incidence, �, should
be

���� = 1 − �R����2 = 1 − � zi���cos��� − 1

zi���cos��� + 1
�2

, �1�

where R��� is the reflection coefficient of the liner at oblique
incidence and zi��� is the input impedance to the absorber
normalized by the characteristic acoustic impedance of the
air. In the following, all the impedances are assumed to be
normalized by that of the air. For the case of an MPP in front
of an air cavity, this input impedance becomes �Cobo et al.,
2004�

zi��� = zm + zc��� , �2�

where zm is the acoustic impedance of the MPP �Maa, 1998�
and zc��� is the acoustic impedance of the air cavity. Depend-
ing on the control condition at the back of the cavity, either a
rigid ending �passive absorber� or a moving wall releasing
the pressure �PR� behind the material �active absorber�, zc���
is

zc��� = �− j
cot�kD cos ��

cos �
passive condition

0 active condition �PR� .
�

�3�

A. Experimental setup

The proposed hybrid MPP absorber combines the pas-
sive material �MPP backed by a 5 cm deep air cavity and a
rigid termination� with an active cell in the back panel �Fig.

1�. The MPP is designed according to Pfretzschner et al.
�2006� to provide maximum absorption around 1.1 kHz. It
consists of a 2.44�2.44 m2 steel panel, 1 mm thick, with
holes of diameter of 6 mm and perforation ratio of 0.23
�perforation ratio is the quotient open surface/total surface�
�Fig. 1�a��. This sheet is back covered with a mesh 39 �m
thick, with perforation ratio of 0.14 and holes with diameter
of 35 �m. The passive condition in the air cavity �rigid ter-
mination� is implemented using a 1.5 cm thick wood panel.
To impose the PR condition, an active cell containing five
loudspeakers �secondary sources� and five microphones
placed just behind the material, each one in front of the cor-
responding loudspeaker, has been implemented at the back of
the prototype �Fig. 1�b��. Note that the active cell has a cross
configuration, covering about 81 cm in each direction. The
active-to-passive absorption area ratio of this cell is 0.07.
This active cell is completely sealed to the remaining
wooden panel so that the air gap between the MPP and the
active cell is still 5 cm deep. In order to create local units, the
air cavity contained in the area cell is separated into five
equal cavities, each one containing a loudspeaker and a mi-
crophone �Fig. 2�. Each loudspeaker is driven to reduce the
sound pressure field in the related microphone, according to
the FXLMS algorithm �Elliott, 2001�, implemented in a
commercial controller based on a TI C40 DSP. The reference

FIG. 1. �a� Front view of the MPP absorber and �b� details of the active cell
in the rear wall within an anechoic room.

FIG. 2. Sketch of one of the hybrid passive-active MPP absorbers within the
multichannel 5I5O cell.
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signal for each of these units is taken from the maximum-
length sequence �MLS� signal driving the measurement loud-
speaker �see Sec. II B�. Therefore, the active cell is config-
ured as five local single-input single-output �5I5O� units,
thus allowing us to decrease the computational burden of this
active cell. According to the model described in Cobo et al.
�2004�, such an absorber provides between 90% and 100%
of hybrid passive-active absorption at normal incidence in
the range of 100–1500 Hz.

B. Measurement method

Both the passive and active absorption coefficients of
such a prototype are measured according to the procedure
outlined by Cobo et al. �2006�. This MLS technique requires
a loudspeaker-microphone system optimally positioned ac-
cording to their relative distances to the sample. The micro-
phone is kept at a fixed distance from the loudspeaker by thin
rigid rods. The distance from the loudspeaker to the sample
also remains constant.

First, the electroacoustic system should record the direct
event �without an absorber�. Then, it is addressed toward the
absorber, and the reflection trace is measured. Figure 3�a�
shows a sketch of the measurement system at oblique inci-
dence. The trace received at the microphone at each inci-
dence angle is drawn in Fig. 3�b�. Since this trace also con-
tains diffractions, the direct and reflected events must be
picked up by windowing. Direct and reflected events, both
filtered with the same window, are used to obtain the absorp-

tion coefficient of the prototype. Note that the length of the
window, which depends on the geometry, limits the lowest
reliable frequency of this procedure. The position of the re-
flected and diffracted events within the trace also varies with
the turn angle of the electroacoustic system. As a conse-
quence, the lowest reliable frequency of this measurement
method depends on the turn angle. The turn angle of the
system, �, and the incidence angle on the sample, � �Fig.
3�a��, are related by �Cobo et al., 2006�

tan � =
dlm sin �

2dls + 2doa�1 − cos �� − dlm cos �
, �4�

where dlm is the loudspeaker-microphone distance, dls is the
loudspeaker-sample distance, and doa is the distance between
the turn center and the loudspeaker cone. Another constraint
of this method is the maximum incidence angle which can be
measured, since the finite size of the sample limits the maxi-
mum turn angle of the electroacoustic system. For the ab-
sorber prototype of Fig. 1�a�, with dlm=79 cm and dls

=104 cm, the maximum turn angle is 60°. Therefore, the
maximum incidence angle on the sample is about 21°.

Figure 4 shows the synthetic �Fig. 4�a�� and measured
�Fig. 4�b�� echograms of the reflection traces as a function of
the turn angle. The synthetic echogram is calculated taking
into account the theoretical travel times of the direct, sample
reflected, edge diffracted, and loudspeaker diffracted events
for the above described prototype. As can be seen, both
echograms are well matched. Since the loudspeaker-
microphone distance is kept invariable, the travel time of the
direct event is also constant. When the turn angle increases,
both the travel time of the sample reflected event and that of
the loudspeaker diffracted event increase, but the travel time
of the edge diffracted event decreases. Thus, the time win-
dow to retrieve the sample reflected signal, which must fit
between the sample reflected and first diffracted events �Fig.
3�b��, shortens with the turn angle.

The procedure to measure the passive and active absorp-

FIG. 3. �a� Measurement setup of absorption at oblique incidence. �b�
Sketch of the measured trace with the time window superimposed on the
reflected event.

FIG. 4. �a� Synthetic and �b� measured echograms of the travel time traces
at the measuring microphone, as a function of the turn angle of the electroa-
coustic system, for an extended absorber of 2.44�2.44 m2, loudspeaker-
microphone distance of 79 cm, and loudspeaker-sample distance of 104 cm.
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tions of the MPP absorber proceeds is as follows:

• For each incidence angle, the passive absorption of the
prototype �active cells off� is measured first.

• Then, the multichannel controller is configured to reduce
optimally the incident sound field at the error sensor loca-
tions. Once this cancellation is optimal, the active absorp-
tion coefficient is measured.

III. RESULTS

The hybrid passive-active absorption of the MPP ab-
sorber has been measured up to a turn angle of 60°, which
corresponds to a maximum incidence angle of 21° �see Eq.
�4��. Figures 5 and 6 illustrate the performance of such an
absorber for a turn angle of 50° �incidence angle of 20°�.
Figure 5 shows the error signal spectra of each microphone
inside the active cell, with the active control off �solid line�
and on �thin line�. These error signals are low-pass filtered at
900 Hz, which is the cutoff frequency between the theoreti-
cal passive and active absorption coefficient curves of the

prototype, at this angle of incidence. This permits us to de-
sign the hybrid absorber, functioning as a passive �active�
system above �below� the cutoff frequency. The relative level
of the primary MLS field picked up by the microphones is
reduced between 5 and 15 dB below this frequency. The
controller has been configured with 70 taps in both the con-
trol and error path filters and with a convergence coefficient
of 0.1.

Figure 6 compares the hybrid absorption of the proto-
type, measured with this optimized active cell, to the passive
one, between 266 Hz �the lowest reliable frequency of the
measurement� and 1500 Hz. Predictions for both the passive
and active absorbers at this angle of incidence are also in-
cluded for comparisons. Note that the passive measured ab-
sorption coefficient is higher than the expected one below
700 Hz. This is thought to be due to the effect of the active
cell in the passive measurement. This passive curve was
measured after incorporating the active cell in the back
panel. Although this was switched off during the passive
measurement, this back panel could no longer be considered
rigid. Thus, some sound is transmitted through the active
cell, this in turn providing less reflection and more absorp-
tion. On the other hand, the measured hybrid passive-active
absorption coefficient is slightly lesser than the active pre-
dicted one below 900 Hz, the cutoff frequency between the
active and passive curves. Above this frequency, the hybrid
curve matches the theoretical passive one, as expected since
the active cell is low-pass filtered at this frequency. These
results confirm the benefit of designing hybrid strategies. The
active system is able to provide absorption in the low fre-
quency region, where the passive materials are intrinsically
limited for such performance. Similar results have been ob-
tained at other angles.

IV. POTENTIAL BENEFIT OF HYBRID ACTIVE
ABSORPTION IN A DIFFUSE FIELD

The final purpose of an active absorber is to be lined in
a real environment, for example, a room or an aircraft or
vehicle cabin, where a diffuse field is likely set up. There-
fore, its performance should be described in terms of the
statistical absorption coefficient. It would be very useful to
quantify the benefit of using such an active solution in a real
application, for example, a room. Let us consider a room of
volume V whose roof, of area Sp, is initially treated with the
passive MPP absorber previously described �Fig. 7�a��. This

FIG. 5. Spectral levels of the five error microphones inside the active cell
with the active controller switched off �thick line� and on �thin line�.

FIG. 6. Theoretical �solid lines� and experimental �dashed lines� passive
�thin lines� and hybrid passive-active �thick lines� absorption coefficients in
the frequency band of 266–1500 Hz at 20° of incidence angle.

FIG. 7. Scheme of the �a� passive and �b� hybrid passive/active perfor-
mances of a microperforated absorber standing at the roof of a reverberant
room.
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passive MPP is characterized by its statistical absorption co-
efficient �p. Therefore, if the air absorption of the empty
room is ignored, the passive reverberation time of this room,
T60,p, is �Pierce, 1989�

T60,p�f� =
0.161V

Sp�p�f�
. �5�

In the second stage, the proposed active cell is imple-
mented in section Sa of the roof �Fig. 7�b��. This reduces the
area of the purely passive absorber to Sp�= �Sp−Sa�. Taking
into account that the active cell provides an absorption coef-
ficient �a, the new reverberation time of the room, T60,a,
becomes

T60,a�f� =
0.161V

�Sp − Sa��p�f� + Sa�a�f�
. �6�

Thus, the performance of such an active absorber can be
quantified by an index, T60,c, describing the active-to-passive
reverberation time ratio of the room,

T60,c =
T60,a�f�
T60,p�f�

=
Sp�p�f�

�Sp − Sa��p�f� + Sa�a�f�

=
1

1 + Sc��c�f� − 1�
, �7�

where Sc=Sa /Sp and �c�f�=�a�f� /�p�f� are the active-to-
passive absorption area and absorption coefficient ratios, re-
spectively. Therefore, the reverberation time ratio shows a
hyperbolic dependence with both the absorption coefficient
and the absorption area ratios. The reverberation time ratio
decreases when both the absorption coefficient and the ab-
sorption area ratios increase. On the other hand, the rever-
beration time ratio approaches 1 when the absorption coeffi-
cient ratio tends to 1 and the absorption area ratio tends to
zero.

In the above proposed hybrid prototype, the area of the
active cell is much lesser than the area of the passive absorp-
tion surface. In particular the active-to-passive proportion
area is 7% �Sc=0.07�. Figure 8 shows the predicted rever-

beration time reduction that could be expected when lining a
reverberant room with such a hybrid passive/active solution
at its roof. The main reverberation time reduction is obtained
below 500 Hz, as expected. This reverberation time reduc-
tion amounts to 77.5% at 100 Hz and to 12% at 500 Hz.
Therefore, this study reveals that even a rather small active
cell could be able to provide a significant reduction of the
reverberation time at low frequencies.

V. CONCLUSIONS

It has already been proved in many previous papers that
several embodiments of active absorbers can successfully ab-
sorb low frequency sound in an impedance tube. However,
the response of such active absorbers to oblique incidence
waves remained to be addressed. The main contribution of
this paper is the demonstration of the capabilities of hybrid
passive-active absorbers at oblique incidence. The proposed
hybrid absorber combines a passive MPP with an active
5I5O cell in the back panel.

The measurement of the absorption coefficient of such a
hybrid passive-active MPP is carried out by the reflection
method. This method measures the impulse response of a
loudspeaker-microphone system in front of the panel, at a
prescribed incidence angle. Since this impulse response con-
tains also diffractions from the edges of the panel and from
the loudspeaker, the direct and sample reflected events must
be picked up by time windowing. The time window length,
which depends on the size of the sample, limits the lower
reliable frequency of the method. For a MPP of 5.95 m2, the
lowest reliable frequency, at an incidence angle of 20°, is
266 Hz. To measure lower frequencies using this method, a
larger sample should be used. The measurements of the pas-
sive and active absorption coefficients using this method, at
20° of incidence angle, in an anechoic room, are in agree-
ment with the theoretical predictions. A multichannel active
cell composed of 5I5O controllers, covering 7% of the panel
area, is able to provide an average absorption of 94% in the
frequency band of 266–1500 Hz.

Finally, the benefit of using such a hybrid passive-active
liner on the reverberation time of an enclosed sound field has
been theoretically explored in terms of the size of the absorp-
tion area and the increased absorption coefficient, both rela-
tive to their passive counterparts. The passive-to-active re-
verberation time ratio shows a hyperbolic dependence with
both the passive-to-active absorption area and absorption co-
efficient ratios. The reverberation time decreases when both
the absorption area and absorption coefficient ratios increase.
It is shown that even a rather small active cell, with 7% of
the passive absorption area, could provide a 77.5% of rever-
beration time reduction at 100 Hz.
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A broadband fast multipole accelerated boundary element
method for the three dimensional Helmholtz equation

Nail A. Gumerova�,b� and Ramani Duraiswamib�,c�

Perceptual Interfaces and Reality Laboratory, Institute for Advanced Computer Studies,
University of Maryland, College Park, Maryland 20742

�Received 2 January 2008; revised 3 October 2008; accepted 10 October 2008�

The development of a fast multipole method �FMM� accelerated iterative solution of the boundary
element method �BEM� for the Helmholtz equations in three dimensions is described. The FMM for
the Helmholtz equation is significantly different for problems with low and high kD �where k is the
wavenumber and D the domain size�, and for large problems the method must be switched between
levels of the hierarchy. The BEM requires several approximate computations �numerical quadrature,
approximations of the boundary shapes using elements�, and these errors must be balanced against
approximations introduced by the FMM and the convergence criterion for iterative solution. These
different errors must all be chosen in a way that, on the one hand, excess work is not done and, on
the other, that the error achieved by the overall computation is acceptable. Details of translation
operators for low and high kD, choice of representations, and BEM quadrature schemes, all
consistent with these approximations, are described. A novel preconditioner using a low accuracy
FMM accelerated solver as a right preconditioner is also described. Results of the developed solvers
for large boundary value problems with 0.0001�kD�500 are presented and shown to perform
close to theoretical expectations. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3021297�

PACS number�s�: 43.55.Ka, 43.20.Fn, 43.28.Js �NX� Pages: 191–205

I. INTRODUCTION

Boundary element methods �BEMs� have long been con-
sidered as a very promising technique for the solution of
many problems in computational acoustics governed by the
Helmholtz equation. They can handle complex shapes, lead
to problems in boundary variables alone, and lead to simpler
meshes where the boundary alone must be discretized rather
than the entire domain. Despite these advantages, one issue
that has impeded their widespread adoption is that they lead
to linear systems with dense and possibly nonsymmetric ma-
trices. As the domain size increases to many wavelengths,
the number of variables in the discretized problem, N, should
increase correspondingly to satisfy the Nyquist sampling cri-
terion. For a problem with N unknowns, a direct solution
requires O�N3� solution cost and storage of O�N2�. Use of
iterative methods does not reduce the memory but can reduce
the cost to O�NiterN

2� operations, where Niter is the number of
iterations required, and the O�N2� per iteration cost arises
from the dense matrix-vector product. In practice this is still
quite large. An iteration strategy that minimizes Niter is also
needed. Other steps in the BEM are also expensive, such as
the computation of the individual matrix elements, which
require quadrature of nonsingular, weakly singular, or hyper-
singular functions. To reduce the singularity order and
achieve symmetric matrices, many investigators employ
Galerkin techniques, which lead to further O�N2� integral
computations. Because of these reasons, the BEM was not
used for very large problems. In contrast finite-difference and

finite element methods, despite requiring larger volumetric
discretizations, have well established iterative solvers and are
more widely used.

The combination of the fast multipole method1 �FMM�
and the preconditioned Krylov iterative methods presents a
promising approach to improving the scalability of BEMs
and is an active area of research. The FMM for potential
problems allows the matrix-vector product to be performed
to a given precision � in O�N� operations and further does
not require the computation or storage of all N2 elements of
the matrices, reducing the storage costs to O�N� as well.
Incorporating the fast matrix-vector product in a quickly
convergent iterative scheme allows the system of equations
to be rapidly solved with O�NiterN� cost. The FMM was ini-
tially developed for gravity or electrostatic potential prob-
lems. Later this method was intensively studied and extended
to the solution of problems arising from the Helmholtz, Max-
well, biharmonic, elasticity, and other equations. While the
literature and previous work on the FMM is extensive, rea-
sons of space do not permit a complete discussion of the
literature. The reader is referred to Ref. 2 for a comprehen-
sive review.

II. FMM AND FMM ACCELERATED BEM FOR THE
HELMHOLTZ EQUATION

The FMM and FMM accelerated BEM for the Helm-
holtz equation have seen significant work, and several au-
thors have recently published on various aspects of the
problem,3–9 and new articles have appeared when this article
was in review.10 This article presents a FMM accelerated
boundary element solver for the Helmholtz equation that has
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b�Also at Fantalgo, LLC, Elkridge, MD 20751.
c�Electronic mail: ramani@umiacs.umd.edu
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the following contributions that distinguish it from previous
work:

• achieves good performance at both low and high frequen-
cies by changing the representation used,

• has a quickly convergent iterative scheme via a novel pre-
conditioner, which is described here,

• achieves further efficiency by considering the error of the
quadrature in the BEM in the overall error analysis of the
FMM, and

• uses the Burton–Miller �combined� boundary integral for-
mulation for external problems and avoids the problems
with spurious resonances.

A. Error and fast multipole accelerated boundary
elements

During the approximate solution of the Helmholtz equa-
tion via the FMM accelerated BEM, the following different
sources of error are encountered:

• geometric error due to the discretization of the surface with
meshes,

• quadrature error in computation of boundary integrals,
• matrix-vector product error due to the FMM, and
• residue error used as a termination criterion during the

iterative solution process.

One of the contributions of this paper is to consider all
the errors together and design an algorithm that provides the
required accuracy and avoids wasteful computations. It
should be noted that the error achieved in practice in many
reported simulation error tolerances is quite high, from a
high of a few percent to at most 10−4 �see, e.g., Refs. 4, 5,
and 11�. Many previous FMM/BEM simulations contain
computations that are wasteful of CPU time and memory
when considering the final error desired or achieved.

B. Resolving calculations over a large range of
wavenumbers

To be accurate, any calculation must resolve the smallest
wavelengths of interest, and to satisfy the Nyquist criterion,
the discretization must involve at least two points per wave-
length. The restriction imposed by this requirement manifests
itself at large frequencies since at lower frequencies the dis-
cretization is controlled by the necessity to accurately repre-
sent the boundary. Thus, two basic regimes for the FMM
BEM are usually recognized in acoustic simulations: the
low-frequency regime and the high-frequency regime. These
regimes can be characterized by some threshold value �kD�*
of the parameter kD, where k is the wavenumber and D is the
computational domain size. For each of these regimes the
computational complexity of the FMM exhibits a different
behavior.12

1. Low-frequency regime

In the low-frequency regime, kD� �kD�*, the per itera-
tion step cost of the FMM is proportional to N and not very
much affected by the value of kD. Here, the most efficient
representation is in terms of spherical multipole wavefunc-

tions, and the translation schemes are based on the rotation-
coaxial translation-backrotation �RCR� decompositions,12,13

which have O�p3� complexity. Here p2 is the number of
terms in the multipole expansion �p in this regime can be
constant�. Alternately one may use the low-frequency expo-
nential forms,14,15 which have the same complexity, but with
a different asymptotic constant. The method of function rep-
resentation based on sampling of the far-field signature
function16 is not stable in this region due to exponential
growth of terms in the multipole-to-local translation kernel.

2. High-frequency regime

In the high frequency regime, kD� �kD�*, and the value
of kD heavily affects the cost. Since the wavenumber k is
inversely proportional to wavelength and, in practice, five to
ten points per wavelength are required for accuracy, for a
surface-based numerical method �such as the BEM� the prob-
lem size N scales as O�kD�2, while for volumetric problems
�e.g., for many scatterers distributed in a volume� N scales as
O�kD�3. For this regime, the size of the wavefunction repre-
sentation, which is O�p2�, must increase as the levels go up
in the hierarchical space subdivision, with p proportional to
the size of the boxes at a given level.12 Because of this, the
complexity of the FMM is heavily affected by the complex-
ity of a single translation. It was shown12 that O�p3� schemes
�such as the RCR scheme� result in an overall complexity of
the FMM O�kD�3 for simple shapes and O��kD�3 log�kD��
for space-filling surfaces. The use of translation schemes of
O�p4� and O�p5� complexities in this case provides the over-
all complexity of the FMM that is slower than the direct
matrix-vector product. Where FMM with translation
schemes of such complexity have been used with the BEM
�e.g., see Ref. 7�, one must recognize that the software is
only usable in the low-frequency regime.

To reach the best scaling algorithm in the high-
frequency regime, translation methods based on representa-
tions that sample the far-field signature function16 are neces-
sary. The translation cost in this case scales as O�p2�, while
at least O�p2 log p� additional operations are needed for the
spherical filtering necessary for numerical stabilization of the
procedure. In this case the overall FMM complexity will be
O��kD�2 log� �kD�� ���1� for simple shapes and O��kD�3�
for space-filling shapes.

3. Switch in function representations

As discussed above, different representations are appro-
priate for low and high kD. However, even for high kD prob-
lems, since the FMM employs a hierarchical decomposition,
at the fine levels, the problems behave as a low kD problem.
Indeed at the fine levels, parameter ka, where a is a repre-
sentative box size, is smaller than �kD�*, and translations
appropriate to the low-frequency regime should be used. For
coarser levels, ka is large and the high-frequency regime
should be used, and a combined scheme in which the spheri-
cal wavefunction representation can be converted to signa-
ture function sample representation is needed. Such a switch
was also suggested and tested recently in Ref. 17. The
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present scheme, however, is different from that of Ref. 17
and does not require interpolation/anterpolation.

4. Comparison with volumetric methods

Similarly volumetric methods, such as the finite-
difference time domain �FDTD� method for the wave equa-
tion, have the requirement that to resolve a simulation they
need several points per wavelength. Thus for a problem on a
domain of size kD, in three dimensions we have N��kD�3,
with this restriction being controlling at higher frequencies.
Fast iterative methods, e.g., based on multigrid solve these
systems in constant number of iterations and for a cost of
O�N4/3� per time step. So for a problem with M time steps,
we have O�MN4/3�=O�M�kD�4� complexity for the volumet-
ric methods �this is based on the discussion in Ref. 18�. In
contrast a fast multipole accelerated BEM, which is precon-
ditioned with a preconditioner requiring a constant number
of steps and is solved at M frequencies, can achieve solution
in O�M�kD�2 log �kD�� or O�M�kD�3� steps. However, in
terms of programming ease the FDTD and finite element TD
methods are much easier to implement, and the precondition-
ers developed for them work better. Further they are easier to
generalize to nonisotropic media. Their difficulty in handling
infinite domains has been largely solved via perfectly
matched layer methods. Accordingly, despite the advantages
provided by integral equation approaches for the Helmholtz
equation, volumetric approaches are popular.

C. Iterative methods and preconditioning

Preconditioning can be very beneficial for fast conver-
gence of Krylov subspace iterative methods. Preconditioning
for boundary element matrices is, in general, a lesser studied
issue than for finite-element- and finite-difference-based dis-
cretizations. From that theory, it is known that for high wave-
numbers preconditioning is difficult and an area of active
research. Many conventional preconditioning strategies rely
on sparsity in the matrix, and applying them to dense BEM
matrices requires computations that have a formal time or
memory complexity of O�N2�, which negates the advantage
of the FMM.

One strategy that has been applied with the FMBEM is
the construction of approximate inverses for each row based
on a local neighborhood of the row. If K neighboring ele-
ments are considered, then constructing this matrix has a cost
of O�NK3�, and there is a similar cost to applying the pre-
conditioner at each step.3,4 However such local precondition-
ing strategies appear to work well only for low wavenum-
bers. Instead in this paper the use of a low accuracy FMM
itself as a preconditioner by using a flexible generalized
minimal residual �fGMRES� procedure19 is considered. This
novel preconditioner appears to work reasonably at all wave-
numbers considered and stays within the required cost.

III. FORMULATION AND PRELIMINARIES

A. Boundary value problem

Consider the Helmholtz equation for the complex valued
potential �,

�2� + k2� = 0, �1�

with real wavenumber k inside or outside finite three dimen-
sional �3D� domain V bounded by closed surface S, subject
to mixed boundary conditions

��x���x� + ��x�q�x� = 	�x�, q�x� =
��

�n
�x� ,

�2�
��� + ��� � 0, x � S .

Here and below all normal derivatives are taken, assuming
that the normal to the surface is directed outward to V. For
external problems � is assumed to satisfy the Sommerfeld
radiation condition

lim
r→


�r� ��

�r
− ik�	
 = 0, r = �x� . �3�

This means that for scattering problems � is treated as the
scattered potential.

Note then that there should be some constraints on sur-
face functions ��x�, ��x�, and 	�x� for existence and unique-
ness of the solution. Particularly, if � and � are constant, this
leads to the Robin problem, which degenerates to the Dirich-
let or Neumann problem. For �=0 the case of a “sound-soft”
boundary is obtained, and for �=0 the “sound-hard” bound-
ary case is obtained.

B. Boundary integral equations

The BEM uses a formulation in terms of boundary inte-
gral equations whose solution with the boundary conditions
provides ��x� and q�x� on the boundary and subsequently
determines ��y� for any domain point y. This can be done,
e.g., using Green’s identity

���y� = L�q� − M���, y � S . �4�

Here the upper sign in the left hand side should be taken for
the internal domain, while the lower sign is for the external
domain �this convention is used everywhere below�, and L
and M denote the following boundary operators:

L�q� = �
S

q�x�G�x,y�dS�x� ,

�5�

M��� = �
S

��x�
�G�x,y�
�n�x�

dS�x� ,

where G is the free-space Green’s function for the Helmholtz
equation

G�x,y� =
eikr

4�r
, r = �x − y� . �6�

In principle, Green’s identity can be also used to provide
necessary equations for determination of the boundary values
of ��x� and q�x�, as in this case for smooth S one obtains

�
1
2��y� = L�q� − M���, y � S , �7�

The well-known deficiency of this formulation is related to
possible degeneration of the operators L and �M − 1

2
� at cer-

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Gumerov and Duraiswami: Fast multipole method boundary element method 193



tain frequencies depending on S, which correspond to reso-
nances of the internal problem for sound-soft and sound-hard
boundaries.20,21 Even though the solution of the external
problem is unique for these frequencies, Eq. �7� is deficient
in these cases. Moreover, for frequencies in the vicinity of
the resonances, the system becomes poorly conditioned nu-
merically. On the other hand, when solving internal problems
�e.g., in room acoustics�, the nonuniqueness of the solution
for the internal problem has a physical meaning, as there are
resonances.

In any case, Eq. �7� can be modified to avoid the artifact
of degeneracy of boundary operators when solving the cor-
rectly posed problems �1�–�3�. This can be done using dif-
ferent techniques, including direct and indirect formulations,
introduction of some additional field points, etc. A direct
formulation based on the integral equation combining
Green’s and Maue’s identities, which is the method proposed
by Burton and Miller20 for sound-hard boundaries, is used.
The Maue identity is

�
1
2q�y� = L��q� − M����, y � S , �8�

where

L��q� = �
S

q�x�
�G�x,y�
�n�y�

dS�x� ,

�9�

M���� =
�

�n�y��S

��x�
�G�x,y�
�n�x�

dS�x� .

Multiplying Eq. �8� by some complex constant  and sum-
ming with Eq. �7�, one obtains

�
1
2 ���y� + q�y�� = �L + L���q� − �M + M����� . �10�

Burton and Miller20 proved that it is sufficient to have
Im���0 to guarantee the uniqueness of the solution for the
external problem.

C. Combined equation

Using the boundary conditions, the system of equations
�2� and �10� can be reduced to a single linear system for
some vector of elemental or nodal unknowns ���,

A��� = c , �11�

which is convenient for computations. The boundary opera-
tor A and functions � and c can be constructed following
standard BEM procedures. They can be expressed as

A��� = �L + L���u�� − �M + M���u� �
1
2 �u + u�� ,

�12�
c = �L + L���b�� − �M + M���b� �

1
2 �b + b�� ,

where u and u� are related to the unknown �, and b and b�
are related to the knowns. For example, for the Neumann
problem u=�, u�=0, while b�=q and b=0.

D. Discretization

Boundary discretization leads to approximation of
boundary functions via finite vectors of their surface samples

and integral operators via matrices acting on these vectors.
For example, if the surface is discretized by a mesh with M
panels �elements�, Sl�, and N vertices, x j, and integrals over
the boundary elements are computed, one obtains

L�q��xl
�c�� = �

l�=1

M �
Sl�

q�x�G�x,xl
�c��dS�x�

 �
l�=1

M

Lll�ql�, l = 1, . . . ,M ,

�13�

ql� = q�xl�
�c��, Lll� = �

Sl�

G�x,xl
�c��dS�x� ,

where x
l�
�c� is the center of the l�th element, and for compu-

tations of matrix entries Lll� one can use well-known quadra-
tures, including those for singular integrals.21,22 The above
equation is for the case of panel collocation, while analogous
equations can be derived for vertex collocation. Similar for-
mulas can be used for other operators. Note that to accurately
capture the solution variation at the relevant length scales,
the discretization should satisfy krmax�1, where rmax is the
maximum size of the element. In practice, discretizations
that provide several elements per wavelength usually achieve
an accuracy consistent with the other errors of the BEM. The
above method of discretization with collocation either at the
panel centers or vertices was implemented and tested. Dis-
cretization of the boundary operators reduces problem �11� to
a system of linear equations.

E. Iterative methods

Different iterative methods can be tried to solve Eq.
�11�, which has a nonsymmetric dense complex valued ma-
trix A. Any iterative method requires computation of the
matrix-vector product A�x�, where �x� is some input vector.
The method used in the present algorithm is the fGMRES
method,19 which has the advantage that it allows use of ap-
proximate right preconditioner, which in its turn can be com-
puted by executing of the internal iteration loop using un-
preconditioned GMRES.23 Choice of the preconditioning
method must be achieved for a cost that is O�N� or smaller.
This flexibility is exploited in the present algorithm.

IV. USE OF THE FAST MULTIPOLE METHOD

The main idea of the use of the FMM for the solution of
the discretized boundary integral equation is based on the
decomposition of operator A,

A = Asparse + Adense, �14�

where the sparse part of the matrix has only nonzero entries
Alj corresponding to the vertices xl and x j, such that �xl

−x j��rc, where rc is some distance usually of the order of
the distance between the vertices, whose selection can be
based on some estimates or error bounds, while the dense
part has nonzero entries Alj for which �xl−x j��rc. The use of
the FMM reduces the memory complexity of the overall
product to O�N� and the computational complexity to o�N2�,
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which can be O�N�, O�N log� N�, ��1, or O�N��, ��2,
depending on the wavenumber, domain size, effective di-
mensionality of the boundary, and translation methods
used.12

A. FMM strategy

The use of the FMM for the solution of boundary inte-
gral equations brings a substantial shift in the computational
strategy. In the traditional BEM the full system matrix must
be computed to solve the resulting linear system either di-
rectly or iteratively. The memory needed to store this matrix
is fixed and is not affected by the accuracy imposed on the
computation of the surface integrals. Even if one uses
quadratures with a relatively high number of abscissas and
weights to compute integrals over the flat panels in a con-
stant panel approximation, the memory cost is the same, and
the relative increase in the total cost is small, as that cost is
dominated by the linear system solution.

If one chooses, as done by previous authors using the
FMM accelerated BEM �see, e.g., Refs. 5 and 7�, to compute
nonsingular integrals very accurately in the FMM using ex-
pansions of Green’s function, such as

G�x,xl
�c�� = ik�

n=0




�
m=−n

n

Rn
−m�x − xl�

�c��Sn
m�xl

�c� − xl�
�c�� , �15�

where Rn
m and Sn

m are the spherical basis functions for the
Helmholtz equation, then from Eq. �13� the expressions for
the matrix entries may be obtained as

Lll� = �
n=0




�
m=−n

n

Cn
mSn

m�xl
�c� − xl�

�c�� ,

�16�

Cn
m = ik�

Sl�

Rn
−m�x − xl�

�c��dS�x� .

As the sum is truncated for maximum n= p−1, then there are
p2 complex expansion coefficients per element. If this p is
the same as the truncation number for the FMM, this requires
substantial memory to store Mp2 complex values.

A different strategy is proposed here. To reduce the
memory consumption, one should use schemes where the
integrals are computed at the time of the matrix-vector prod-
uct and only at the necessary accuracy. In the case of the use
of higher-order quadratures, one is faced then with a well-
known dilemma to either compute integrals in the flat panel
approximation with higher-order formulas or just increase
the total number of nodes �discretization density� and use
lower-order quadrature. In the case of use of the FMM with
“on the fly” integral computations, the computational com-
plexity will be almost the same for both ways, while the
latter way seems preferable, as it allows the function to vary
from point to point and employs better approximation for the
boundary �as the vertices are located on the actual surface
and variations of the surface normal are accounted for bet-
ter�.

Therefore, in the case of the use of the FMM, one can
try to use the following approximation, at least in the far-
field �the dense part�, for the nonsingular integrals:

Llj = sjG�x j,xl�, Mlj = sj
�G

�nj
�x j,xl� ,

Llj� = sj
�G

�nl
�x j,xl�, Mlj� = sj

�2G

�nl�nj
�x j,xl� , �17�

l, j = 1, . . . ,N, xl � x j ,

where in the case of panel collocation, sj are the panel areas,
x j are the centers of panels, and nj is the normal to the
panels. In the case of vertex collocation, these quantities are
appropriately modified. For the treatment of the singular in-
tegrals �xl=x j�, a method described later is used.

For near-field computations, these formulas could be
used with a fine enough discretization for the nonsingular
integrals, although one may prefer to use higher-order
quadrature. Several tests, using for near-field integral repre-
sentation Gauss quadratures of varying order �in the range of
1–625 nodes per element�, showed that approximation �17�
used for near field provides fairly good results for good
meshes.

B. FMM algorithm

The Helmholtz FMM algorithm employed for matrix-
vector products is described in Refs. 12 and 24, with modi-
fications that allow use of different translation schemes for
low and high frequencies. Particulars of the algorithm are
that a level-dependent truncation number pl is used and that
rectangularly truncated translation operators are employed
for multipole-to-multipole and local-to-local translations.
These are performed using the RCR-decomposition and re-
sult in O�p3� single translation complexity. The RCR-
decomposition is also used for the multipole-to-local transla-
tions for levels with kal� �kD�*, where al is the radius of the
circumsphere of a box on level l. For levels corresponding to
kal� �kD�*, the multipole expansions are converted to
samples of the signature function at a cost of O�p3�, and then
diagonal forms of the translation operator O�p2� are used,
and in the downward pass at some appropriate level conver-
sion of the signature function to the local expansion of the
required length at a cost of O�p3� is used. This procedure
automatically provides filtering to ensure that the representa-
tion has the correct bandwidth. It must be noted that conver-
sions from multipole to local expansions are required only
once per box since consolidation of the translated functions
is performed in terms of signature functions. This amortizes
the O�p3� conversion cost and makes the scheme faster than
the one based on the RCR-decomposition for the same accu-
racy. The algorithm, in this part, is thus close to the one
described in Ref. 17. The difference is that interpolation/
anterpolation procedures are unnecessary here. Also, for low-
frequency translation the RCR-decomposition for the
multipole-to-local translation is used and found to be as ef-
ficient as the method based on conversion into exponential
forms for moderate p. Particulars of the present implementa-
tion include a precomputation of all translation operators,
particularly translation kernels, so during the run time of the
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procedure, which is performed many times for the iterative
process, only simple arithmetic operations �additions and
multiplications� are executed.

1. Comparison of algorithms

Figure 1 illustrates the present 3D Helmholtz FMM al-
gorithm �on the right� and also compares it with that pro-
posed in Ref. 17. These algorithms have in common the
separation of the high- and low-frequency regions where dif-
ferent translation methods are used. It is seen that the present
algorithm at high frequencies implements the idea used in
the algorithm17 for lower frequencies, while instead of con-
version to the exponential form the spherical transform is
used to convert the multipole expansion to the signature
function representation and back. The signature function rep-
resentation is omnidirectional and, in contrast to the expo-
nential forms, does not require additional data structures and
multiple representations �since translations for this represen-
tation are different in each coordinate direction�. Also, this
approach is valid for the values of p are necessary for the
high-frequency region. However, despite the use of these ef-
ficient techniques, the present algorithm has a formal trans-
lational scaling O�p3� since in the high-frequency region for
the multipole-to-multipole S �S and local-to-local R �R opera-
tors the spherical function representations are used.

2. Data structure

The version of the FMM used in this paper employs an
octree-based data structure, when the computational domain
is enclosed into a cube of size D�D�D, which is assigned
to level 0, and further the space is subdivided by the octree to
the level lmax. The algorithm works with cubes from level 2
to lmax. For generation of the data structure, we use hierar-
chical box ordering based on the bit interleaving and pre-

compute lists of neighbors and children, which are stored
and used as needed. The FMM used skips “empty” boxes at
all levels.

3. Level-dependent truncation number

Each level is characterized by the size of the expansion
domain, which is the radius al of the circumsphere of the
boxes at level l. Selection of the truncation number in the
algorithm is automated based on an expression of the form
pl= p�kal ,� ,��, where � is the prescribed accuracy and � the
separation parameter �we used �=2 �see the justification in
Ref. 12��. A detailed discussion and theoretical error bounds
can be found elsewhere �see e.g., Refs. 12 and 25�. Particu-
larly, the following approximation combining low- and high-
frequency asymptotics for monopole expansions can be
utilized:12

plo = 1 −
log ��1 − �−1�3/2

log �
,

phi = ka +
�3 log 1/��2/3

2
�ka�1/3, �18�

p = �plo
4 + phi

4 �1/4.

It is also shown in Ref. 12 that for the use of the rectangu-
larly truncated translation operators the principal term of the
error can be evaluated based on this dependence. The nu-
merical experiments show that the theoretical bound fre-
quently overestimates the actual errors, so some corrections
can be also applied. The software developed here, in its au-
tomatic setting, computes plo and phi and—if it happens that
p− phi� p*���, where p* is some number dictated by the
overall accuracy requirements—uses p= phi+ p*���; other-
wise, Eq. �18� is used. In fact, we also had some bound for
p*��� depending on ka to avoid blowout in computation of
functions at extremely low ka.

As previously mentioned, an automatic switch was
implemented from the RCR-decomposition to the diagonal
forms of the translation operators based on criterion kal

� �kD�*. The parameter �kD�* was based on the error bounds
�18� and was selected for the level at which p− phi� p** �we

used p**=2�. This is dictated by the estimation of the thresh-

old at which the magnitude of the smallest truncated term in
the translation kernel �26� starts to grow exponentially �see
Ref. 12�.

Figure 2 illustrates the dependence provided by Eq. �18�.
We note that FMM with coarse accuracy like �=10−2 can be
used for efficient preconditioning. We also can remark that
function representation via the multipole expansions and
use of the matrix-based translations �such as RCR-
decomposition� is not the only choice, and in Refs. 14 and 17
a method based on diagonalization of the translation opera-
tors, different from Ref. 16, was developed. This method,
however, requires some complication in data structure �de-
composition to the x-, y-, and z-directional lists� and is effi-
cient for moderate to large truncation numbers. As we men-
tioned, the truncation numbers in the low-frequency region
can be reduced �plus the BEM itself has a limited accuracy
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FIG. 1. �Color online� Illustration comparing the wideband FMMs of Cheng
et al. �Ref. 17� and that presented in this paper for a problem in which the
FMM octree has four levels and in which the high-low frequency switch
threshold occurs between levels 2 and 3. The left hand side for each algo-
rithm shows the FMM upward pass, while the right hand side shows the
FMM downward pass. Each box represents various steps for that level, such
as multipole expansion �S�, local expansion �R�, far-field signature function
samples �F�, and exponential form for each coordinate direction �E�. The
“glued” boxes mean that for a given box at that level the two types of
expansions are constructed. S �S, R �R, S �R, E �E, and F �F denote translation
operators acting on the respective representations. Sp and Sp−1 denote for-
ward and inverse spherical transform, S �E and E �R are the respective con-
version operators. F �F+ i and F �F+ f mean that the translation is accompa-
nied by use of an interpolation or filtering procedure.
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due to flat panel discretization�. In this case the efficiency of
the matrix-based methods, such as the RCR-decomposition,
has comparable or better efficiency. Indeed, function repre-
sentations via the samples of the far-field signature functions
are at least two times larger, which results in larger memory
consumption and reduction of efficiency of operations on
larger representing vectors.

4. Multipole expansions

Expansions over the singular �radiating� spherical basis
functions Sn

m�r� in forms �15� and �16� can be applied to
represent the monopole source or respective integrals. In
these formulas the singular and regular solutions of the
Helmholtz equation are defined as

Sn
m�r� = hn�kr�Yn

m��,��, Rn
m�r� = jn�kr�Yn

m��,�� ,

�19�
n = 0,1,2, . . . , m = − n, . . . ,n ,

where in spherical coordinates r=r�sin � cos � , sin � sin � ,
cos �� symbols hn�kr� and jn�kr� denote spherical Hankel
�first kind� and Bessel functions, and Yn

m�� ,�� the spherical
harmonics,

Yn
m��,�� = �− 1�m�2n + 1

4�

�n − �m��!
�n + �m��!

Pn
�m��cos ��eim�,

�20�
n = 0,1,2, . . . , m = − n, . . . ,n ,

and Pn
�m���� are the associated Legendre functions consistent

with that in Ref. 26, or Rodrigues’ formulas

Pn
m��� = �− 1�m�1 − �2�m/2 dm

d�m Pn���, n � 0, m � 0,

Pn��� =
1

2nn!

dn

d�n ��2 − 1�n, n � 0, �21�

where Pn��� are the Legendre polynomials.
In the boundary integral formulation also normal deriva-

tives of Green’s function should be expanded �or integrals of
these functions over the boundary elements�. These expan-
sions can be obtained from expansions of the type of Eqs.
�15� and �16� for the monopoles by applying appropriately
truncated differential operators in the space of the expansion
coefficients,12 which are sparse matrices and so the cost of
differentiation is O�p2�. Indeed if �Cn

m� are the expansion
coefficients of some function F�r� over basis Sn

m�r�, while

�Ĉn
m� are the expansion coefficients over the same basis of

function n ·�F�r� for unit normal n= �nx ,ny ,nz�, then

Ĉn
m =

1

2
��nx + iny��bn

mCn−1
m+1 − bn+1

−m−1Cn+1
m+1� + �nx − iny��bn

−mCn−1
m−1

− bn+1
m−1Cn+1

m−1�� + nz�an
mCn+1

m − an−1
m Cn−1

m �,

m = 0, � 1, � 2, . . . , n = �m�, �m� + 1, . . . , �22�

where an
m and bn

m are the differentiation coefficients,

an
m = an

−m =��n + 1 + m��n + 1 − m�
�2n + 1��2n + 3�

for n � �m� ,

an
m = bn

m = 0 for n � �m� ,
�23�

bn
m =��n − m − 1��n − m�

�2n − 1��2n + 1�
for 0 � m � n ,

bn
m = −��n − m − 1��n − m�

�2n − 1��2n + 1�
for − n � m � 0.

5. Translations

Translations of the expansions can be also thought of as
applications of matrices to the vectors of coefficients. If
translation occurs from level l to l� �l�= l−1 for the multipole
to multipole, or S �S-translation, l�= l for the multipole to
local, or S �R-translation, and l�= l+1 for the local to local, or
R �R-translation�, then pl�

2 translated coefficients relate to the
pl

2 original coefficient via the pl�
2

� pl
2 matrix. Even for pre-

computed and stored matrices, this requires O�p4� opera-
tions, which is unallowable cost for the translation if using
with BEMs.12 Several methods to reduce this cost are well
known. Particularly use of the RCR-decomposition of the
�S �S��t�= �R �R��t� matrices

�R�R��t� = Rot−1�t/t��R�R��t�Rot�t/t� , �24�

where t is the translation vector, t= �t�, and Rot�t / t� is the
rotation matrix—which expresses coefficients in the rotated
reference frame, whose z-axis is collinear with t, while
�R �R��t� is the coaxial translation operator �along axis
z�—reduces the cost of application of all operators to O�p3�.
As the geometry of the problem is specified, all these matri-
ces can be precomputed for a cost of O�p3� operations using
recursions13,12 and can be stored. We note also that the rect-

FIG. 2. Dependences of the truncation number p on the dimensionless do-
main size ka for different prescribed accuracies of the FMM � according to
Eq. �18� ��=2� �solid lines�. The dashed lines show the high-frequency
asymptotics phi�ka�. The circles mark the points of switch from function
representation via multipole expansions to samples of the far-field signature
function and, respectively, the translation method used. The dash-dotted line
separates the �ka , p� region into the domains where different function rep-
resentations are used.
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angular truncation operators Rot�t / t� and Rot−1�t / t� act on
the vectors of length pl

2 and pl�
2 , respectively, and produce

vectors of the same size, while �R �R��t� acts on a vector of
size pl

2 and produces a vector of size pl�
2 . Therefore, there is

no need for any interpolation or filtering as this is embedded
into the decomposition. A similar decomposition is applied to
the �S �R��t� matrix for low frequencies, which provides a
numerically stable low-frequency procedure �for levels cor-
responding to kal� �kD�*�.

For levels with kal� �kD�*, we use the following de-
composition of the translation matrix �S �R��t�:

�S�R��t� = Sp−1�s�t�Sp , �25�

where Sp can be thought of as a matrix of size Nl� pl
2,

which performs transform of the expansion coefficients to Nl

samples of the far-field signature function �spherical trans-
form�, �s�t� is a diagonal translation matrix of size Nl�Nl,
and Sp−1 is a matrix of size pl

2�Nl, which provides a trans-
form back to the space of the coefficients. The number of
samples depends on the truncation number, and it is suffi-
cient to use Nl= �2pl−1��4pl−3�, where the grid is a Carte-
sian product of the 2pl−1 Gauss quadrature abscissas with
respect to the elevation angle −1��=cos ��1 and 4pl−3
equispaced abscissas with respect to the azimuthal angle 0
���2�. This grid also can be interpreted as a set of points
on the unit sphere �s j�. The entries of the diagonal matrix
�s�t� are

� j j�t� = �
n=0

2pl−2

in�2n + 1�hn�kt�Pn� s j · t

t
	, j = 1, . . . ,Nl,

�26�

which is a diagonal form of the translation operator.16 The
bandwidth of this function, 2pl−2, provides that decomposi-
tion �25� of the pl

2� pl
2 translation matrix �S �R��t� is exact.12

Note that for a given grid �which is the same for all transla-
tions at level l�, the cost of computation of �s�t� for each
translation vector t is O�pl

3�. In the present implementation,
all these entries are precomputed and stored, so no compu-
tations of �s�t� are needed during the run part of the algo-
rithm. The precomputation part may be sped up by employ-
ing a data structure, which eliminates computations of � j j�t�
for repeated entries s j · t / t and kt for all translations and, in
fact, allows a substantial reduction in the cost of the present
part of the algorithm.

The operator Sp can be decomposed into the Legendre
transform with respect to �=cos � followed by the Fourier
transform with respect to � �e.g., see Refs. 12, 17, and 27�. If
performed in a straightforward way, each of them requires
O�p3� operations. Despite the fact that there exist algorithms
for fast Legendre transform and the fast Fourier transform
�FFT� can be employed, which reduces the cost of applica-
tion of operator Sp to O�p2 log p� or so, for moderate p
straightforward methods are much more efficient. Note that
the major cost �about 90%� comes from the Fourier trans-
form, so if the FFT is applied efficiently, this speeds up the

procedure. Furthermore, the operator Sp−1 can be decom-
posed into the inverse Fourier transform, diagonal matrix of
the Legendre weights, and inverse Legendre transform. The
cost of this procedure is the same as that for the computation
of the forward transform.

As mentioned earlier, since the same transforms Sp and
Sp−1 should be applied to all expansions at a given level, we
can make Eq. �25� more efficient than the RCR-
decomposition by first applying the transform Sp to all box
expansions at a given level, then performing all diagonal
translations and consolidations, and, finally, applying trans-
form Sp−1 to all boxes.

6. Evaluation of expansions

Finally we mention that for the computation of the BEM
operators L� and M�, the normal derivative of computed
sums at the evaluation point should be taken. As the expan-
sions are available for the sources outside the neighborhood
of the evaluation points, this can be performed by the appli-
cation of the differentiation operator in the coefficient space
�see Eq. �22��.

7. Simultaneous matrix-vector products

For an efficient iterative solution of Eq. �10�, the FMM
can be used to compute in one run the sum of four matrix-
vector products together,

� + �� = �Ldense + Ldense� ��q� − �Mdense + Mdense� ���� ,

�27�

for input vectors q and �. Also, if needed, results for the
parts � and �� can be separated �e.g., for the application of
Green’s identity alone for the computation of the potential at
internal domain points�. The dense parts of the matrices cor-
respond to decomposition �14� and, in the case of use of a
simple scheme �Eq. �17�� are the matrices with eliminated
diagonals.

V. COMPUTATION OF SINGULAR ELEMENTS

Despite the fact that there exist techniques for the com-
putation of the integrals over the singular or nearly singular
elements �e.g., with increasing number of nodes and element
partitioning or using analytical or semianalytical formulas�,
these methods can be costly, and below we propose a tech-
nique for the approximation of such integrals, which is con-
sistent with the use of the FMM and BEM. This technique is
similar to the “simple solution” technique used by some au-
thors to compute the diagonal elements for the BEM for
potential problems and for elasticity,28 except that it is up-
dated with the use of the FMM, and to the case of the Helm-
holtz equation.

Let �x j� be a set of points sampling the surface, and Uj
�

be a sphere of radius � centered at x j and Sj
�=S�Uj

�. The
surface operators can be decomposed as
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L��� = �
Sj

�
��x�G�x,y�dS�x�

+ �
S\Sj

��y,��
��x�G�x,y�dS�x� = Lj

���� + L̃j��� ,

M��� = �
Sj

�
��x�

�G�x,y�
�n�x�

dS�x�

+ �
S\Sj

��y,��
��x�

�G�x,y�
�n�x�

dS�x� = Mj
���� + M̃ j��� .

�28�

Note that for small enough � we have the following approxi-
mations of the integrals:

Lj
����  � jlj

��y�, Mj
����  � jmj

��y� , �29�

where functions lj
��y� and mj

��y� are regular inside the do-
main. Thus, they can be approximated by a set of some basis
functions, which satisfy the same Helmholtz equation. To
construct such a set and approximation, consider Green’s
identity for a function, which is regular inside the finite do-
main �internal problem�,

	� = L� ��

�n

 − M��� , �30�

where 	=1 for points inside the domain, 	=1 /2 for points
on the boundary, and 	=0 for points outside the domain.
Consider the following test functions:

��x� = eiks·x,

�31�

q�x� =
��

�n
�x� = n�x� · �eiks·x = ikn�x� · seiks·x, �s� = 1,

which represent plane waves propagating in any direction s.
For these functions from Eqs. �28�–�30�, one obtains

mj
��y� − ik�n j · s�lj

��y� = e−iks·xj�ikL̃��n · s�eiks·x�

− M̃�eiks·x� − 	�y�eiks·y� . �32�

Let s1 , . . . ,s4 be four different unit vectors provided that
functions eiks�·x, �=1, . . . ,4, are linearly independent. Then
denoting

� j��y� = eiks·xj�ikL̃��n · s��eiks�·x� − M̃�eiks�·x�

− 	�y�eiks�·y�, nj� = n j · s�, �33�

one obtains

mj
��y� − iknj�lj

��y� = � j��y�, � = 1, . . . ,4. �34�

Obviously the surface operators L���� and M���� can be
similarly decomposed as

L���� = Lj�
���� + L̃j����, M���� = Mj�

���� + M̃ j���� ,

�35�
Lj�

����  � jlj�
��y�, Mj�

����  � jmj�
��y� .

Note that these operators are employed only for points on the
boundary, and the forms for internal and external problems
are either the same or related via a sign change. Thus one can
use Maue’s identity �8� for the internal problem. In this case
using test functions �31�, Eqs. �32�–�34� can be modified as
follows:

mj�
��y� − iknj�lj�

��y� = � j�� �y�, � = 1, . . . ,4,

�36�
� j�� �y� = e−iks·xj�ikL̃���n · s��eiks�·x� − M̃��eiks�·x�

− 	��y�eiks�·y� ,

	��y� = 1
2 ik�n�y� · s��, y � S .

Then for the chosen set of directions, solution will be pro-
vided by the previous equations with mj

��y�, lj
��y�, and

� j��y�, replaced with mj�
��y�, lj�

��y�, and � j�� �y�, respectively.
The small 4�2 linear systems for each �Eqs. �34� and

�36�� can be solved via least squares, and as noted above the
FMM provides four simultaneous matrix-vector multiplica-
tions, and so four matrix-vector products via the FMM ��
=1, . . . ,4� are sufficient to get all diagonals.

A. Discretization

The above formulas obviously provide expressions for
the diagonal elements of matrices

Ljj = lj
��x j�, Mjj = mj

��x j�, Ljj� = lj�
��x j� ,

�37�
Mjj� = mj�

��x j�, j = 1, . . . ,N .

In fact, for the solution of the boundary integral equation,
only quantities Ljj +Ljj� and Mjj +Mjj� are needed. So for
given  the storage can be reduced twice. Also combinations
Ljj +Ljj� and Mjj +Mjj� can be computed instead using the
same method as described above.

VI. NUMERICAL EXPERIMENTS

The BEM/FMM was implemented in FORTRAN 95 and
was parallelized for symmetric multiprocessing architec-
tures, such as modern multicore PCs, using OpenMP. The
results reported below were obtained on a four core PC �Intel
Core 2 Extreme QX6700 2.66 GHz processor with 2
�4 Mbytes L2 Cache and 8 Gbytes random access memory
�RAM�� running Windows XP-64. Parallelization requires
the replication of data among threads and is controlled by the
size of the cache. In this implementation, to reduce the size
of the stack only the sparse matrix computations and the
S �R-translations using the RCR-decomposition �i.e., opera-
tors employed for levels finer than the high-low-frequency
switch level� were parallelized. Such a parallelization strat-
egy was found to be efficient enough �overall parallelization
efficiency was about 80%–95%� and enabled computations
for kD’s up to 500. For kD�200 more data can be placed on
the available stack, and a complete parallelization with effi-
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ciency close to 100% was obtained. However, the results
reported here use the partial parallelization to enable a uni-
form comparison of the results obtained over a wide range of
kD’s.

A. Scattering from a single sphere

The example of an incident plane wave off a single
sphere is valuable for tests of the performance of the method
since an analytical solution is available in this case. For the
incident field �in�r�=eiks·r, where s is the unit vector collin-
ear with the wave vector, the solution for the total �incident
plus scattered field� for impedance boundary conditions can
be found elsewhere, e.g., in Ref. 12,

���S�s�� =
i

�ka�2 �
n=0



�2n + 1�inPn�s · s��

hn��ka� + �i�/k�hn�ka�
,� ��

�n
+ i���

S
= 0,

�38�

where a is the sphere radius, s� is a unit vector pointing to
the location of the evaluation surface point, and � is the
boundary admittance, which is zero for sound-hard surfaces
and infinity for sound-soft surfaces. Depending on this, one
may have for the scattered field a Neumann, Dirichlet, or
Robin problem.

The following were varied in the simulations: k, discreti-
zation, parameter  in Eq. �10�, the boundary admittance,
tolerance, and parameters controlling the FMM accuracy and
performance. A typical computational result is shown in Fig.
3.

1. Preconditioning

The best preconditioners found were right precondition-
ers that compute the solution of the system A� j =cj at the jth
step using unpreconditioned GMRES �inner loop� and low
accuracy FMM with lower bounds for convergence of itera-
tions. For example, if in the outer loop of the fGMRES the
prescribed accuracy for the FMM solution was 10−4 �actual
achieved accuracy was �10−6� and the iterative process was
terminated when the residual reaches 10−4, for the inner pre-
conditioning loop we used FMM with prescribed accuracy of
0.2 �actual accuracy was �5�10−3� and the iterative process
was terminated at a residual value of 0.45. The inner loop
solution was much faster than the outer loop, as it is stopped
after fewer iterations, and the matrix-vector product was sev-

eral times faster �lower truncation numbers�. The precondi-
tioner reduced by an order of magnitude the number of itera-
tions in the outer loop, more than compensating for the
increased cost of inner iterations. Beyond the benefit of im-
proved time, this also has the benefit of reduced memory for
large problems. This is because in the GMRES or fGMRES
K vectors of length N must be stored, where K is the dimen-
sionality of the Krylov subspace. The iterative process be-
comes slower if K is restricted, and GMRES is restarted
when K vectors have been stored. Hence it is preferable to
achieve convergence in Niter�K iterations. In the case of the
GMRES-based preconditioner, the storage memory is of or-
der �K+K��N, where K� is the dimensionality of the Krylov
subspace for preconditioning. Since both K and K� are much
smaller than the K required for unpreconditioned GMRES,
the required memory for solution is reduced substantially.

Figure 4 shows the convergence of the unpreconditioned
GMRES and the preconditioned fGMRES with the FMM-
based preconditioner as described above. The computations
were made for a sound-hard sphere of radius a, whose sur-
face was discretized by 101 402 vertices and 202 808 trian-
gular elements for the relative wavenumber ka=50. The pre-
conditioned iteration converges three times faster in terms of
the time required. The matrix-vector product via the low ac-
curacy FMM in preconditioning was approximately seven
times faster than that computed with higher accuracy in the
outer loop �1.4 s versus 9.75 s�. The overall error of the ob-
tained solution was slightly below 5�10−4 in the relative
L2-norm.

2. Spurious modes

The test case for the sphere is also good to illustrate the
advantage of the Burton–Miller formulation over the formu-
lation based on Green’s identity. According to theory,20,29 the
Green’s identity formulation may result in convergence to a
solution, which is the true solution plus a nonzero solution of
the internal problem corresponding to zero boundary condi-
tions at the given wavenumber. Such solutions are not physi-
cal since the solution of the external scattering problem is

FIG. 3. �Color online� Typical BEM computations of the scattering problem.
The graph shows comparison between the analytical solution �38� and BEM
solution for the vicinity of the rear point of the sphere for ka=30.
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FIG. 4. Left: The absolute error in the residual in the unpreconditioned
GMRES �triangles� and in the preconditioned fGMRES �circles� as a func-
tion of the number of iterations �outer loop for the fGMRES�. Right: the
relative computational cost to achieve the same error in the residual for
these methods �1 cost unit=1 iteration using the unprecoditioned method�.
Computations for sphere; ka=50 for mesh with 101 402 vertices and
202 808 elements, and =6�10−4i.
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unique, and, therefore, they manifest a deficiency of the nu-
merical method based on the Green’s identity.

For a sphere any internal solution can be written in the
form

�int�r� = �
n=0




jn�kr� �
m=−n

n

Bn
mYn

m��,�� , �39�

where �r ,� ,�� are the spherical coordinates of r and Bn
m are

arbitrary constants. The set of zeros of the functions jn�ka�
provides a discrete set of values of ka for which ��int�S=0,
even though �int is not identically zero inside the sphere. The
minimum resonant k can be obtained from the first zero of
j0�ka�, which is ka=�. We conducted some numerical tests
with Burton–Miller and Green’s formulations for a range of
ka �0.01�ka�50� for different resonant values of ka.

Figure 5 provides an illustration for case ka=3�
9.424 778, which is the third zero of j0�ka�. When the
Burton–Miller formulation is used with some  with Im��
�0, a solution consistent with Eq. �38� is obtained, while
when computations are performed using Green’s formula a
wrong solution with the additional spurious modes is
achieved. We checked that in this case the converged solu-
tion can be well approximated ��=0� by

���S�s�� = B +
i

�ka�2 �
n=1



�2n + 1�inPn�s · s��

hn��ka�
, �40�

where B is some complex constant depending on the initial
guess in the iterative process. This shows that, in fact, the
zero-order harmonic of the solution, corresponding to the
resonating eigenfunction, failed to be determined correctly,
which is the expected result. Note that such solutions appear
when iterative methods are used, where degeneration of the
matrix operator for some subspace does not affect conver-
gence in the other subspaces. If the problem is solved di-
rectly, the degeneracy or poor conditioning of the system
matrix would result in a completely wrong solution.

In the nonresonant cases, the Green’s formulation pro-
vided a good solution, while normally the number of itera-
tions was observed to increase as ka comes closer to a reso-
nance. For large ka �40 or more�, computations using
Green’s identity become unstable, which is explainable by
density of the zeros of jn�ka�. For the Burton–Miller formu-
lation, the empirically found value of the parameter  was

 =
i�

k
, � � �0.01,1� . �41�

For the case above �=0.03 provides good results, while for
ka�1 the number of iterations increases compared to the
Green’s identity, and when there are certainly no resonances,
Green’s identity can be recommended. Increase in this pa-
rameter usually decreases the accuracy of computations since
more weight is put on the hypersingular part of the integral
equation, while decrease in the parameter for large ka leads
to an increase in the number of iterations. For ��0.01 the
Burton–Miller integral equation shows the problems of spu-
rious modes.

3. Performance

For the FMM, the characteristic scale is usually based
on the diagonal �maximum size� of the computational do-
main, D, and kD is an important dimensionless parameter.
Further, one can compute the maximum size of the boundary
element, which for a triangular mesh is the maximum side of
the triangle, d. This produces another dimensionless param-
eter, kd. For a fixed body of surface area S�D2, the number
of elements in the mesh is of the order N�S /d2�D2 /d2. A
formal constraint for discretizations used for an accurate so-
lution of the Helmholtz equation is d /a�1, where a

=2� /k is the acoustic wavelength. In practice this condition
can be replaced with kd��, where � is some constant of
order 1, so there are not less than 2� /� mesh elements per
wavelength. This number usually varies in range of 5–10.
This shows that the total number of elements should be at
least N�D2 /d2� �kD�2 /�2=O��kD�2�.

Figure 6 shows the results of numerical experiments for
scattering from a sound-hard sphere, where we fixed param-
eter �0.94 for kD�20, which provided at least six ele-
ments per wavelength and increased the number of elements
proportionally to �kD�2 �the maximum case plotted corre-
sponds to kD=500 where the mesh contains 1 500 002 ver-
tices and 3 000 000 elements�. Additional data on some tests
showing the relative error in the L2-norm, �2, and peak
memory required for the problem solution for the current
implementation are given in Table I. Note that in all cases the
relative error in the L
-norm was less or about 1%. For kD
�3, which we characterize as very low-frequency regime,
we used a constant mesh with 866 vertices and 1728 ele-
ments. Also for this range  was set to zero, while for other
cases  was computed using Eq. �41� with �=0.03. The time
and memory required for computations substantially depend
on the accuracy of the FMM, tolerance for convergence, and
settings for the preconditioner. The prescribed FMM error
for the outer loop was 10−4, which, in fact, provides accuracy
about 10−6 in the L2-norm. This was found from the tests,

FIG. 5. Solutions of the plane wave scattering problem obtained using BEM
with the Burton–Miller and Green’s identity formulations and fGMRES it-
erator for a sphere at resonance ka=9.424 778 �triangular mesh of 15 002
vertices and 30 000 elements�. Analytical solution is shown by the circles.
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where the actual FMM error was computed by comparisons
with the straightforward �“exact”� method at 100 check
points. The prescribed accuracy for the preconditioner was
4.5�10−2, which also substantially overestimates the actual
accuracy. Tolerance for convergence for the outer loop was
10−4, while that for the inner loop was 0.45, where the num-
ber of iterations was limited by 11. The memory required
depends on the dimensionalities of the Krylov subspaces for
the outer and inner loops, which were set to 35 and 11,
respectively, while the convergence for all cases was within
20 outer iterations, so the memory, in fact, can be reduced.
Additional acceleration can be obtained almost for all cases
by the storage of the near-field data �matrix Asparse, Eq. �14��.
However, based on the RAM �8 Gbytes� this works only for
N�5�105. To show a scaling without jumps, such a storage
was not used, and the sparse matrix entries were recomputed
each time as the respective matrix-product was needed.

a. Computational complexity scaling. The total time re-
quired for the solution of the problem is scaled approxi-
mately as O��kD�2.4�, while the times for the matrix-vector
multiplication in the outer and in the inner iteration loops of
the preconditioned fGMRES scale, respectively, as
O��kD�2.2� and O��kD�2.04�. A standard least squares fit for
the data at kD�10 was used.

These results require some analysis and explanation
since the theoretical expectation of the matrix-vector com-
plexity for the current version of the FMM is O��kD�3�.
There are several different reasons that the algorithm is
scaled better. First, we note that the complexity of the sparse
matrix-vector product, which in a well-balanced algorithm

takes a substantial part of the computational time, is scaled
as O�N�, i.e., as O��kD�2�. Second, for high-frequency com-
putations a switch between the high-frequency and low-
frequency representations always happens. As soon as the
low-frequency part is limited by condition kal� �kD�*,
where �kD�* depends on the prescribed accuracy only, the
computational cost for this part becomes proportional to the
number of occupied boxes in the low-frequency regime. This
number is O�Blmax

�, where Blmax
is the number of occupied

boxes at the finest level lmax, which for simple shapes is
O�N�=O��kD�2�. Therefore, the low-frequency part for the
fixed prescribed accuracy can be executed in O��kD�2� time.
Therefore, all the O��kD�3� scaling comes only from the
high-frequency part. However, here the most expensive part
related to the S �R-translations is performed using the diago-
nal forms with complexity O��kD�2�, while the asymptotic
constant related to the S �S- and R �R-translations and spheri-
cal transform is relatively small. Profiling of the algorithm
shows that sparse matrix-vector multiplication and
S �R-translations in the low-frequency part contribute up to
90% to the complexity in the range of kD’s studied. Adding
all these facts together, we can see that the FMM for prob-
lems solved is rather the O��kD�2� algorithm, and small ad-
dition to power 2 is due to O��kD�3� operations with much
smaller asymptotic constant.

According to the above discussion, the complexity of the
FMM can be estimated as

Time = A�kD�3 + B�kD�2, �42�

where A and B are some constants. The least squares fit of
high-frequency data on the matrix-vector multiplication in
the outer loop with Eq. �42� is as good as fit O��kD�2.19�,
shown in Fig. 6, and provides B /A=1.39�103. This number,
indeed, is large, and it actually shows that only at kD�103

the high-frequency asymptotical behavior can be reached for
the prescribed accuracy of 10−4. For the low accuracy pre-
conditioner used, this ratio becomes even smaller �B /A
=1.75�103�, which justifies its applicability even for higher
kD’s.

The overall algorithm scaling as O��kD�2.4� now is not
surprising since the factor O��kD�0.2� can be ascribed to the
�slowly� increasing number of iterations. Indeed, Fig. 6
shows that the number of iterations in the outer loop grows
slowly.

b. Memory complexity scaling. Theoretically, the
memory required to solve the problem should be scaled as
O�N�=O��kD�2�. Due to different possibilities for memory
management and optimizations, plus realization of trade-off
option memory versus speed and limited resources, the ac-
tual scaling can deviate from the theoretical one. Table I

FIG. 6. Wall clock time and the number of iterations for solution of scat-
tering problem from a sound-hard sphere in range 0.1�kD�500. The
curves that fit the time to the data at high frequencies were obtained using
least squares.

TABLE I. Error, memory, and FMM-BEM solution wall clock time for some test cases with a spherical scatterer with known analytical solution.

kD 0.0001 0.01 1 20 50 100 200 300 400 500
N 866 866 866 2402 1.5�104 6�104 2.4�105 5.4�105 9.6�105 1.5�106

�2 3.3�10−5 3.3�10−5 1.1�10−4 5.4�10−3 2.25�10−4 4.1�10−4 5.34�10−4 3.6�10−4 4.92�10−4 3.2�10−3

Memory, Mbyte 20 20 32 63 268 461 1144 2861 3755 4748
Time, s 0.438 0.406 0.656 7.59 53.6 327 1990 5150 10 400 19 100
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shows that in the implementation used for this paper, the
memory required grows slower than O��kD�2� in the range
studied. Certainly, it should be scaled not less than O��kD�2�
at larger kD since at least several vectors of size N should be
stored. The table provides some data, which show that com-
putation of a million size problem with kD�500 is reachable
on desktop PCs or workstations.

c. Comparison with recent publications. As discussed
previously two regimes can be recognized in FMM-BEM
simulations, the low and high-frequency regimes. Tables II
and III indicate some results from papers published in the
past few years. The data here should be compared with those
presented in Table I where data for the present code are
given. Looking first at the high-frequency regime, there ap-
pear to be three relevant papers �Refs. 9, 10, and 17�. Refer-
ence 17 only has a FMM matrix-vector product, and a de-
tailed comparison of the present algorithm and the one of
that paper was provided in Sec. IV. As mentioned previously,
the size of the discretization N in a BEM simulation should
be at least O�kD�2, although more points may be necessary if
the geometry is complex. In each case the comparison is
quite favorable for the present code.

The results of the best performing FMM BEM solver10

which appeared during the time when this paper was under
review, is compared with the present work. In this paper the
authors provide data on test cases for scattering from a
sphere, so a comparison was possible. In this case a Robin
problem �2� with �=1 and �=−1 / �10−10i� was solved for a
sphere of radius a=20 �kD=435�. The incident field was
generated by a source located at �0,0 ,10a�. Unfortunately
there were no data on the iteration process used, and the only
notice was that the process converged to the residual 10−5.
So the same parameters were used for the present test case.
Further, a mesh containing 1 046 528 panels was used. Since
this mesh was not available, a mesh of similar size that could

be generated was used. This mesh contained 1 130 988 tri-
angles and 565 496 vertices. Another mesh tried contained
2 096 688 panels and 1 048 346 vertices. In the cited paper
Green’s identity was used, while in the present study the
combined Eq. �12� with  from Eq. �41� is used. An increase
in � from the value of 0.03 used for the solution of the
Neumann problem to a value of 1.2 improved convergence
for the Robin problem. The results are shown in Table IV.

It is seen that the present algorithm performed one order
of magnitude faster, while the memory consumption was of
the same order. Of course, the present algorithm was paral-
lelized and executed on a four core machine, compared to the
one core serial implementation of the Multilevel Fast Multi-
pole Algorithm. However, even assigning a perfect parallel-
ization factor of 4, we see that the same problem can be
solved several times faster. The speed-up of the present al-
gorithm can be related to several issues, one of which is the
preconditioning and use of the combined equation instead of
Green’s identity. For the largest case reported in Table IV,
the present iteration took 23 outer loop iterations, for which
matrix-vector multiplication took about 61 s/iteration, while
for the inner loop, which was in any case limited by 11
iterations, the matrix-vector product took about
27 s/iteration.

As far as low-frequency computation comparisons are
concerned, comparisons were performed against Refs. 4, 7,
and 9. Here again Table I shows that the present code has
performance that is comparable or better. Here it is seen that
some of the simulations reported in the literature have dis-
cretizations that are much finer than what may have been
required by the problem.

B. More complex shapes

Many problems in acoustics require computations for
substantially complex shapes, which include bioacoustics,

TABLE II. Results from some recent FMM and FMM accelerated BEM publications operating in the high-
frequency regime. The performance of the FMM and the FMM-BEM reported in this paper is comparable or
superior �see Tables I and IV�. Data not reported are indicated with a “–”; for the FMM only �Ref. 17� the
values reported can be considered as those applying to one iteration of the solution procedure.

Ref. kD N N / �kD�2 Memory Error Time Iteration Remarks

10 435 1 046 528 5.53 4800 �10−5 54 267 – Scattering
9 126.64 98 304 6.13 1487 0.03 24 325 59 Internal
9 126.64 49 152 3.06 799.6 0.03 11 848 58 Internal
17 544 646 143 2.09 549 10−3 672 n/a FMM only
17 544 619 520 2.09 1111 10−6 1832 n/a FMM only

TABLE III. Results from some recent FMM and FMM accelerated BEM publications operating in the low-
frequency regime. The performance of the FMM and the FMM-BEM reported in this paper is comparable or
superior �see Table I�. The parameter N / �kD�2 represents how overdiscretized the problem is vis-à-vis the
restrictions imposed by the frequency.

Ref. kD N N / �kD�2 Mem Time Iteration Time/Iteration Remarks

9 16 1536 6.13 4800 28 5 5.6 Internal room
9 16 98 304 6.13 1487 14 5 2.8 Internal room
14 0.9375 45 056 51 263 … 41 962 452 92.2 Internal L-shape
14 0.9375 704 801 … 25.1 21 1.19 Internal L-shape
7 3.464 200 000 16 668 … … 8000 … External scattering
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human hearing, sound propagation in dispersed media, en-
gine acoustics, and room acoustics. Many such cases are re-
ported in the literature: e.g., scattering off aircraft,17 off
animals,17 off engine blocks,7 and off many scattering
ellipsoids.7 The present algorithm was tested on many such
cases to show that the iteration process is convergent for
these cases and that solutions can be obtained on bodies with
thin and narrow appendages. Figure 7 provides an idea on
the sizes and geometries that were tested. Note that modeling
of complex shapes requires surface discretizations, which are
determined not only by the wavelength-based conditions �
�2� but also by the requirements that the topology and
some shape features should be properly represented. Indeed
even for a solution of the Laplace equation �k=0�, the
boundary element methods can use thousands and millions
of elements that just properly represent the geometry. Usu-
ally the same mesh is used for multifrequency analysis, in
which case the number of elements is fixed and selected to
satisfy criteria for the largest k required. In this case the
number of elements per wavelength for small k can be large.
Also, of course, discretization plays an important role in the
accuracy of computations. So if some problem with complex
geometry should be solved with high accuracy, then the num-
ber of elements per wavelength can be again large enough.

The last geometry illustrated in Fig. 7 is similar to the
case studied in Ref. 7 for kD=3.464. Here the performance
and accuracy were studied for a range of kD from 0.35 to
175 �ka=0.01–5, where a is the largest axis of an ellipsoid�.
The surface of each ellipsoid was discretized with more than
1000 vertices and 2000 elements to provide an acceptable
accuracy of the method even for low frequencies. The con-
vergence for the Neumann, Dirichlet, and Robin problems
was very fast �just a few iterations� for small ka, where, as
discussed above, the use of low-frequency FMM is neces-
sary. The convergence was not affected by the increase in the
number of nodes, although for accuracy better discretizations

are preferred. As a test solution we used an analytical solu-
tion when a source was placed inside one of the ellipsoids,
and surface values and normal derivatives were computed at
each vertex location analytically. For larger discretizations
that were used, we were able to achieve �1% relative errors
in strong norm �L
� for the range of parameters used.

Figure 8 shows an absolute relative error at each vertex,

�i =
��i

�BEM� − �i
�an��

��i
�an��

, i = 1, . . . ,Nvert, �43�

where �i
�an� and �i

�BEM� are the analytical and BEM solutions,
and ��i

�an�� is the modulus of the solution. The maximum
error here was max ��i�=1.58%, which is usually acceptable
for physics-based problems and engineering computations.

C. Computational challenges and drawbacks

Despite the fact that the present algorithm can run cases
in a wide range of kD up to 500, the numerical stability for
larger kD is still a question. This mostly relates to the com-
putation of matrix S �S- and R �R-translation operators at
higher frequencies via the RCR-decomposition. Particularly
we should use different recursions for the computation of
entries of the rotation operators from those that were accept-
able for lower truncation numbers than those described in
our earlier paper13. Such recursions are available �see p. 336
in Ref. 12� and stable if recursive backpropagation is used.
An analysis shows that recursive computation of coaxial
translation operators can be also unstable at larger frequen-
cies, and this subject requires additional consideration, which
is beyond the present paper.

In terms of practical use of the algorithm, it is still a
research question: how to improve preconditioning. For ex-
ample, the current preconditioner worked well for the exter-
nal Neumann problem in automatic settings, while the solu-
tion of Robin or mixed problems showed a slow-down of the
convergence, and there was a need for intervention and tun-
ing of the � parameter and number of inner loop iterations

TABLE IV. Comparison of solution times and memory at kD=435 reported
in Ref. 10 and the present study.

No. of elements N �unknowns� T �s� M �Gbyte�

10 1 046 528 1 046 528 54 267 4.8
Present �case 1� 1 130 988 565 496 3 820 2.7
Present �case 2� 2 096 688 1 048 346 7 762 2.8

FIG. 7. �Color online� Examples of test problems solved with the present
version of the BEM: human head-torso, bunny models �7.85 and 25 kHz
acoustic sources located inside the objects, kD=110 and 96, respectively�,
and plane wave scattering by 512 randomly oriented ellipsoids �kD=29�.

FIG. 8. Solution �the upper curve� and error �the lower curve� in the bound-
ary condition at each vertex for the case of the ellipsoids in Fig. 7.
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and accuracy to improve convergence. Further research on
the convergence of the iterative method is necessary.

VII. CONCLUSION

A version of the FMM accelerated BEM is presented,
where a scalable FMM is used both for dense matrix-vector
multiplication and preconditioning. The equations solved are
based on the Burton–Miller formulation. The numerical re-
sults show scaling consistent with the theory, which far out-
performs conventional BEM in terms of memory and com-
putational speed. Realization of a broadband FMM for
efficient BEM requires different schemes for the treatment of
low- and high-frequency regions and switching from multi-
pole to signature function representation. The tests of the
methods for simple and complex shapes show that it can be
used for an efficient solution of scattering and other acousti-
cal problems encountered in practice for a wide range of
frequencies.
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Space domain complex envelopes: Definition and a spatial
modulation method
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When one visualizes a sound field as a means of treating noise sources, a detailed variation of the
sound field is not required. It is sufficient to see source locations and overall variation of the field.
A complex envelope in space can provide adequate information that one wishes to get because an
envelope shows a gross change in signal. In other words, to interpret overall variation of sound
fields in terms of a complex envelope is attempted. To achieve this objective, spatial complex
envelopes have been defined firstly, and then a spatial modulation method to obtain the envelope has
been theoretically developed and verified.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3006385�

PACS number�s�: 43.60.Ac, 43.60.Gk, 43.60.Jn �EJS� Pages: 206–211

I. MOTIVES AND PROBLEM DEFINITION

The spatial variation of acoustic pressure with respect to
time enables us to observe locations and shapes of time-
variant as well as steady-state sound sources. The methods
for time domain sound visualization predict sound field by
using convolution integral or Fourier transform on time and
space �for example, see Refs. 1 and 2�. Therefore, not only
calculation time is long but also the sound field that we ob-
tained has much more information than what we usually
want to know. For example, source locations and gross varia-
tion of the sound field are sufficient information to use sound
field as a method to obtain information for dealing with noise
sources.

There are two issues associated with time domain sound
visualization: one is processing time issue and the other is
the analysis problem.3 The time domain sound visualization
definitely requires as fast calculation time as possible. The
analysis problem addresses how we have to observe and ana-
lyze the sound field. These two issues motivated us to study
envelopes in time domain for reducing the number of data
and define envelopes in space domain for visualizing overall
variation of sound field, which provides us information that
we want to have.

An envelope displays overall fluctuation of the fast vary-
ing signal, as illustrated in Fig. 1�a�, and the overall variation
of a signal can practically tell us whether the machinery
works well or not in the case of rotating machinery �e.g.,
rolling bearings�. Therefore, envelope analysis has been used
as the fault diagnosis method �for example, see Refs. 4 and
5�. Envelopes in time domain are well defined and have been
applied in various ways. �e.g., Refs. 6–8� It is, nevertheless,
needed to recognize that spatial envelopes of sound field
have never been defined mathematically so far, even though
spatial envelopes for picture images have been introduced by
Oliva and Torralba9 in 2001. Therefore, it is worth consider-

ing complex envelopes of sound field for sound visualiza-
tion, which can translate a sound field into the information
we want to get: source locations and overall fluctuation of
sound pressure. Figure 1�b� is an example of a sound field
radiated from a monopole source, which oscillates with ac-
companying slowly varying envelope �black line� in space
domain. It is our aims to extract the slowly varying envelope
from the sound field and also to propose a method to do that
theoretically.

II. SPATIAL COMPLEX ENVELOPES

A. The derivation of a spatial complex envelope

It is known that acoustic waves in space �wavelength, ��
and time �frequency, f� propagate with the relation �=c / f �c:
the speed of propagation�. This means that a narrow band
signal that makes a complex envelope in time also induces
an associated complex envelope in space. The spatial com-
plex envelope is therefore expected to be defined along the
same line with the temporal complex envelope. Furthermore,
using the simplest example �a monopole source�, we defi-
nitely expect to get a clear understanding on the spatial en-
velope by explaining the relation between the spatial enve-
lope and the well-known temporal envelope.

If an acoustic monopole source radiating with a center
frequency fc accompanies slowly varying amplitude a�r , t� at
position r and time t and also has phases �T and �S with
respect to time and space, respectively, the pressure p�r , t�
can be written as

p�r,t� = a�r,t�
e�−j�2�fct−kcR+�T+�S��

R
, �1�

where kc is a wavenumber corresponding to fc �i.e., kc

=2�fc /c� and R is the distance between the source position
and observation positions. The boldfaced font means that the
value is complex.

Equation �1� can be divided into the fast varying com-
ponent and the other remaining terms. The former is related
to the oscillation of fc, and the latter consists of slowly vary-
ing amplitudes and phases. That is,
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p�r,t� =
a�r,t�e−j��S+�T�

R
e−j�2�fct−kcR�. �2�

Then, a complex envelope on space and time, pCE�r , t�, is
given as

pCE�r,t� =
a�r,t�e−j��S+�T�

R
�3�

by removing the fast varying component in accordance with
the concept of the temporal complex envelope analysis,
which is used, for instance, in Ref. 8.

The slowly varying amplitude a�r , t�, which has a finite
number of components within a narrow band can be written
as

a�r,t� = �
n=1

N

cne−j�2��fnt−�knR�, �4�

where the subscript n�=1,2 , . . . ,N� represents the index of
frequency in the band, cn is the coefficient of each frequency
component, �fn indicates frequency much lower than the
center frequency ��fn� fc�, and �kn�=2��fn /c� is the cor-
responding wavenumber to the frequency. Then, the complex
envelope can be rewritten as

pCE�r,t� = �
n=1

N

cn
e−j�2��fnt−�knR+�T+�S�

R
. �5�

As we can see from the numerator of Eq. �5�, the spatial part
�ej��knR−�S�� of the complex envelope, spatial complex enve-
lope, assumes the same form of the temporal part
�e−j�2��fnt+�T��. It tells us that the spatial complex envelope is
composed of wavenumbers associated with the frequencies
of the temporal complex envelope.

However, R, which contains the information of source
location, appears in the spatial complex envelope only. This
distinguishes the spatial complex envelope from the temporal

one. In other words, the temporal complex envelope is com-
pletely determined by frequencies in a narrow band, but the
spatial complex envelope requires not only wavenumbers as-
sociated with the frequencies in the band but also geometri-
cal characteristics of sources.

The complex envelope of Eq. �5� is the envelope of a
monopole source. Therefore, only the information of location
R appears in the spatial envelope as the geometrical charac-
teristic. Sound sources, however, cannot be regarded as a
single monopole in general. Sources have their own particu-
lar shapes or distributions. The geometric information that
has the information of sources’ location, shape, or distribu-
tion is one of what we want to get from the spatial complex
envelope.

B. The geometric information of spatial complex
envelopes

The geometric information not only distinguishes the
spatial complex envelope from the temporal one but also
provides us the information associated with the geometry of
sources in a sound field. It should be therefore considered in
detail in order to define the spatial envelope and to find out
an appropriate modulation method to get the spatial enve-
lope.

Let us examine the sound field radiated from a baffled
piston to observe the features of geometric information for
general cases. The sound field generated from a baffled pis-
ton can be completely derived from the Helmholtz integral
equation by choosing an appropriate Green’s function that
satisfies the Neumann boundary condition �see Appendix A�.
Hence, the baffled piston can be a simple but special case,
which can serve as a model for practical sound radiators. A
sound field from a vibrating piston of a constant normal ve-
locity u0 in the region S on the x-y plane �see Fig. 2� and also
with the slowly varying amplitude of Eq. �4� can be given as

p�x,y,z,t� =
j�0cu0

2�
�
n=1

N

cnkne−j2��fnte−j2�fct

��
S

ej�knRejkcR

R
dS , �6�

where �0c is the characteristic impedance of the media. The
two components of the spatial complex envelope, wavenum-

FIG. 1. �Color online� Complex envelopes in time domain and space do-
main: �a� a temporal complex envelope �solid line� of a time signal and �b�
a spatial complex envelope �solid line� of spatially distributed sound pres-
sure field, which radiated from a monopole source.

FIG. 2. �Color online� Radiation from a baffled piston of arbitrary shape on
the xy-plane. S is the region of shape, and dS is the infinitesimal region for
integration. r�s and r� indicate source position and observation position, re-
spectively, and R is the distance between the source and observation point.
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bers and geometric information, are presented in the integral
formula. The wavenumbers are presented as ejknR /R �kn=kc

+�kn, n=1,2 , . . . ,N�, and the geometric information is pre-
sented as the integral region S. If a window function which
has the same shape of the piston is brought in, then Eq. �6�
can be rewritten as

p�x,y,z,t� =
j�0cu0

2�
�
n=1

N

cnkne−j2��fnte−j2�fct

��
−�

� ej�knRejkcR

R
w�rs�dS , �7�

where w�rs� is the window function. By employing the func-
tion, the integral in Eq. �6� can be changed into the convo-
lution integral between ejknR /R and w�rs�.

The complex envelope of the baffled piston would also
be obtained by removing the fast varying components
e−j�2�fct−kcR� as we did for the case of a monopole source. To
remove e−j2�fct or make e−j2�fct unity by multiplying ej2�fct is
the complex modulation,10 which can be done in a time do-
main without any difficulty. However, to make ejkcR unity in
a space domain is not directly obtained because we cannot
determine R in advance. To know R beforehand means that
we are already aware of where sources are or how sources
are distributed. In addition, ejknR /R �related to wavenumbers�
and w�rs� �related to geometric information� are convolved
with each other in the space domain as shown in Eq. �7�. It is
therefore impossible to change wavenumbers without any
change in the geometric information in the space domain.
These make us observe the problem in other domains, where
wavenumbers for spatial data can be changed without regard
to the geometric information. The wavenumber domain can
be a possible candidate because the convolution integral is
changed into multiplication by the spatial Fourier transform.
Then, the two components, geometric information and wave-
number, are presented separately in the wavenumber domain.

III. SPATIAL COMPLEX ENVELOPE IN WAVENUMBER
DOMAIN

Let us start with the simplest case again to find out the
characteristics of the spatial complex envelope in the wave-
number domain. We begin with a monopole source, which
has a slowly varying amplitude and zero initial phase for
simplicity. That can be given by

pCE�r,t� =
cos�2�fmt − kmR�

R
, �8�

where R=	�x−xs�2+ �y−ys�2+z2, and �xs, ys,0� is the loca-
tion of the monopole source. Then the pressure p�r , t� of the
monopole source, which has a center frequency fc and a
complex envelope pCE�r , t�, is made up of two frequency
components, f1�=fc+ fm� and f2�=fc− fm�. The wavenumber
spectra are obtained by using two dimensional �2D� spatial
Fourier transform, defined in Appendix B, with respect to
each frequency. That is,

P�kx,ky,z; f1� = j�
ejz	k1

2−kx
2−ky

2

	k1
2 − kx

2 − ky
2
e−j�xskx+ysky� �9�

for the frequency f1 and

P�kx,ky,z; f2� = j�
ejz	k2

2−kx
2−ky

2

	k2
2 − kx

2 − ky
2
e−j�xskx+ysky� �10�

for the frequency f2. The associated mathematical derivation
is well presented in Ref. 11. Each spectrum �Eqs. �9� and
�10�� is made up of two terms: ejzki,z /ki,z �ki,z=	ki

2−kx
2−ky

2,
i=1, 2� and e−j�xskx+ysky�. The former has magnitude and phase
associated with the z-directional component of each wave-
number �ki,z�. Figure 3 shows the magnitude and phase for
the wavenumber k1. The radius of a circle shown in Fig. 3�a�
is directly related to the wavenumber k1, and the phase is
distributed with a convex shape within the circle, as shown
in Figs. 3�c� and 3�d�. The latter conveys the information of
source location as phase variation in the wavenumber do-
main. The two components of the sound field are presented
separately in the wavenumber domain.

In addition, the wavenumber spectra of the complex en-
velope pCE�r , t� �Eq. �8�� are also obtained similarly as

PCE�kx,ky,z; fm� = j�
ejz	km

2 −kx
2−ky

2

	km
2 − kx

2 − ky
2
e−j�xskx+ysky� �11�

for the frequency fm and

FIG. 3. The magnitude and phase of ejzk1,z /k1,z�k1,z=	k1
2−kx

2−ky
2� for the

wavenumber k1. The wavenumber components on kx and ky are normalized
with regard to k1. The radius of circle is directly related to the wavenumber
k1. �a� The magnitude of the wavenumber spectrum. �b� The cross section of
the magnitude of the spectrum along ky =0. �c� The phase �degree� of the
spectrum. �d� The cross section of the phase of the spectrum along ky =0.
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PCE�kx,ky,z;− fm�

= 
− j�
ejz	�− km�2−kx

2−ky
2

	�− km�2 − kx
2 − ky

2
e−j�xskx+ysky�, 0 	 	kx

2 + ky
2 	 km

�
e−z	kx

2+ky
2−�− km�2

	kx
2 + ky

2 − �− km�2
e−j�xskx+ysky�, 	kx

2 + ky
2 
 km, �

�12�

for the frequency −fm. It should be noted that the wavenum-
ber spectrum for the minus frequency, −fm, has 180° out of
phase with respect to the spectrum for a positive frequency
�see Appendix C�. By comparing Eqs. �11� and �12� �the
wavenumber spectra of pCE�r , t�� with Eqs. �9� and �10� �the
wavenumber spectra of p�r , t��, the wavenumbers are differ-
ent with the extent of kc in spite of the same geometric in-
formation �e−j�xskx+ysky��. This clearly shows us that a spatial
complex envelope from the sound field can be obtained by
changing the wavenumbers of the sound field into the wave-
numbers of the spatial envelope.

Moreover, the wavenumber spectra for the baffled piston
are also examined in the same vein with the monopole case.
Equation �7� with two frequencies, �f1= fm and �f2=−fm,
can be written as

p�x,y,z,t� =
j�0cu0

2�
�
n=1

2

cnkne−j2��fnte−j2�fct

��
−�

� ej�knRejkcR

R
w�xs,ys,0�dxsdys. �13�

By 2D spatial Fourier transform, the wavenumber spectrum
for the frequency f1�=fc+�f1� is obtained as

P�kx,ky,z; f1� = �0cu0c1k1
ejz	k1

2−kx
2−ky

2

	k1
2 − kx

2 − ky
2
W�kx,ky,0� , �14�

where W�kx ,ky ,0� is obtained by a 2D spatial Fourier trans-
form of w�xs ,ys ,0�. The wavenumber spectrum is similar
to the monopole case, and the geometric information

W�kx ,ky ,0� also appears separately from ejz	k1
2−kx

2−ky
2

/	k1
2−kx

2−ky
2. This allows us to alter the wavenumbers, leav-

ing the geometric information unchanged in cases of the
baffled piston as well.

IV. A MODULATION METHOD FOR SPATIAL
COMPLEX ENVELOPE

The analogy between temporal and spatial complex en-
velopes implies that the concept of modulation for spatial
data is also similar to the temporal one. In other words, as
frequencies are moved by the temporal complex modulation,
wavenumbers should be changed with respect to the frequen-
cies shifted. That is, spatial modulation methods for obtain-
ing a spatial complex envelope are nothing but to convert Eq.
�9� into Eq. �11� and Eq. �10� into Eq. �12�, respectively. A
simple and straightforward way to change the wavenumbers,
for instance, from k1 �Eq. �9�� into km �Eq. �11�� without
change in geometric information is to multiply Eq. �9� by

Mk1→km
�kx,ky,z� =

	k1
2 − kx

2 − ky
2

ejz	k1
2−kx

2−ky
2

�
ejz	km

2 −kx
2−ky

2

	km
2 − kx

2 − ky
2

�15�

in the wavenumber domain. Equation �12� can also be ob-
tained similarly from Eq. �10� by multiplying a modulator
for the minus frequency −fm �see Appendix D�. Conse-
quently, the wavenumber spectra �Eqs. �11� and �12�� for the
complex envelope �Eq. �8�� are perfectly reconstructed from
multiplying Eqs. �9� and �10� by Eqs. �15� and �D1�, respec-
tively. Figure 4 shows the pressure field �Fig. 4�a�� at an
arbitrary z radiated from a monopole at �xs, ys, 0� and its
complex envelope �Fig. 4�b�� at the same plane obtained by
the temporal and spatial modulations. The right figures of
each 2D sound field show the cross section of the spatial
variation along y=ys.

Furthermore, as we can see from Eqs. �9� and �14�, the
wavenumber spectrum of the baffled piston case is quite
similar to the monopole case. Hence, the spatial modulation
method on the baffled piston source must be the same with
the monopole case. The wavenumber spectrum of another
wavenumber −km can also be obtained from the spectrum of
k2. Then, the complex envelope of the baffled piston can also
be obtained as

p�x,y,z,t� =
j�0cu0

2�
�
n=1

2

cnkne−j2��fnt�
−�

� ej�knR

R
w�rs�dS

�16�

by inverse Fourier transform and modulation on space and
time. The fast varying terms �e−j�2�fct−kcR�� associated with
the center frequency disappeared in Eq. �16� compared with
Eq. �13�. This is the very complex envelope of the baffled
piston for both time and space.

FIG. 4. A sound pressure field radiated from a monopole source at �xs ,ys ,0�
and its spatial complex envelope at an instance. �a� A sound field p�r , t� and
its cross section with respect to y=ys. The dash line indicates slowly varying
amplitude, namely, spatial complex envelope. �b� The spatial complex en-
velope �pCE�r , t�� of the sound field p�r , t� and its cross section with respect
to y=ys.
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The principle of the proposed modulation method is to
change only the component related to wavenumbers regard-
less of the geometric information in the wavenumber do-
main. The modulation method is therefore available for any
sound fields �including sound fields governed by Rayleigh’s
second integral equation12� as long as the wavenumber and
geometric information of the sound fields are presented sepa-
rately in the wavenumber domain. It is also noteworthy that
the spatial envelope should be obtained for the same plane of
the sound field. Since the wavenumber spectrum is changed
by the spatial modulator M, the sound field is inevitably
changed when we obtain the spatial envelope in other planes
using backward propagation after the modulation.

V. CONCLUSION

We have presented complex envelopes in the space do-
main and proposed a method to get the spatial envelopes in
the wavenumber domain. Even though the spatial complex
envelopes are the extension of temporal complex envelopes
to the acoustic sound field, they have distinct geometric in-
formation not in temporal envelopes. A modulation method
to get the spatial envelope of a sound field was proposed
based on the observation of the spectra between the sound
field of a monopole source and its spatial complex envelope.
The modulation method is also ascertained by the baffled
piston source, which is a simple but sufficient practical
model as a general sound radiator.
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APPENDIX A: DERIVATION OF EQUATION „6… FROM
HELMHOLTZ INTEGRAL EQUATION

The Helmholtz integral equation12 is defined as

p1�x,y,z; f1� = �
S
� j�0ck1G�rrs�u�rs�

− p�rs�
�

�n
G�rrs��dS �A1�

for a single frequency, f1. This integral equation is inherently
derived for a single frequency. What we are interested in,
however, is a narrow band, which is a signal that has several
frequencies. When we have a sound source that has N num-
bers of frequencies in a band and the same boundary condi-
tions, then the pressure field induced by the source can be
written as

p�x,y,z; fn� = �
n=1

N

cn��f − fn��
S
� j�0cknG�rrs�u�rs�

− p�rs�
�

�n
G�rrs��dS , �A2�

where n�=1,2 ,3 , . . . ,N� represents the index of frequency in
the band and cn is the Fourier coefficient of each frequency.

Pressure field in time domain �p�x ,y ,z , ; t�� can be ob-
tained by Fourier transform as

p�x,y,z;t� = �
−�

�

p�x,y,z; fn�ej2�fntdfn. �A3�

By putting Eq. �A2� into Eq. �A3�, the pressure field can be
rewritten as

p�x,y,z;t� = �
−�

� ��
n=1

N

cn��f − fn��
S
� j�0cknG�rrs�u�rs�

− p�rs�
�

�n
G�rrs��dS�ej2�fntdfn

= �
n=1

N

cn�
S
� j�0cknG�rrs�u�rs�

− p�rs�
�

�n
G�rrs��dS

��
−�

�

��f − fn�ej2�fntdfn

= �
n=1

N

cn�
S
� j�0cknG�rrs�u�rs�

− p�rs�
�

�n
G�rrs��dS · e−j2�fnt. �A4�

Here, we can select an appropriate Green’s function for
�G�r rs� /�n=0, which satisfies the Neumann boundary con-
dition. The Green’s function can be obtained from the sum-
mation of the free-space Green’s function as

GN�rrs� =
ejkR

2�R
, �A5�

where R=	�x−xs�2+ �y−ys�2+z2.13

Consequently, Eq. �A4� is given by

p�x,y,z,t� =
j�0c

2�
�
n=1

N

cnkne−j2�fnt�
S

u�rs�
ejknR

R
dS . �A6�

If the normal velocity is constant �u0� on the region S and the
frequency and wavenumber are expressed as fn= fc+�fn and
kn=kc+�kn, Eq. �A6� is rewritten as
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p�x,y,z,t� =
j�0cu

2�
�
n=1

N

cnkne−j2��fnte−j2�fct

��
S

ej�knRejkcR

R
dS , �A7�

which is the same as Eq. �6�.

APPENDIX B: 2D SPATIAL FOURIER TRANSFORM
PAIR

P�kx,ky,z; f� = �
−�

� �
−�

�

p�x,y,z; f�e−j�kxx+kyy�dxdy , �B1�

p�x,y,z; f� =
1

�2��2�
−�

� �
−�

�

P�kx,ky,z; f�ej�kxx+kyy�dkxdky .

�B2�

APPENDIX C: A WAVENUMBER SPECTRUM FOR A
MINUS FREQUENCY

The pressure distribution made by a monopole with a
unit magnitude and a minus wavenumber −km is expressed as

p�x,y,z;− fm� =
e−jkm

	x2+y2+z2

	x2 + y2 + z2
. �C1�

By 2D spatial Fourier transform, the wavenumber spectrum
is obtained as

P�kx,ky,z;− fm�

= 2�
− j
ejz	km

2 −kx
2−ky

2

	km
2 − kx

2 − ky
2

, 0 	 	kx
2 + ky

2 	 km

e−z	kx
2+ky

2−km
2

	kx
2 + ky

2 − km
2

, 	kx
2 + ky

2 
 km
� . �C2�

Compared with the wavenumber spectrum of a positive
wavenumber, each is a complex conjugate. This makes the
phase of the minus wavenumber spectrum upside down with
respect to the positive one as

arg�P�kx,ky,z;− fm�� = tan−1� cos�z	km
2 − kx

2 − ky
2�

sin�z	km
2 − kx

2 − ky
2�
� .

�C3�

Then, by the relation of tangent and cotangent, it can be
written as

arg�P�kx,ky,z;− fm�� = − z	km
2 − kx

2 − ky
2. �C4�

This result is opposite of the value with the phase of the
positive wavenumber, z	km

2 −kx
2−ky

2.

APPENDIX D: A SPATIAL MODULATOR FOR THE
MINUS FREQUENCY

Particularly, a spatial modulator changing the wavenum-
ber spectrum for the frequency f2 into that of frequency −fm

can be written as

Mk2→−km
�kx,ky,z� =
−

ejz	�− km�2−kx
2−ky

2

	�− km�2 − kx
2 − ky

2
�

	k2
2 − kx

2 − ky
2

ejz	k2
2−kx

2−ky
2

, 0 	 	kx
2 + ky

2 	 k2

e−z	kx
2+ky

2−�− km�2

	kx
2 + ky

2 − �− km�2
�

	kx
2 + ky

2 − k2
2

e−z	kx
2+ky

2−k2
2

, 	kx
2 + ky

2 
 k2
� . �D1�
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Basin-scale time reversal communications
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During November 1994, broadband acoustic signals were transmitted from a 75-Hz source to a
20-element, 700-m vertical array at approximately 3250 km range in the eastern North Pacific
Ocean as part of the acoustic engineering test �AET� of the acoustic thermometry of ocean climate
program �Worcester et al., J. Acoust. Soc. Am. 105, 3185–3201 �1999��. The AET tomography
signal can be treated as a binary-phase shift-keying communication signal with an information rate
of 37.5 bits /s. With the multipath arrivals spanning 5–8 sec, these data represent an extreme case
of intersymbol interference. The AET array data are processed using time reversal combined with
frequent channel updates to accommodate channel variations over the 20-min long reception,
followed by a single channel decision-feedback equalizer. The almost error-free performance using
all 20 array elements demonstrates the feasibility of time reversal communications at basin scale.
Further, comparable performance of single receive element communications integrating over
multiple transmissions indicates that the ocean provided temporal diversity that is as effective as the
spatial diversity provided by the array.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3021435�

PACS number�s�: 43.60.Dh, 43.60.Gk, 43.60.Fg �DRD� Pages: 212–217

I. INTRODUCTION

The basic problem encountered in ocean acoustic com-
munications is the time-dependent, highly dispersive nature
of the channel. While procedures have been developed for
line-of-sight and some multipath ocean environments to
ranges typically much less than 100 km,1–3 very long range
propagation utilizing the deep sound channel is particularly
problematic. For example, data from the acoustic engineer-
ing test �AET� of the acoustic thermometry of ocean climate
project4 clearly highlight these difficulties. During the AET,
the propagation of 37.5 Hz bandwidth pulses at a carrier fre-
quency of 75 Hz was observed at long range. The effective
pulse length of 1 /37.5=25 ms at the transmitter exhibits a
time spread at the receiver of greater than 5 sec at the range
of 3250 km,5 or about 200 times the length of the original
“symbol.”

The AET was originally conducted as a tomography ex-
periment in which the early arriving, weaker but visible and
identifiable wavefronts were used for inversion of ocean
properties �see Fig. 2�. Tomographers typically discard a ma-
jority of the energy that is concentrated near the sound chan-
nel axis because the arrival structure cannot be related to a
background ocean acoustic model. However, it is just this
complex, high-energy late-arrival structure that can be
utilized by acoustic time reversal methods to enable very
long range acoustic communications without the necessity
of employing computationally formidable multichannel
equalizers.5

In this paper, we demonstrate using the AET array data
that time reversal combined with frequent channel updates to
accommodate channel variations over the 20-min long recep-

tion, followed by a single channel decision-feedback equal-
izer �DFE� provides almost error-free performance using all
20 array elements. Further, using data from a single receive
element with multiple receptions provides similar almost
error-free performance as in the single reception array case,
but of course with the bit rate reduction associated with the
number of repetitions integrated.

The paper is organized as follows. Section II reviews the
time reversal communications. Section III describes the to-
mography experiment conducted during November 1994.
Section IV investigates the temporal variations of the chan-
nel. The proposed time reversal receiver and the resulting
performance are presented in Section V.

II. TIME REVERSAL COMMUNICATIONS

Over the past several years, time reversal �or phase con-
jugation in the frequency domain� communications has been
discussed extensively in the literature. The approach exploits
spatial diversity to achieve spatial and temporal focusing in
complex multipath environments. The preliminary system
concept has been demonstrated using experimental data col-
lected in shallow water for both active6 and passive7 time
reversal communications. Mathematically, the two ap-
proaches are equivalent with the communications link being
in the opposite direction by invoking spatial reciprocity of
wave propagation.8,9 Yang10 addressed the difference be-
tween passive phase conjugation �PPC� and the decision-
feedback equalizer11 approach and Preisig12 compared the
PPC and channel-estimate based DFE �CE-DFE�.

While the temporal focusing �pulse compression�
achieved by the time reversal approach reduces intersymbol
interference �ISI� significantly, there always is some residual
ISI that results in saturation of the performance at high
SNR.13 As a result, the time reversal approach has been com-
bined with adaptive channel equalization, which simulta-

a�Author to whom correspondence should be addressed. Electronic mail:
hcsong@mpl.ucsd.edu
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neously removes the residual ISI and compensates for slow
channel variations to yield better performance than is
achieved by time reversal alone.14–17 Indeed, Song and
Kim18 have confirmed that the combination offers nearly op-
timal performance using the theoretical performance bounds
derived in Ref. 12. Furthermore, comparison between theory
and data19 suggests that the theoretical performance can pro-
vide a useful upper bound for predicting performance of time
reversal communications. The combined approach is referred
to as the correlation-based DFE by Yang.17 Since the time
reversal approach collapses multiple channels into a single
channel, the complexity of the successive DFE remains un-
changed as the number of array elements increases, resulting
in low computational complexity.

Normally, the time reversal approach assumes that the
channel is time invariant or slowly varying. Passive time
reversal applies spatiotemporal matched filtering to combine
multichannel data, using either measured channel responses
from channel probes or initial channel estimates from train-
ing symbols at the beginning of the data packet. In dynamic
ocean environments, however, the channel can vary substan-
tially over time and the performance of time reversal com-
munications will deteriorate due to the mismatch between
the actual and assumed channel impulse responses. A simple
approach to avoid the mismatch is frequent transmission of a
channel probe signal at the expense of data rate.7 A more
elaborate approach is to track continuously the channel using
previously detected symbols �decision-directed mode� prior
to matched filtering without compromising the data rate. In
fact, time reversal alone with frequent channel updates has
been proposed and referred to as decision-directed passive
phase conjugation �DDPPC�.20 More recently it has been
demonstrated that continuous channel updates prior to time
reversal combining followed by a single channel DFE sig-
nificantly improve the performance in a time-varying chan-
nel due to environmental fluctuations.21 Separately, joint
time reversal combining with channel updates and multi-
channel equalization has been discussed with emphasis on
the use of low complexity multichannel algorithms.22

The combination of robustness from the self-averaging
time reversal process23 and low computational complexity
from both a single channel DFE and a significantly reduced
number of taps due to temporal compression appears prom-
ising for challenging underwater acoustic communications.3

To date, however, time reversal communications has been
demonstrated mostly in shallow water environments on the
order of 100-m depth and up to 20-km range.8 Interestingly,
Dowling9 suggested in the early 1990s that time reversal
pulse compression would be beneficial for communications
in deep water where the multipath spread is relatively long
by analyzing deep-ocean propagation measurements
�IWAC’90� conducted at 272 km range at 460 Hz.

In this paper, we investigate the feasibility of time rever-
sal communications at long ranges in deep water. This is
partly motivated by an earlier effort5 where acoustic tomog-
raphy transmissions over a 3250 km path in the North Pacific
Ocean4 at 75 Hz were examined using an adaptive multi-
channel DFE with integrated phase tracking and Doppler
compensation. We will analyze the same data set using a

temporally adaptive time reversal approach, i.e., multichan-
nel time reversal combining with continuous channel updates
followed by a single channel DFE.8,21

III. ACOUSTIC ENGINEERING TEST „AET…

As a preliminary test of the acoustic thermometry of
ocean climate �ATOC� project, the acoustic engineering test
was conducted for 7 days in November 1994 in the eastern
North Pacific Ocean as shown in Fig. 1. A detailed descrip-
tion of the experiment can be found in Ref. 4 and here we
review the main parameters relevant for our discussion.

The 75-Hz acoustic source S was suspended at 652-m
depth, near the sound-channel axis, from the floating instru-
ment platform R/P FLIP moored off San Diego, California in
4000 m deep water. The source level was 195 dB re 1 �Pa at
1 m. The receiver denoted by R was an autonomous vertical
line array moored just east of Hawaii in water about 5300 m
deep. The vertical receiving array consists of 20 hydro-
phones at 35-m spacing �1.75 wavelengths at 75 Hz� be-
tween 900- and 1600-m depth, below the sound-channel axis
�650-m�. The receiving array is located 3250 km away from
the source. The geodesic acoustic path is depicted in Fig. 1
along with the bathymetry, indicating no significant feature.
Sound speed profiles between the source and receiving array
can be found in Fig. 5 of Ref. 4.

The tomography source transmitted a phase-modulated
maximal-length shift-register sequence �m-sequence� at the
carrier frequency of 75 Hz with a bandwidth of W
=37.5 Hz. The m-sequence contains 1023 binary digits �or
chips� and the period of the sequence is 27.28 s with each
digit consisting of two carrier cycles. The number of periods
for each transmission was a mix of 20, 40, or 80 correspond-

20-element
AVLA

Source
@ 652-m

3250 kmR �

CA

Hawaii

FIG. 1. �Color online� Acoustic path from the 75-Hz source S suspended
from R/P FLIP off southern California to the vertical receiving array R
moored east of Hawaii at approximately 3250 km range along with the
bathymetry �reproduction of Fig. 1 in Ref. 4�.
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ing to approximately 10-, 20-, or 40-min, with 2 or 4 hours
between transmissions. The sampling frequency at the re-
ceiver was fs=300 Hz.

Figure 2 shows two 20-min AET receptions in time/
depth format on JD321 and JD322 �28 h apart�, respectively,
displaying distinctive arrival patterns. The delay spread is
about 6 sec. The early arriving wavefronts are visible but
weak while a majority of the energy is concentrated on the
later arrivals associated with low-order modes propagating
near the sound-channel axis. The later arrivals with signifi-
cant energy will be utilized for acoustic communications as
opposed to the early identifiable rays used for typical acous-
tic tomography data analysis.4

The binary m-sequence can be interpreted as a binary-
phase shift-keying �BPSK� communication signal with an
information rate of 37.5 bits /s. Alternatively, it can be
treated as a direct sequence �DS� or pseudonoise �PN� spread
spectrum signal24 where each 1023 chip sequence represents
a single information bit with a much slower data rate,25 i.e.,
1 bit every 27.28 s. In this paper, we will analyze the
m-sequence as a BPSK communication signal with a data
rate of 37.5 bits /s. For communications processing, the re-
ceived data are complex demodulated to baseband and then
sampled at twice the symbol rate �i.e., 75 Hz� facilitating use
of a fractionally sampled DFE in Sec. V.

IV. CHANNEL ESTIMATION

Acoustic tomography processing coherently combines
multiple periods of the m-sequence in order to extract the
low-level signal at long ranges4 as presented in Fig. 2. Now
that the tomography signal is treated as a BPSK communi-
cation signal, it is possible to track the channel continuously
at the symbol rate �37.5 Hz� so that we can evaluate how
rapidly the channel is evolving. In the analysis that follows,
the 40-period, 20-min long transmission on JD321 shown in
Fig. 2�a� will be examined.

Using the known sequence of symbols, the temporal
evolution of the channel response over the first 5-min period
is shown in Fig. 3 for a single receiver �Ch#1� at the top of
the vertical array �935-m�. Note that about 3-s delay spread
captures all the significant arrivals within 10 dB from the
maximum. This truncated version of the channel response
will be used for time reversal processing in Sec. V. Coarse
synchronization of the start time was accomplished by cor-
relating with one period of the m-sequence. Channel estima-
tion is carried out using an exponentially weighted recursive
least squares �RLS� algorithm26 with forgetting factor of �
=0.9995. Signal fading is visible in the early identifiable
arrivals while the final 1 s of the arrival exhibits a highly
variable complicated structure associated with scattering of
near-axial energy by internal waves.4 The 3-s delay spread
corresponds to intersymbol interference of approximately
110 symbols at the symbol rate �37.5 Hz�.

To further examine the temporal variations of the chan-
nel, the channel response can be correlated with the initial
channel estimate, equivalent to the generalized q�t�
function8,27 for a single channel �i.e., M =1� such that

q�t;�� = g�− t;0� � g�t;�� , �1�

where g�t ;�� is the response of the channel at delay time t to
an impulse applied at time � and � denotes convolution. The
magnitude �correlation� and phase of the complex base-
banded version of q�0;�� function is displayed in Fig. 4. It
should be mentioned that the phase tracking result shown in
Fig. 4 �lower panel� is similar to the one presented in Ref. 5.
The initial phase slope up to 300 s corresponds to a Doppler
shift of fd=0.0015 Hz.

As expected, the channel correlation steadily deterio-
rates and reduces to 3 dB at around 800 s �or 13-min�. Inci-
dentally, Worcester et al.4 reported that the coherence time
for acoustic tomography is on the order of 13 min �about 28
periods�. Our analysis of other AET transmissions, however,
indicates that the coherence time measured by the 3-dB
down criterion could be much shorter. For example, the data

D
ep

th
(m

)

(a) AET: 321003800

0 1 2 3 4 5 6 7

1000

1200

1400

1600 75

80

85

90

95

100

Delay Spread (s)

D
ep

th
(m

)

(b) AET: 322043800

0 1 2 3 4 5 6 7

1000

1200

1400

1600 75

80

85

90

95

100

FIG. 2. �Color online� Acoustic intensity �dB� as a function of time delay
spread and hydrophone depth for two ATOC AET receptions on �a� JD321
�321003800� and �b� JD322 �322043800�. Early arriving wavefronts are
visible but weak, while a majority of the energy is concentrated on the later
arrivals in the last 2–3 sec.
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FIG. 3. �Color online� Temporal evolution of the channel response for Ch#1
at the top of the vertical array �935-m� on JD321 reception shown in Fig.
2�a�.
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corresponding to Fig. 2�b� are found to have the coherence
time less than 5-min �12 periods�. Thus, the plots in Fig. 2
are obtained from coherent averaging of just 12 periods of
the m-sequence after appropriate Doppler processing.4

Of course the 3-dB loss is not acceptable for this low-
energy signal and requires more frequent channel updates to
minimize the mismatch between the actual and assumed
channels over the 20-min long reception. In fact, the channel
updates will be performed every one or two periods for best
performance as shown in Sec. V.

V. RECEIVER AND PERFORMANCE

The proposed receiver for processing the AET data is
illustrated in Fig. 5 where passive time reversal multichannel

combining is followed by a single channel decision-feedback
equalizer.8 The spatiotemporal matched filter or demodula-
tion filter corresponds to the channel response Gi�f�
=G

0
*�f�H

i
*�f� where G0�f� is the signal transmitted �i.e., rect-

angular envelope� and Hi�f� is the channel impulse response,
since the received data are a convolution of the two signals.
In our approach, phase tracking is conducted prior to the
DFE so that the DFE focuses mainly on eliminating the re-
sidual ISI. We employ a decision-feedback carrier phase es-
timate based on the maximum likelihood �ML� criterion.24

To accommodate the channel variations addressed in
Sec. IV, frequent channel updates will be incorporated as
illustrated in Fig. 6. The initial channel estimates from the NT

training symbols are applied as matched filters to the next
block of L symbols for time reversal demodulation using the
receiver in Fig. 5. The estimated L data symbols can be used
to update the channel estimates, which then are applied to the
next block of L symbols for demodulation, and so on. For the
channel estimates, we will use the least mean square �LMS�
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FIG. 4. The magnitude �correlation� and phase of the complex-basebanded
version of the q function versus time.
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algorithm for faster execution24 while the single channel
fractionally sampled DFE �K=2� employs the RLS algorithm
in our analysis. This hybrid approach allows for keeping the
computational complexity minimal.

The performance of time reversal communications
with continuous channel update applied to the data
�JD321003800, Fig. 2�a�� is displayed as a scatter plot in Fig.
7�a�. The output SNR is 7.3 dB using all 20 elements of the
vertical array �M =20� with a bit error rate �BER� of
49 /34782. For the same data set, Ref. 5 employed a multi-
channel DFE with integrated phase tracking and Doppler
compensation and reported 6.3 dB output SNR. Note that
explicit Doppler processing �resampling� was not required in
our approach although phase tracking was carried out by a
decision-directed carrier phase estimate. The number of frac-
tionally spaced feed-forward taps in the equalizer is chosen
to be 60 corresponding to about 0.8 s, which is much shorter
than the 3-s delay spread �see Fig. 3� resulting from temporal
compression of time reversal. The number of feedback taps
in the equalizer is set to 30. The LMS step size for channel
estimation is �=0.00025 and the RMS forgetting factor for
the adaptive DFE is �=0.9995. The number of training sym-
bols and update block size are NT=3�1023 �3 periods� and
L=2�1023 �2 periods�, respectively.

In terms of computational complexity, the total number
of parameters for the adaptive DFE is 90�=60+30� in addi-
tion to the channel estimation computations. Since the fast
LMS algorithm is employed for channel estimation, it takes
about 5-min on a conventional desktop workstation to pro-
cess the 20-min long transmission using all 20 array ele-
ments. In contrast, the multichannel DFE approach in Ref. 5
involved 3600 parameters when using all 20 elements and,
thus, used the LMS algorithm for the DFE. As pointed out in
Sec. II, the impact of the number of receivers in the time
reversal approach is minimal due to the subsequent process-
ing by a single channel DFE.

The performance of time reversal communications for
a number of different transmissions over a 2-day period

�JD321–JD322� is presented in Fig. 8 in terms of BER when
M =20 �circles� and M =10 �triangles�. Transmission 1 refers
to the data analyzed above �JD321003800, Fig. 2�a��. The
BERs are on the order of 10−3 using M =20 and increase to
approximately 10−2 when using only 10 elements �M =10�.
The best performance with a BER of 1 /34782 and 9.3 dB
output SNR using M =20 is obtained from transmission 5
�JD322043800� shown in Fig. 2�b�.

To this point, time reversal communications at basin
scale has been demonstrated exploiting the spatial diversity
of a vertical array for individual 20-min long transmissions.
It might also be possible to achieve similar diversity from
temporal variations of the channel, provided that the channel
responses are sufficiently uncorrelated with each other. Re-
call from Sec. IV that the channel coherence time for the

FIG. 7. �Color online� Performance of time reversal communications in terms of scatter plot: �a� vertical array diversity from M =20 elements and �b� temporal
diversity combined from M =17 transmissions over a 2-day period �JD321–322� for a single element �Ch#1�. The output SNR is 7.3 dB for both cases.
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FIG. 8. Performance of time reversal communications in terms of BER for
different transmissions over a 2-day period �JD321–322� using vertical array
diversity when M =20 �circles� and M =10 �triangles�. Transmission 1 refers
to JD321003800 �Fig. 2�a��. The best performance is obtained from trans-
mission 5 �JD322043800� displayed in Fig. 2�b�.
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AET data is in the vicinity of 5–13 min. To examine tempo-
ral diversity, we have selected a single element �Ch#1� and
combined a total of 17 transmissions made over a 2-day
period �JD321–JD322� with transmissions separated by 2 or
4 hr �two of them are shown in Fig. 2�. In other words, this
is single receive element communications with diversity be-
ing obtained from the multiple transmissions separated much
longer than the coherence time. The resulting scatter plot is
shown in Fig. 7�b� with a comparable performance of 7.3 dB
and BER of 16 /19368. Some of the 17 transmissions were
only 10-min long and, thus, we processed just the first
10-min of data for each transmission. Note that all the pa-
rameters employed are identical except that the update block
size is reduced by a half, i.e., L=1�1023 �one period� to
compensate for some fast-varying receptions.

VI. SUMMARY AND CONCLUSIONS

During November 1994, broadband acoustic signals
were transmitted from a 75-Hz source to a 20-element,
700-m vertical array at approximately 3250 km range in the
eastern North Pacific Ocean as part of the acoustic engineer-
ing test of the acoustic thermometry of ocean climate project.
The AET tomography signal consisted of repetitions of a
m-sequence containing 1023 digits with two carrier cycles
per digit, which was treated as a BPSK communication sig-
nal with an information rate of 37.5 bits /s. Although the
multipath arrivals spanned 5–8 sec, most of the energy was
contained by the later arrivals associated with low-order
modes in the last 2–3 sec. The AET array data were pro-
cessed using time reversal multichannel combining with fre-
quent channel updates to accommodate channel variations
over the 20-min receptions, followed by a single channel
fractionally sampled DFE. The excellent performance using
all 20 elements �vertical spatial diversity� with low compu-
tational complexity demonstrated the feasibility of time re-
versal communications even at basin scale. In addition, the
comparable performance of single receive element commu-
nications using multiple transmissions illustrated that tempo-
ral diversity is as effective as spatial diversity.

ACKNOWLEDGMENTS

This work was supported by the Office of Naval Re-
search under Grant No. N00014-06-1-0128. We are grateful
to Matthew Dzieciuch for providing the AET data and asso-
ciated tomography analysis software.

1V. Capellano, “Performance improvements of a 50 km acoustic transmis-
sion through adaptive equalization and spatial diversity,” in Proc. of
Oceans’97, 569–573 �1997�.

2A. Plaisant, “Long range acoustic communications,” in Proc. of
Oceans’98, 472–476 �1998�.

3D. Kilfoyle and A. Baggeroer, “The state of the art in underwater acoustic
telemetry,” IEEE J. Ocean. Eng. 25, 4–27 �2000�.

4P. Worcester, B. Cornuell, M. Dzieciuch, W. Munk, B. Howe, J. Mercer,

R. Spindel, J. Colosi, K. Metzger, T. Birdsall, and A. Baggeroer, “A test of
basin-scale acoustic tomography using a large aperture vertical array at
3250-km range in the eastern North Pacific Ocean,” J. Acoust. Soc. Am.
105, 3185–3201 �1999�.

5L. Freitag and M. Stojanovic, “Basin-scale acoustic communications: A
feasibility study using tomography m-sequences,” in Proc. MTS/IEEE
OCEANS’01, 2256–2261 �2001�.

6G. Edelmann, T. Akal, W. Hodgkiss, S. Kim, W. Kuperman, H. Song, and
T. Akal, “An initial demonstration of underwater acoustic communication
using time reversal mirror,” IEEE J. Ocean. Eng. 27, 602–609 �2002�.

7D. Rouseff, D. Jackson, W. Fox, C. Jones, J. Ritcey, and D. Dowling,
“Underwater acoustic communications by passive-phase conjugation:
Theory and experimental results,” IEEE J. Ocean. Eng. 26, 821–831
�2001�.

8H. C. Song, W. S. Hodgkiss, W. A. Kuperman, T. Akal, and M. Stevenson,
“Multiuser communications using passive time reversal,”IEEE J. Ocean.
Eng. 32, 915–926 �2007�.

9D. R. Dowling, “Acoustic pulse compression using passive phase-
conjugate processing,” J. Acoust. Soc. Am. 95, 1450–1458 �1994�.

10T. C. Yang, “Differences between passive-phase conjugation and decision-
feedback equalizer for underwater acoustic communications,” IEEE J.
Ocean. Eng. 29, 472–487 �2004�.

11M. Stojanovic, J. A. Capitovic, and J. G. Proakis, “Adaptive multi-channel
combining and equalization for underwater acoustic communications,” J.
Acoust. Soc. Am. 94, 1621–1631 �1993�.

12J. C. Preisig, “Performance analysis of adaptive equalization for coherent
acoustic communications in the time-varying ocean environment,” J.
Acoust. Soc. Am. 118, 263–278 �2005�.

13M. Stojanovic, “Retrofocusing techniques for high rate acoustic commu-
nications,” J. Acoust. Soc. Am. 117, 1173–1185 �2005�.

14G. Edelmann, H. Song, S. Kim, W. Hodgkiss, W. Kuperman, and T. Akal,
“Underwater acoustic communication using time reversal,” IEEE J.
Ocean. Eng. 30, 852–864 �2005�.

15H. C. Song, W. S. Hodgkiss, W. A. Kuperman, M. Stevenson, and T. Akal,
“Improvement of time reversal communications using adaptive channel
equalizers,” IEEE J. Ocean. Eng. 31, 487–496 �2006�.

16H. C. Song, W. S. Hodgkiss, W. A. Kuperman, W. Higley, K. Raghuku-
mar, T. Akal, and M. Stevenson, “Spatial diversity in passive time reversal
communications,” J. Acoust. Soc. Am. 120, 2067–2076 �2006�.

17T. C. Yang, “Correlation-based decision-feedback equalizer for underwater
acoustic communications,” IEEE J. Ocean. Eng. 30, 865–880 �2005�.

18H. C. Song and S. M. Kim, “Retrofocusing techniques in a waveguide for
acoustic communications �L�,” J. Acoust. Soc. Am. 121, 3277–3279
�2007�.

19H. C. Song, W. S. Hodgkiss, and S. M. Kim, “Performance prediction of
passive time reversal communications �L�,” J. Acoust. Soc. Am. 122,
2517–2518 �2007�.

20J. Flynn, J. Ritcey, D. Rouseff, and W. Fox, “Multichannel equalization by
decision-directed passive phase conjugation: Experimental results,” IEEE
J. Ocean. Eng. 29, 824–836 �2004�.

21A. Song, M. Badiey, H. C. Song, W. S. Hodgkiss, M. Porter, and KauaiEx,
“Impact of ocean variability on coherent underwater acoustic communica-
tions during the Kauai experiment �KauaiEx�,” J. Acoust. Soc. Am. 123,
856–865 �2008�.

22J. Gomes, A. Silva, and S. Jesus, “Adaptive spatial combining for passive
time-reversed communications,” J. Acoust. Soc. Am. 124, 1038–1053
�2008�.

23M. Fink, “Time-reversed acoustics,” Sci. Am. November, 91–97 �1999�.
24J. Proakis, Digital Communications �McGraw-Hill, New York, 2001�.
25T. Yang and W.-B. Yang, “Performance analysis of direct-sequence

spread-spectrum underwater acoustic communications with low signal-to-
noise ratio input signals,” J. Acoust. Soc. Am. 123, 842–855 �2008�.

26S. Haykin, Adaptive Filter Theory �Prentice-Hall, Upper Saddle River, NJ,
2002�.

27T. Yang, “Temporal resolutions of time-reversed and passive-phase conju-
gation for underwater acoustic communications,” IEEE J. Ocean. Eng. 28,
229–245 �2003�.

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Song et al.: Basin-scale time reversal communications 217



The prolate spheroidal wave functions as invariants of the time
reversal operator for an extended scatterer in the
Fraunhofer approximation

Jean-Luc Robert
Philips Research North America, 345 Scarborough Road, Briarcliff Manor, New York 10510

Mathias Fink
Laboratoire Ondes et Acoustique, ESPCI, Université Paris 7, 10 rue Vauquelin, 75005 Paris, France

�Received 6 February 2008; revised 17 October 2008; accepted 20 October 2008�

The decomposition of the time reversal operator, known by the French acronym DORT, is widely
used to detect, locate, and focus on scatterers in various domains such as underwater acoustics,
medical ultrasound, and nondestructive evaluation. In the case of point-scatterers, the theory is well
understood: The number of nonzero eigenvalues is equal to the number of scatterers, and the
eigenvectors correspond to the scatterers Green’s function. In the case of extended objects, however,
the formalism is not as simple. It is shown here that, in the Fraunhofer approximation, analytical
solutions can be found and that the solutions are functions called prolate spheroidal wave-functions.
These functions have been studied in information theory as a basis of band-limited and time-limited
signals. They also arise in optics. The theoretical solutions are compared to simulation results. Most
importantly, the intuition that for an extended objects, the number of nonzero eigenvalues is
proportional to the number of resolution cell in the object is justified. The case of three-dimensional
objects imaged by a two-dimensional array is also dealt with. Comparison with previous solutions
is made, and an application to super-resolution of scatterers is presented.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3023060�

PACS number�s�: 43.60.Fg, 43.20.Fn, 43.60.Tj, 43.80.Qf �TDM� Pages: 218–226

I. INTRODUCTION

The DORT method1,2 �French acronym for decomposi-
tion of the time reversal operator� is a time reversal based
method that can detect point-scatterers in a medium and ex-
tract their Green’s function. The Green’s functions can then
be used to focus on the scatterers without knowledge of the
medium. Applications of the method include autofocusing in
inhomogeneous media, adaptive correction of aberration in
medical images, detection of scatterers, or super-resolution.

The method consists first in a building the so-called
transfer matrix K���, at a given temporal frequency �. The
matrix coefficient Kij��� is the signal received by array ele-
ment i after a pulse has been transmitted by element j, as
seen in Fig. 1. Practically Kij��� is obtained by taking the
Fourier transform �FT� of the broadband signal received by
array element i. We omit the argument � in the following.
The time reversal operator is KKH, the product of the transfer
matrix by its Hermitian transpose. In the DORT method, the
singular value decomposition �SVD� of K is performed. It
yields K=USVH. U and V are unitary matrices containing the
singular vectors, and S is a diagonal matrix containing the
singular values. The singular vectors of K are the invariants
of the time reversal operator.

In the case of rigid point-scatterers, the theory is well
understood: The number of nonzero singular values is equal
to the number of scatterers, and the singular vectors corre-
spond to the scatterers Green’s functions.2 Focusing on each
scatterer is achieved by backpropagation of the correspond-
ing singular vectors, or Green’s function.

A scatterer is considered pointlike if its size is much
smaller than the resolution cell �Z /L, where L is the size of
the imaging aperture, and Z is the depth of the scatterer.

However, in media such as biological tissue, scatterers
can rarely be considered as point-scatterers. These media are
essentially constituted from incoherent scatterers �speckle� or
extended coherent scatterers. Example of coherent scatterers
includes vessels, microcalcifications, or kidney stones. These
scatterers are typically the size of one or a few resolution
cells.

The goal of this paper is to study the invariants of the
time reversal operator in the case of such extended objects.
Speckle has been addressed in another paper.3

Most of the results derived in this paper are already
familiar to researchers in the field of scattering theory. That
is because the time reversal operator is equivalent to a linear
mapping from incident fields to scattered fields. The singular
representation of the linear mapping has been extensively
studied in electromagnetism4 or optics.5 The problem is also
related to finding the number of degrees of freedom of an
image.6,7 Those papers, especially the one from Pierri et al.,4

provides a complete mathematical treatment of the problem.
However, the formalism in those papers is distant enough
from our present problem to justify a new paper. None of
them is dealing with acoustics fields or the time reversal
operator formalism.

In Sec. II, a theory for small rigid objects is presented.
The equations are written and solved for the case of the
Fraunhofer approximation. In this case, the solutions are
known as the prolate spheroidal functions.8–10
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The theoretical solutions are compared to simulation re-
sults presented in Sec. III. In this section, we also consider
the problem of Green’s function estimation and focusing. We
present a study identifying under which conditions good fo-
cusing can be achieved from the backpropagation of the first
singular vector.

A theory of DORT with cylindrical objects has been
proposed by Aubry et al.11 They proposed a solution based
on Hermite–Gaussian modes for scatterers much larger than
the resolution cell and a solution based on Legendre polyno-
mials for scatterers whose size is about the resolution cell.
Our analysis is based on slightly different approximations
and on flat objects, yielding the prolate spheroidal functions
as solutions in both categories of scatterers. In Sec. IV, we
will show that asymptotically our solutions approach the so-
lutions of Aubry et al.

Finally, an application to super-resolution is presented in
Sec. V.

II. THEORY

A. Expression of the time reversal operator for an
extended object

1. Continuous formalism

For any given frequency, the signal received by the ar-
ray, R���= �R1��� ,R2��� , . . . ,RM����T �Ri��� defined as the
signal received by the ith element of the receive array, M
being the number of elements, and T designating the trans-
pose operation� is linked to the transmit signal E���
= �E1��� ,E2��� , . . . ,EM����T by the transfer matrix1,2 K:

R = KE. �1�

The matrix coefficient Kij��� is the signal received by array
element i after a pulse has been transmitted by element j, as
seen in Fig. 1.The time reversal operator is defined as KKH.

Equation �1� can be rewritten with explicit summation

Ri = �
j=1

M

KijEj , �2�

where M is the number of elements. Using a continuous
formalism is easier in this case. We introduce XT and XR, as

azimuth of a point of the array in transmission and in recep-
tion, respectively. In the continuous formalism, XT and XR

replace, respectively, the discrete indices j and i. Equation
�2� becomes

R�XR� = �
−L/2

L/2

K�XR,XT�E�XT�dXT, �3�

where L is the length of the array and K�XR ,XT� is called the
kernel of the integral equation, and is the equivalent of the
matrix K in discrete formalism. The matrix coefficients are
given by Kij =K�Xi ,Xj�, where Xi is the azimuth position of
element i. The discrete and continuous problems can be con-
sidered as equivalent if the sampling requirements are met,
which is the case in most arrays.

2. Kernel in the Fresnel approximation

The kernel can easily be derived in the case of the
Fresnel approximation. This is done in Appendix A. For an
object whose scattering distribution is d�x�, we find �Eq.
�A5�� that the kernel is, modulo a phase factor that depends
only on Z,

K�XR,XT� = ej��XR
2 /�Z�ej��XT

2/�Z�

�FT�d�x�ej��x2/�Z��	XR + XT

�Z

 , �4�

where FT stands for the Fourier transform. Equation �4�
is related to the Fresnel transform of the object scattering
distribution �where the Fresnel transform of a function d�x�
is defined as �d�x�ej���X − x�2/�Z�dx=ej��X2/�Z��d�x�ej��x2/�Z�

�e−j2��xX/�Z��dx�. Basically, the amplitude of the kernel is
given by the Fresnel transform of the object. The amplitude
depends only on XR+XT, which gives the particular symme-
try of the matrix with respect to the diagonal �anti-Toeplitz�
�see Fig. 2�.

FIG. 1. Setup showing the array and the extended scatterer whose length is
a. The coefficient Ki,j of the transfer matrix is acquired by transmitting a
pulse from element j and receiving with element i.

FIG. 2. �Color online� �a� Amplitude of the coefficients of the K matrix for
an object of size a, such as a2��Z �Fraunhofer approximation�. In this case,
the amplitude is given by the FT of the object. For a rectangular object, this
yields a sinc function. �b� Same plot for a larger object �a2=64 mm, while
�Z=10 mm� The phase term in the Fresnel transform can no longer be
neglected. Bottom: Amplitude along the diagonal in the two cases. The sinc
pattern �c� and Fresnel transform of a square aperture pattern �d� are noticed.
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3. Kernel for objects of size a2<�Z

For an object small enough, FT�d�x�ej�x2/�Z����XR

+XT� /�Z� may be approximated by FT�d�x����XR+XT� /�Z�.
The variation of the parabolic phase term is negligible over a
short distance. This approximation is known as the Fraun-
hofer approximation and will be considered true for the re-
maining of the derivations. We are assuming the Fraunhofer
approximation in the object plane only, and not for the array
plane. The condition for the object size is a2��Z. A typical
depth in medical ultrasound is Z=50 mm, and typical wave-
lengths range from �=0.2 mm �linear arrays� to �
=0.5 mm �phased arrays�. In simulation, this approximation
seems to be reasonable for scatterers whose size is a
�4 mm �linear arrays� or a�10 mm �phased�; this in-
cludes most coherent scatterer sizes in medical ultrasound,
for example.

Under the Fraunhofer approximation, Eq. �4� becomes

K�XR,XT� = ej��XR
2 /�Z�ej��XT

2/�Z�FT�d�x��	XR + XT

�Z

 . �5�

The amplitude of the kernel is given by the FT of the object.
We also assume that the object has a rectangular scatter-

ing distribution �1 inside the object and 0 outside the object�
and is centered on the axis. Its FT is then a sinc function. The
expression of the kernel simplifies to

K�XR,XT� = ej��XR
2 /�Z�ej��XT

2/�Z� sinc	�a�XR + XT�
�Z


 . �6�

In practice, the transfer matrix K is measured. As men-
tioned above, it is the discrete equivalent of the kernel. The
matrix coefficients are therefore given by Eq. �6� under the
Fraunhofer approximation. The amplitude of the coefficients
of K is shown in Fig. 2 for two objects. The first one met the
Fraunhofer approximation, and the sinc pattern is well no-
ticeable. The second object is larger. In this case, the phase
term in Eq. �4� can no longer be neglected and the amplitude
is given by the Fresnel transform of the rectangular object.

B. Invariants of the time reversal operator: The
prolate spheroidal functions

Finding the invariants of the time reversal operator is
equivalent to computing the singular functions of the kernel
K�XR ,XT� �in the continuous formalism� The singular func-
tions of the kernel are a set of functions E�X� and R�X�
constituting an orthonormal basis of the transmit �respec-
tively, receive� arrays, and such that

�R�XR� = �
−L/2

L/2

K�XR,XT�E�XT�dXT, �7�

where � is the associated singular value. Using Eq. �6�, we
obtain

�R�XR�ej�−�XR
2 /�Z�

= �
−L/2

L/2

sinc	�a�XR + XT�
�Z


E�XT�ej��XT
2/�Z�

�dXT − L/2 � XR � L/2. �8�

As the sinc kernel is Hermitian, Eq. �8� can be solved by
choosing a function, W�X,� such as

W�X� = R�X�ej�−�X2/�Z� = E�− X�ej��X2/�Z�. �9�

Equation �8� then becomes

�W�XR� = �
−L/2

L/2

sinc	�a�XR + XT�
�Z


W�− XT�dXT

= �
−L/2

L/2

sinc	�a�XR − XT�
�Z


W�XT�dXT − L/2

� XR � L/2. �10�

Equation �10� is a well-studied second order Fredholm equa-
tion, with Hermitian kernel, and the solutions have been de-
rived by Slepian and Pollack.8 They are called the prolate
spheroidal wave-functions. These functions have also been
studied in optics9,10,12 in problems closely related to the one
addressed in this paper. In another paper,4 studying the num-
ber of degrees of freedom of radiated fields, they are used to
solve problems mathematically similar to the present one,
both in the Frauhhoffer and in the Fresnel approximation.
The prolate spheroidal wave-functions depend on only one
parameter N=La / ��Z�, which can be interpreted as the num-
ber of resolution cell in the objects. Boyd13 provided a good
mathematical overview of the solution.

The main result is that the number of nonzero singular
values is proportional to the parameter N, which in our case
is the number of resolution cells that fit in the object. More
precisely, the N first singular values are equal, and the fol-
lowing singular values drop rapidly to zero. This is an intui-
tive result. Indeed, as a generalization of the DORT theory
for pointlike objects, we could expect the number of nonzero
singular values to be the number of resolved points in the
object. Thus the number of nonzero singular values is a mea-
sure of the object size.

The singular vectors �the prolate spheroidal functions�
have the interesting property to be the invariants of the finite
FT �FT limited to a finite aperture� In other words, eigenvec-
tors in the array space or in the object space have the same
shape, since the field in the object plane is given by the FT of
the emitted signal �Eq. �A1��.

The prolate spheroidal functions are also the natural ba-
sis of the space of simultaneously band-limited and time-
limited functions. No functions can be completely band lim-
ited and time limited simultaneously, but the prolates are the
closest functions to fit this description. They are the most
concentrated simultaneously in time and frequency. This is
why they are of such interest in information theory, signal
processing, and optics. The consequence of this property in
our application is that they maximize the concentration of
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energy simultaneously in the array plane and the object
plane. The five first prolate spheroidal functions are plotted
in Fig. 3 for N=1 and N=10.

The invariants of the time reversal operator are derived
from the prolate functions using Eq. �9�:

Ri�X� = Wi�X�ej��X2/�Z�,

Ei�X� = Wi�− X�ej�−�X2/�Z� = Wi�X�ej�−�X2/�Z�, �11�

where Wi�X� is the ith prolate function, and the last equality
is due to the symmetry of the functions.

If the rectangular object is not centered on the axis, but
still close enough so that the Fraunhofer approximation
holds, the kernel in Eq. �6� contains a linear phase term
exp�j�2�x0�XR+XT� /�z�� corresponding to the offset be-
tween the object’s center at x=x0 and the axis. The solutions
in Eq. �11� become Ri�X�=Wi�X�ej�2��X2+x0X�/�Z� and Ei�X�
=Wi�X�ej�−2��X2+x0X�/�Z�.

The phase of the singular vectors corresponds to a fo-
cusing on the object center �geometric delay�.

These results are valid for small objects in the Fraun-
hofer approximation, such as a2��Z. Solutions for larger
objects, in the more general Fresnel approximation, are de-
rived in Refs. 4 and 5. It is shown analytically that the num-
ber of nonzero singular values is still proportional to the
number of resolution cell. The singular vectors can still be
expressed using the prolate functions plus an additional
phase term. However, the analytical form of the singular vec-
tors is not very important in this case, because for large
objects, the nonzero singular values are nearly identical and
therefore the observed invariants are often a mixture of sev-
eral theoretical singular vectors. In previous work,4,14 it is
shown in simulation that the result for the number of nonzero
singular values being equal to the number of resolution cells
can be generalized to the near-field as well. This is linked to
more fundamental results about the number of degrees of
freedom of the image of an object through a finite
aperture.6,7,15

III. RESULTS

A. Results with a one-dimensional array

1. Object with N=10

An extended object has been simulated with field II.16

The parameters were the following: �=0.2 mm �center fre-
quency�, a=4 mm, Z=50 mm, and L=25 mm, which
yields N=La /�Z=10.

The theoretical singular values are compared with the
simulation results in Fig. 4. There is a good agreement be-
tween theory and simulation. The number of nonzero singu-
lar values is about N, as predicted in Sec. II. In simulation,
the singular values start decreasing earlier. This is due to the
fact that the directivity of the elements was not taken into
account in the theory. The directivity could be taken into
account using perturbation theory.11

It is also interesting to look at the evolution of the sin-
gular values with the frequency in Fig. 5. The number of
nonzero singular values increases versus the wavelength.
This is shown in Fig. 5 �right� where the singular values have
been normalized by the first one to remove the effect of the
bandwidth. This is a typical property of prolate functions.10

This is in agreement with the fact that resolution increases
with frequency. Thus more resolution cells fit in the object.

A few singular functions obtained in simulation are
compared to the prolate functions �analytical solutions� in
Fig. 6. In practice, it is not always easy to observe the prolate
with a rectangular object, as the first few singular vectors
have nearly identical singular values. The shape of the sin-
gular functions is also in agreement with experimental re-
sults obtained by Aubry et al.11

2. Scatterers whose size is about the resolution cell
„N=1… “resonance region”

Another important case are the scatterers whose sizes
are close to the imaging wavelengths. This is called the reso-
nance region. They are particularly hard to characterize in an

FIG. 3. �Color online� Five first spheroidal prolate functions amplitude for
N=1 �left� and N=10 �right�.

FIG. 4. Analytical �solid� and simulated �dashed� singular values for an
object with N=10. The difference is likely due to the element directivity.

FIG. 5. �Color online� Left panel: Singular values as a function of the
frequency. The bell shape is due to the bandwidth of the transducer. On the
right panel, the singular values have been normalized to get rid of the band-
width effect. As the frequency increases, more points are resolved in the
object, and therefore the number of nonzero singular values increases.
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image. This can be the case for the microcalcifications. For
the example of N=1.2, Figs. 7 and 8 show a very good
agreement between simulation and theory for the singular
values �Fig. 7� and for the amplitude of the singular vectors
�Fig. 8�.

B. Application to Green’s function estimation and
focusing

As seen in Eq. �11�, the solution in homogeneous media
is the homogeneous Green’s function of the object center
modulated by the prolate functions. The amplitude modula-
tion originates from the interferences among several points
of the object. The same result can be generalized to a hetero-
geneous medium, if the isoplanatic patch �the region where
all the points see the same heterogeneity17� is about the size
of the object or larger. In the heterogeneous media case, the
invariants become

Ri�X� = Wi�X�ej��X2/��Z�+��X��,

Ei�X� = Wi�X�ej�−�X2/��Z�−��X��, �12�

where ��X� is the additional phase term due to the propaga-
tion through the heterogeneities. Indeed the signals received
by different elements propagate through different media with
different speeds of sound.18,19 Equation �12� can be seen as
the Green’s function in heterogeneous media modulated by
the prolate functions.

The estimation of Green’s function in heterogeneous
media is an important problem, since the Green’s function
can be used to focus on the corresponding point. Backpropa-

gating a point Green’s function can be seen as time reversing
the signal coming from the point. When only point-scatterers
are present, the DORT method is very efficient in determin-
ing Green’s functions and focusing1,2,20 without any knowl-
edge on the medium. In speckle, the focused DORT
�FDORT� method can be used.3 Improving the focusing leads
to better image quality, with better resolution and contrast.
This is particularly important in medical imaging. This area
is known as aberration correction.3,21–23

As a result of the amplitude modulation, the Green’s
function cannot be estimated as precisely from extended ob-
jects as from point-scatterers. For example, if one considers
the first invariant, one will have a good estimate of the
Green’s function for the central elements in the array where
the amplitude is important, but no estimate for the outer el-
ements where the amplitude is zero.

If the object is relatively small, e.g., one or two reso-
lution cells, the width of the amplitude function is still close
to the array width, as seen in Fig. 8 �top� and the effect is
negligible. The first invariant can be considered almost as the
Green’s function of a point scatterer located at the center of
the object. The focusing is illustrated in Fig. 9, where the
field resulting from the backpropagation of the four first in-

FIG. 7. Analytical �left� and simulated �right� singular values for an object
in the so-called resonance region �the object is about the size of the reso-
lution cell� with a parameter N=1.2 in this case. One singular value is
dominant but a second singular value has also a relatively large value. This
second singular value is important in order to differentiate the object from a
point scatterer.

FIG. 8. Absolute value of the amplitude of the first two invariants for N
=1.2. The first invariant is on top. Left: Analytical solutions �the two first
prolate functions� Right: Simulation results. The agreement is very good.

FIG. 9. �Color online� Field resulting from the backpropagation of the first
four invariants for the small object �resonance region� The first invariant
�top left� yields a focusing comparable to the Green’s function of a point.
The other invariants cannot be used for focusing because of the lobes.

FIG. 6. Left: Absolute value of the amplitude of the prolate functions for
N=10 �first, third, sixth, and tenth functions are shown�. Right: Amplitude
of the time reversal invariants obtained in simulation for an object such as
N=10.
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variants for the small objects are shown. The first invariant
leads to a sharp focus. The same focusing ability is observed
in the presence of a phase aberration.

For a larger object, a loss of resolution occurs, because
of the narrow amplitude factor seen in Fig. 6. As a result, the
focal spot obtained by time reversal of the first invariant is
broad. The field resulting from the backpropagation of the
first invariant is shown in Fig. 10. The larger the object, the
broader the focal spot will be.

Moreover, if the object is not flat but has a complicated
shape, the kernel of Eq. �7� is no longer a sinc, and the
solution W will likely be complex, and not real like the pro-
late. In this case, the phase of the invariants will be equal to
the phase of the Green’s function plus the phase of W, ac-
cording to Eq. �11�. The phase estimate is then biased, which
cannot be easily compensated.

To conclude, an extended object can still be used to
estimate Green’s function if its size is relatively small, but
larger objects, especially if they have a complex shape, may
introduce an error in the estimate.

C. Results with a 2D array

Most of the new medical imaging ultrasound probes are
two-dimensional arrays of transducers �2D array� that image
a three-dimensional �3D� volume. It is then useful to look at
the analytical solutions for some objects extended in the two
dimensions �azimuth and elevation�.

1. DORT with a 2D array

With a one-dimensional �1D� array, the emitted signal
was described by a vector E whose coefficients correspond
to each element of the array. With a 2D array, the vector
needs a priori to be replaced by a matrix with coefficients
Ei,j with i referring to the azimuth and j referring to the
elevation. Let I and J be the numbers of elements in the
azimuth and elevation dimensions, respectively. For the
DORT method, it is easier to index each pair of element �i , j�
by a single number �, 1	�	 I ·J. Thus the emitted signal
can still be represented by a vector with I ·J coefficients E�.
The same is done in receive, and a transfer matrix K2D whose
size is I ·J� I ·J can be built. The SVD of K2D is then per-

formed. The singular vectors have I ·J coefficients and can be
remapped to the I�J 2D array.

2. Invariants

The solutions have a simple form if the object scattering
distribution is separable in Cartesian coordinates, d�x ,y�
=d�x�d�y�. This is the case, for example, for a wire aligned
with one of the array dimensions �we have then d�x ,y�
=
�x�1�y�, where 
�x� is the Dirac function� or for a rectan-
gular plate �d�x ,y�=box�x�box�y�, where box is the box
function� In the case where the scattering distribution is
separable, the kernel is also separable �this results from the
separability of the FT�. Due to symmetry, the solutions are
separable as well, and we have R�X ,Y�=RX�X�RY�Y�, where
RX and RY are solutions to the respective 1D equations along
each array dimension, and E�X ,Y�=EX�X�EY�Y�. This is de-
rived in Appendix B.

The number of singular values is NxNy �where Nx

=Lx .ax /�Z with Lx and ax are, respectively, the array and
object sizes in the x dimension and Nx is the number of
resolution cell in the x dimension�, i.e., the number of 2D
resolution cells in the object.

Selected invariants for a 2D rectangular plate imaged
with a 2D array are shown in Fig. 11.

IV. COMPARISON WITH PREVIOUS WORK

Aubry et al.11 proposed a solution based on Hermite–
Gaussian modes for scatterers much larger than the reso-
lution cell �when the edge effects of the array are negligible�,
and a solution based on Legendre polynomials for scatterers
whose size are about the resolution cell �in this case, the edge
effect is dominant�.

We can find these functions as asymptotic limits of our
solutions. We consider here the 1D case for simplicity. For a
small parameter N �the number of resolution cell in the ob-
ject�, or near the edges, the prolate functions can be approxi-
mated by Legendre polynomials.13

Similarly, for large N, the prolate functions can be well
approximated by Hermite–Gaussian modes, with a width
equal to 1 /�N.13

FIG. 10. �Color online� Backpropagation of the first invariants for the object
with N=10. Because of the narrow amplitude of the first prolate function,
the resolution is poor.

FIG. 11. �Color online� Selected invariants for a simulated rectangular plate
imaged with a 2D array. The object size was roughly five resolution cells in
azimuth �3 resolution cells in elevation. The invariants can be described by
a Cartesian product of prolate functions. Here the modes are shown: �a�
�1,1�, �b� �1,2�, �c� �2,3�, and �d� �3,5�.
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Wi�X�  e−NX2/2Hi��NX� ,

where Hi is the ith Hermite polynomial.
The interest in the prolate functions is that they avoid

the transition between the Legendre polynomials and the
Hermite–Gaussian mode; there is a continuum. However, the
solutions based on Hermite–Gaussian modes seem to be
valid on a larger range of scatterers that do not necessarily
meet the Fraunhofer approximation. They cover the solutions
derived in Appendix B. In addition, the Hermite–Gaussian
modes in Ref. 11 can describe a cylindrical object, and not
only a flat object as in our case.

The prolate functions are better suited for scatterers in
the Fraunhofer regimen, in particular, in the transition region
between Legendre and Hermite–Gaussian solutions. Another
advantage of our solution is the result about the number of
nonzero eigenvalues. This could not be derived directly in
Ref. 11 because the finite size of the array was not taken into
account.

V. APPLICATION TO SUPER-RESOLUTION IMAGING

The problem with imaging scatterers whose size is about
the resolution cell is that they are difficult to differentiate
from pure point-scatterers on a conventional image. This is
backed up by the fact that they have one dominant singular
value. However, the other singular values are small but not
completely equal to zero and carry information on the object
size and shape. The second singular value is clearly nonzero
in Fig. 7, but even the following singular values are nonzero
when plotted on a logarithmic scale. The aim of inverse
methods is to use and amplify the information in the other
singular vectors. However, the noise limits the possible res-
olution because the information contained in the singular
vectors associated with too small singular values is corrupted
by the noise.12 Also, the accuracy of the model of the me-
dium used in the reconstruction seriously limits the
resolution.24 The inverse methods do not allow to reconstruct
the missing information lost during the propagation �high
spatial frequencies� and do not violate the law of physics.
Rather, they work by assuming additional information on the
object; in general, the assumption is that the edges are sharp.
For the algorithm considered below, the assumption is that
the variance is minimal.

Most inverse methods are based on the decomposition of
the covariance matrix, and a link between covariance matri-
ces and time reversal operator has been done by Gruber et
al.25 Therefore, the methods can be used directly with the
time reversal invariants. One of the algorithm is the mini-
mum variance, also known as Capon, algorithm. An expres-
sion of the minimum variance algorithm using DORT’s ei-
genvector is given in Ref. 24:

IML�P� =
1

�
i=1

M 1

�i ��U
i�G�P���

, �13�

where �i is the ith singular values, Ui is the associated sin-
gular vectors, and G�P� is the Green’s function of a point P,
computed from a model of the medium.

As an illustration, the minimum variance method has
been used with a small scatterer �N=1.2�, in a homogeneous
medium. The profile at the focal depth has been recon-
structed using the usual backpropagation method, and with
the minimum variance method �Fig. 12�. Then the same re-
sult is shown for a point-scatterer �Fig. 13�. A constant term
was added to each singular values in Eq. �13� to decrease the
sensitivity to very low singular values �as the inverse of the
singular values is taken, low singular values have a high
impact on the result� and therefore to improve the robust-
ness. The point- and extended-scatterers cannot be distin-
guished on the conventional profile but are clearly resolved
with the minimum variance method.

These methods are good for increasing the resolution in
the azimuth dimension, but not in the axial dimension �they
are monochromatic methods�. This is why some researchers
use them with an enclosing array, or cavity, in a setup similar
to tomography. Mast et al.26 and Waag et al.27 used a formal-
ism similar to ours �but in spherical coordinate and plane
wave approximations�. Their inverse method is also based on
variance minimization and accounts for multiple scattering.
More recent work account for heterogeneities.28 Lewis et
al.29 used an advanced inverse scattering method from the
electromagnetic inverse community to determine the shape
of microcalcifications and differentiate between clutter and
single microcalcifications. Another method used to achieve
super-resolution is the MUSIC algorithm.7,14,24 In Ref. 14, it is
applied to a similar problem of imaging an extended object.

VI. CONCLUSION

The invariants of the time reversal operator for a small
flat object, whose size a is such as a2��Z, are the prolate

FIG. 12. �Color online� Profile of the object at the center frequency. It is the
object convolved by the beam pattern �sinc�. It is then a low-pass filtered
version of the object �propagation act as a low-pass filter�. Right: Profile
obtained with the minimum variance algorithm. The real object is in dashed
line.

FIG. 13. �Color online� Same as Fig. 12, but for a point scatterer. With the
conventional profile, it is very difficult to distinguish between the point and
the extended object. With the minimum variance method, the difference is
obvious, and it is easier to assess the size of the scatterer.
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spheroidal functions. The number of nonzero singular values
is roughly equal to the number of resolution cells in the
object and therefore is a measure of the object size.

If the object is small enough �a few resolution cells�, the
first invariant is a good estimate of the Green’s function and
can be used for focusing. For larger objects, the estimate is
only good for central elements and a loss of resolution oc-
curs.

It has been shown that the solutions previously proposed
by Aubry et al.11 are asymptotic limits of the prolate func-
tions. The prolate solutions are particularly well suited for
the Fraunhofer regimen. The Hermite–Gaussian modes of
Aubry et al.11 may be better suited for larger objects, and
when the objects are cylindrical.

Super-resolution methods such as the Capon estimator
can be used to enhance the information contained in the in-
variants associated with low singular values. This can be
used to differentiate between a point-scatterer and an object
whose size is about the wavelength.

The problems described here have been well studied in
scattering theory, in electromagnetism4 or optics. The time
reversal operator is equivalent as a forward linear mapping
from incident fields to scattered fields. It is related to the
more general problem of degrees of freedom. Further results
can be found in the corresponding literature.4–7,15

The derivations in this paper assumed a rigid scatterer.
For elastic scatterer, it has been shown,30,31 in the case of
pointlike objects, that additional singular vectors arises, cor-
responding to dipolar Green’s functions. This is probably the
case for extended objects as well. In Ref. 14, the MUSIC

algorithm is modified to account for both monopolar and
dipolar Green’s functions.

APPENDIX A: DERIVATION OF THE KERNEL IN THE
FRESNEL APROXIMATION

XT and XR are the azimuths of a point of the array, in
transmission and in reception, respectively. x is the azimuth
of a point in the object plane. Let d�x� be the scattering
distribution of the object, located at depth Z. The setup is
shown in Fig. 1. First, a signal E�XT� is transmitted by the
array. We consider here that x�Z and X�Z. Therefore, the
Fresnel approximation �see Chap. 4 in Ref. 32� can be used
to express the pressure field Pi�x� received by the object as
the Fresnel transform of E�XT�:

Pi�x� =
ej��Z2+x2/�Z�

Z
�

aperture
E�XT�ej��X2/�Z�e−j2��xX/�Z�dXT

= Kej��x2/�Z�FT�E�XT�ej��XT
2/�Z��	 x

�Z

 , �A1�

where K= ej��Z2/�Z�

Z depends only on Z, and FT�f�X���x /�Z�
stands for the FT of a function f�X� at frequency x /�Z. In-
terpreting the finite integral as a FT is valid if E�XT� is con-
sidered to be equal to zero outside of the aperture. The pres-
sure backscattered by the object, expressed in the object
plane at depth Z, is given by

Pb�x� = d�x�Pi�x� , �A2�

and finally the signal received by the array is given by the
Fresnel transform of Pb�x�:

R�XR� = Kej��XR
2 /�Z�FT�Pb�x�ej��x2/�Z��	XR

�Z



= K2ej��XR
2 /�Z�FT�d�x�ej��x2/�Z�FT�E�XT�

�ej��XT
2/�Z��	 x

�Z

�	XR

�Z

 . �A3�

Using the relationship relating the FT of a product of
functions to the convolution product of the FT of the func-
tions

FT�f�x�g�x���X� = FT�f�x���X� � FT�g�x���X� ,

where � is the convolution product, with f�x�
=d�x�ej��x2/�Z� and g�x�=FT�E�XT�ej��XT

2/�Z��� x
�Z

�, and noting
that

FT�FT�E�XT�ej��XT
2/�Z��	 x

�Z

�	 XT

�Z



= E�− XT�ej��XT
2/�Z�

yields

R�XR� = ej��XR
2 /�Z��

−L/2

L/2

FT�d�x�ej��x2/�Z��	XR + XT

�Z



�E�XT�ej��XT
2/�Z�dXT

− L/2 � XR � L/2 �A4�

the right-hand inequality for XR, as well as the bounds for the
integration, coming from the fact that no signal is received
�respectively, transmitted� outside of the aperture. Finally,

K�XR,XT� = ej��XR
2 /�Z�ej��XT

2/�Z�

�FT�d�x�ej��x2/�Z��	XR + XT

�Z

 . �A5�

The factor K of Eq. �A3� has been omitted for clarity
purposes.

APPENDIX B: INVARIANTS FOR 3D OBJECTS WITH
2D ARRAYS

1. Equation for the 2D problem

In two dimensions, the singular value equation becomes

�R�XR,YR�

= ej��XR
2+YR

2 �/�Z�
array

� kernel2D	XR + XT

�Z
,
YR + YT

�Z



�E�XT,YT�ej��XT
2+YT

2�/�ZdXTdYT

− L/2 � XR,YR � L/2, �B1�

where kernel 2D is the 2D Fresnel transform of the object or
the FT in the Fraunhofer approximation.
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kernel 2D = FT�d�x,y�ej
��x2+y2�

�Z �	 X

�Z
,

Y

�Z

 . �B2�

2. Analytical solutions for separable kernels

Solutions of Eq. �B1� have a simple form if the object
reflectivity function is separable in Cartesian coordinates
d�x ,y�=d�x�d�y�. In this case, the kernel is also separable
�property of the FT�. For symmetry reason, the solutions are
separable, too. R�X ,Y�=RX�X�RY�Y� and E�X ,Y�
=EX�X�EY�Y�. Equation �B1� finally becomes

�RX�XR�ej�XR
2 /�ZRY�YR�ej�YR

2 /�Z

=� kernelX	XR + XT

�Z

EX�XT�ej�XT

2/�ZdXT

�� kernelY	YR + YT

�Z

EY�YT�ej�YT

2/�ZdYT, �B3�

and the equations for the X and Y quantities can be solved
independently. For X, it yields

�RX�XR�ej�
XR

2

�Z =� kernelX	XR + XT

�Z

EX�XT�ej�XT

2/�ZdXT,

with kernelX=FT�d�x�ej��x2/�Z���X /�Z�. That is exactly the
equation we have for a 1D object with reflectivity d�x�.
There is a similar equation for Y.

The solutions of Eq. �B3� are then the products of the
solutions of the 1D equations. The singular value is the prod-
uct of the singular values of the two 1D problems.
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I. INTRODUCTION

In reflection seismology, ultrasound imaging in medical
applications, detection of defects in nondestructive testing,
underground mine detection and target detection using radar
or a sonar system, and so on, one seeks to identify the loca-
tion and shape of some scatterers by sending probing waves
and measuring the scattered waves, e.g., using scattering re-
lations. This is in general an ill-posed �nonlinear� inverse
problem. Imaging the whole medium using a general inverse
problem approach may be too complicated and too expensive
to be practical in many applications, for instance, if the im-
aging domain is large compared to the wavelength. If the
background medium is homogeneous and some simple
boundary condition is satisfied at the boundary of the target,
the inverse problem can be turned into a geometric problem,
that is, the problem of determining the shape of the target
from the scattered wave field pattern. Using nonlinear opti-
mization approach in this case is still difficult and computa-
tionally expensive.

Direct imaging methods, which are not based on nonlin-
ear optimization and hence do not require forward solver or
iterations, have attracted a lot of attention recently. If the
targets are small compared to the array resolution, the loca-
tion information can be obtained while the geometry in-
formation is not resolved. Several matched filter type of
algorithms have been developed for imaging or locating
point targets, for example, the multiple signal classification
�MUSIC� algorithm.1–4 Under the assumption of point tar-
gets the response matrix �defined in Sec. II� has a simple

structure. This structure is used in MUSIC and has also been
exploited to focus a wave field on selected scatterers using
iterated time reversal.5–10 The iterated time reversal proce-
dure corresponds to the power method for finding the domi-
nant singular vectors for the response matrix. However, with
the point target assumption, physical properties and the ge-
ometry of the target are neglected. More importantly an ex-
tended target is not a superposition of point targets. For ex-
tended targets the response matrix has a more complicated
structure. Recently a few MUSIC type of algorithms11–14

have been developed to image the location and shape of ex-
tended targets. A crucial step is to use resolution and noise
level based thresholding to determine how many singular
vectors of the response matrix span the signal space.

Although the generalized MUSIC algorithm for a single
frequency is capable of imaging different types of targets
with efficiency, robustness, and accuracy, provided full aper-
ture data are given, for limited aperture the results are typi-
cally not very good. Multiple frequencies should be used to
complement the lack of spatial aperture.

The MUSIC algorithm is based on the singular value
decomposition �SVD� of the response matrix. This decompo-
sition allows for an arbitrary complex phase; therefore, com-
bining different frequencies in a phase coherent way is not
direct. In this paper, we propose a multitone imaging algo-
rithm that makes use of coherent information in both phase
and space. In particular, we take advantage of phase coher-
ence from multiple frequency data to improve both reso-
lution of robustness of the imaging procedure. The crucial
points in our multitone algorithm are �1� physically based
factorization of the response matrix that transforms a passive
target detection problem to an active source detection prob-
lem and �2� a phase coherent imaging function that can su-
perpose multiple tones and multiple frequencies to take ad-
vantage of both spatial diversity �aperture� of the array

a�Electronic mail: shou@latech.edu
b�Electronic mail: khuang@fiu.edu
c�Electronic mail: ksolna@math.uci.edu
d�Electronic mail: zhao@math.uci.edu
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and/or the bandwidth of the probing signal. The proposed
method can be parallelized easily since the evaluation of the
imaging function at different grids is independent.

The outline of this paper is as follows. In Sec. II we
describe how to locate point targets using a method that we
call the multitone algorithm. In Sec. III, we generalize the
method to imaging of extended targets. Numerical experi-
ments are presented in Sec. IV.

II. RESPONSE MATRIX AND IMAGING POINT
TARGETS

Our imaging setup uses an array of transmitters that can
send out probing waves into the region of interest and an
array of receivers that can record scattered waves. Our mea-
surement data are the response matrix whose elements are
the inter-responses between array elements. The arrays can
enclose the region of interest �full aperture� or can have par-
tial aperture. For simplicity, we first consider an active array
when the array of transmitters and the array of receivers
coincide, moreover, time harmonic waves. Assume that there
are N transducers, which can function both as a transmitter
and as a receiver, and that are located at �1 , . . . ,�N. The Pij

element of the response matrix P is the received signal at
transducer j for a probing pulse sent out from transducer i.
Assume that there are M point targets located at x1 , . . . ,xM

with reflectivity �1 , . . . ,�M. The response matrix in the Born
approximation has the following simple structure using spa-
tial reciprocity:

Pij = �
m=1

M

�mG0�xm,�i�G0�� j,xm�

= �
m=1

M

�mG0��i,xm�G0�� j,xm� ,

where G0�x ,y� is free space Greens function and we suppress
the dependence on frequency. In matrix form we have

P = �
m=1

M

�mgmgm
T ,

where

gm = �G0��1,xm�,G0��2,xm�, . . . ,G0��N,xm��T,

m=1,2 , . . . ,M, are called illumination vectors, each of
which corresponds to the received signals at the array for a
point source at xm. For an active array, the response matrix is
square and symmetric with rank M in general. If the targets
are well resolved by the transducer array, i.e., the separation
distance between the targets is larger than the resolution of
the array, we have that the point spread function

��xm,xm�� = ḡm
T gm� � 0 if m � m�,

which means the wave field corresponding to the time rever-
sal of a point source at one target is almost zero at all
other targets. Hence ĝm=gm / �gm� and its complex conjugate
ḡ̂m can be regarded as the left and right singular vectors for
the response matrix P. In general this one to one correspon-
dence does not exit. However, one can show that gm, m

=1,2 , . . . ,M still span the signal space of P even if multiple
scattering among point targets is present based on the Foldy–
Lax formulation.1

Remark. Here we assume the simplest model for point
scatters. In general, a point scatterer may induce both mono-
pole and dipole for the scattered field. For example, the scat-
tered field for an acoustic point scatterer is the sum of mono-
pole �by contrast in compressibility� and dipole �by contrast
in density�.15,16 Our formulation and imaging function only
use the monopole component which works for hard scatter-
ers. We should be able to modify our imaging function to
take into account dipoles which will be discussed in our
future work.

To motivate our imaging algorithm consider first the
case with a point source at the mth scatterer location; the
vector of observations at the transducer array is then

g�xm� = �G0��1,xm�,G0��2,xm�, . . . ,G0��N,xm��T.

Phase conjugation at the mirror and backpropagation to the
imaging domain correspond to forming the imaging function
Im�x�=g�xm�Hg�x�, where x is a search point in the domain
and the superscript H denotes the transpose and complex
conjugate. Note that physical time reversal corresponds to
phase conjugation in frequency domain and then backtrans-
formation to time domain. In the inverse problem setting,
although xm is unknown, an estimate of ĝ�xm� can be ob-
tained �up to a constant phase� via the SVD of the response
matrix. The imaging function will peak at the source location
xm due to phase coherence; Im�xm�= �g�xm��2. In particular, if
we use normalized ĝ�x� and ĝ�xm� in the above imaging
function, it is an optimal matched filter.17–19 Classic Rayleigh
resolution theory gives that Im�x� will be supported in the
neighborhood of the source-point xm with a lateral resolution
of order �L /a. Here �=c0 /� is the wavelength, L is the
distance from the array to the source, a is the aperture of the
array, and c0 denotes the speed of propagation.

We compute the SVD of the response matrix to extract
dominant singular vectors �tones�. This matrix factorization
corresponds to turning passive targets into imaging sources
for the scattered wave. However, the SVD of a matrix is
unique up to a complex phase, e.g., if the following is a SVD
of P:

P = �
m

�mumvm
H,

where um�vm� are the unit left �right� singular vectors and �m

are the singular values of P, then ei�mum�ei�mvm� are also left
�right� singular vectors for arbitrary �m, m=1,2 , . . .. To over-
come the arbitrary phase in the SVD, we propose the follow-
ing modified imaging function for each pair of left and right
singular vectors um and vm, which we call a tone of the
response matrix:

Im�x� = �ĝH�x�um��ĝH�x�v̄m� .

First, this imaging function removes the phase ambiguity of
the SVD of the response matrix. Second, for well resolved
point targets,
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Im�x� = �ĝH�x�ĝ�xm��2.

Note that by “squaring” in this way, instead of using norm
square, we maintain the phase information, e.g., the phase
information is just linearly doubled. Next, we superpose the
dominant tones for the different frequencies to obtain the
general form of the multitone imaging function:

IM�x� = �
�

�����
m=1

M�

�ĝH�x;��um
���ĝH�x;��v̄m

�� . �1�

We remark that for an active array with the transmitters
and receivers coinciding, the response matrix P is complex
symmetric and can be factorized as P=U�UT. The imaging
function then becomes

IM�x� = �
�

�����
m=1

M�

�ĝH�x;��um
��2. �2�

In the general case when the transmitters and receivers do
not coincide, e.g., there are s transmitters located at �1 , . . . ,�s

and there are r receivers located at �1 , . . . ,�r, the response
matrix is of dimension s	r. The ijth element Pij then
records the response at jth receiver for a signal sent out from
ith transmitter. Define the illumination vector with respect to
the receiver array and transmitter array, respectively, as

gr�x� = �G0��1,x�,G0��2,x�, . . . ,G0��r,x��T

and

gs�x� = �G0��1,x�,G0��2,x�, . . . ,G0��s,x��T.

The response matrix in the Born approximation has the fol-
lowing form in the case of M point targets located at
x1 , . . . ,xM with reflectivity �1 , . . . ,�M:

P = �
m=1

M

�mgs�xm�gr
T�xm� .

Thus, the column and row space of P is spanned by gs�xm�
and gr

T�xm�, respectively. Accordingly the multitone imaging
function is constructed as

IM�x� = �
�

�����
m=1

M�

�ĝs
H�x;��um

���ĝr
H�x;��v̄m

�� . �3�

Here ĝ denotes the normalized illumination vector.
The frequency weight function ���� can in principle be

chosen to reflect the signal to noise ratio �SNR� of different
frequencies. However, here we will not discuss this issue and
use a uniform weighting. Note second that M� is the number
of significant tones which may vary with frequency. If there
are M point targets that are well resolved by all the frequen-
cies used, then M�=M. In general, e.g., for extended targets,
M� may be proportional to the resolution of frequency �.11,20

In particular, when there is strong noise present, e.g., low
SNR, M� is an important thresholding �regularization�
parameter.11 An important strength of the multitone algo-
rithm is that it is quite robust with respect to the choice of
M�. In particular, when the noise level is low, we can choose
it to coincide with the smaller dimension of the response

matrix. This is not the case for, for instance, the MUSIC
algorithm, described below, whose imaging result depends
more sensitively on the thresholding.

We summarize by stating that two important features of
the multitone imaging algorithm are as follows:

1. The SVD factorization of the response matrix turns a pas-
sive target detection problem into an active source detec-
tion problem. The principal component �tone� decompo-
sition of the response matrix takes the full array into
account simultaneously and extracts dominant informa-
tion or “tones” via the SVD, giving a robust imaging
scheme.

2. The imaging function exploits coherent phase information
via superposition of complex tones.

Next, we compare our multitone imaging algorithm with
two other popular imaging algorithms. For simplicity we dis-
cuss the active array case.

1. MUSIC. The MUSIC imaging function4 is based on the
projection to the signal space spanned by dominant sin-
gular vectors, which is equivalent to the following quan-
tity:

�
m=1

M

�ĝH�x�um�2,

where M is the dimension of the signal space that is
determined according to the resolution and/or the SNR
analysis.11,20 However, phase information is lost after
projection and hence it is difficult to superpose multiple
frequencies based on phase coherence. Thus, travel time
information is not effectively utilized in this implemen-
tation of the MUSIC imaging functional.

2. Kirchhoff migration. The Kirchhoff migration is a time
domain method which exploits travel time information
between pairs of transducers. After Fourier transform it
can be approximated in frequency domain21 by the fol-
lowing:

g̃H�x�PgS �x� = g̃H�x�	�
m=1

N

�mumvm
H
g̃�x� ,

where g̃�x� is Green’s function without the spatial decay-
ing factor �1 / �x�� and N is the number of transducers.
The above formula is similar to Eq. �1� for each fre-
quency except the following two main differences: �1�
our imaging function does not contain the weighting by
the singular values and �2� our imaging function intro-
duces a thresholding/regularization based on resolution
and/or SNR. These two differences mean that the multi-
tone imaging algorithm only separates signal space from
noise space and treats all dominant signals, i.e., domi-
nant singular vectors, equally. The motivation comes
from the following observations: a point target partially
blocked by other targets will contribute a singular vector
with smaller singular values. So our multitone imaging
function will increase the visibility of partially blocked
targets compared to Kirchhoff migration, as shown in
Figs. 2 and 3 in Sec. IV A. Also an extended target is not

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Hou et al.: Coherent direct imaging method 229



a superposition of point targets. For example, it is illus-
trated in Ref. 11 that each singular vector does not cor-
respond to a point on the boundary of an extended target.
The geometry of the boundary is embedded in the signal
space spanned by the dominant singular vectors collec-
tively. Hence the multitone imaging function will serve
to give a uniform illumination of the visible parts of the
boundary.

In summary our multitone imaging algorithm takes ad-
vantages of both approaches in a natural way. Like MUSIC,
our algorithm is based on the SVD of the response matrix
and a resolution and/or SNR based thresholding to extract
principal components �tones� from the full array information.
The principal components are used collectively and in a uni-
form weighting situation. This is particularly important for
imaging extended targets. The response matrix for an ex-
tended target can have many principal components.12,16,22–26

The collection of all these principal components contains
information about the extended target. On the other hand,
instead of using a projection operator as in MUSIC, we use a
propagation operator as in the Kirchhoff method which
maintains coherent phase information and allows linear su-
perposition of different tones �components� and multiple fre-
quencies. Only at locations with strong scattering are phases
of different tones and different frequencies in our imaging
function coherent. Like in the Kirchhoff method travel time
information is thus utilized in our imaging function. Our ap-
proach is based on gaining robustness via using the SVD of
the response matrix to extract coherent information and is
extremely simple to implement. We remark that other recent
approaches like the coherent interferometric �CINT�
method21 aim at extracting information via carefully
screened cross correlation computations of the observations.
This approach has been shown to work well in a strongly
heterogeneous environment but is less direct in its imple-
mentation.

III. EXTENDED TARGETS

A. Dirichlet boundary condition

We consider the situation with an extended target. First,
let us assume a Dirichlet boundary condition for the target,
i.e., a sound-soft target. Let 
 denote the target and 
c the
exterior of the target. Let G
�x ,y� be associated Green’s
function that solves

�G
�x� + k2G
�x� = ��x − y�, x,y � 
c � Rm,

G
�x,y� = 0, x � �
 ,

and a far field radiation boundary condition. The scattered
field at transducer � j corresponding to a point source at �i

follows from Greens formula and is

Pij = �
�


G0��i,y�
�G
�� j,y�

�
dy ,

where G0 is free space Green’s function. A physical interpre-
tation is that the source of the scattered wave field is a

weighted superposition of monopoles at the boundary. The
response matrix can be written as

P = �
�


g�y�	 �g
�y�
�


T

dy , �4�

where g�y� is the illumination vector for the homogeneous
background, which is known, and g
�y� is the illumination
vector

g
�y� = �G
��1,y�, . . . ,G
��N,y��T,

which is unknown.
Equation �4� gives a factorization of the response matrix

that separates the known and unknown components. Thus,
the response matrix is superposed from illumination vector
g�y�, where y belongs to the illuminated parts of the bound-
ary, e.g., where �g
�y� /� is not small. Therefore, we apply
SVD to the response matrix to extract the singular vectors
um�vm� and then use the imaging functions �2� for symmetric
active array and �3� if the transmitter array and receiver array
are different. This imaging function will peak at the well
illuminated parts of the boundary. Physically, the peak can be
explained by the fact that the boundary acts as a source for
the scattered field; thus also, iterated time reversal, i.e.,
power method for finding singular vectors, will give focusing
on the boundary. The thresholding strategy for extended tar-
gets introduced in Ref. 11 can be used to determine the
thresholding parameter by an optimal cutoff.

We remark that the unknown weight function �illumina-
tion strength� for the monopoles at the target boundary,
�g
�y� /�, is not uniform in general due to geometry of the
target, such as singularities and concavity of the boundary,
and/or the array configuration, such as illumination angles
and partial aperture. Locations on the boundary with stronger
wave field, i.e. better illuminated by the source, have more
weights. These factors will be reflected by the magnitude of
singular values for different singular vectors. In our multi-
tone algorithm each principal component will be given an
equal weight as long as its corresponding singular value is
above the noise threshold. That is why our imaging function
gives a fairly uniform intensity on the well illuminated
boundary. This is an important aspect of our approach: by
taking out the scaling of the tones by the singular values we
focus on the geometrical aspects of the extended scatterer
and compensate for differences in relative illumination
strength. Thus differential parts of the boundary are imaged
with a similar fidelity.

B. Neumann boundary condition

For a sound-hard target, with a Neumann boundary con-
dition for the extended target the response matrix has the
form

P = − �
�


	 �g�y�
�


g

T �y�dy .

In other words, the source of the scattered wave field is an
�unknown� weighted superposition of dipoles �g�y� /� at the
boundary. Therefore, the normal direction is part of the un-

230 J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Hou et al.: Coherent direct imaging method



known in the imaging function. As is done in Ref. 11 we will
incorporate a direction search in our imaging function, e.g.,
among a fixed collection of discretized directions, � j, j
=1,2 , . . ., we maximize the imaging function among these
directions at a searching point x. Our multitone imaging
function is then in the general case:

IM�x� = max
j
��

�

�����
m=1

M� 	 �ĝs
H�x;��
� j

um
�
	 �ĝr

H�x;��
� j

v̄m
�
� .

C. Limited or synthetic aperture

For single frequency and full aperture the MUSIC algo-
rithm typically works better than multitone. However, for
limited aperture or synthetic aperture with multiple fre-
quency data MUSIC may fail while multitone can work well.
We demonstrate below that the multitone algorithm works
well also in a case with limited or synthetic aperture.

D. Far field data

In Sec. II the response matrix is defined in terms of near
field data, with the sources and receivers in near field. In
some applications, the measurement data are far field data,
that is, the incident field is essentially a plane wave and the
far field pattern of the scattered field is recorded.

We now discuss briefly the case for far field data. For
Dirichlet boundary condition, the element of the response
matrix Pij corresponds to the far field pattern of the scattered
field in the jth direction due to an incident wave coming
from the ith direction:

Pij = u���̂ j;�̂ j� = ��
�


�u

�
�y;�̂i�e−ik�̂j·ydy ,

where the total field u is due to incident plane wave coming

from the direction �̂i, where �=−1 /4� for three dimensions
and �=−ei�/4 /8��k� for two dimensions.

In matrix form

P = ��
�


�u�

�
ĝH�y�dy , �5�

where

ĝ�y� = �eik�̂1·y, . . . ,eik�̂n·y�T,

and u� is the vector of total fields corresponding to the inci-

dent plane waves from �̂1 , . . . , �̂n. Equation �5� gives a
physical factorization of the scattered field into known and
unknown parts. The far field pattern is a superposition of the
far field patterns of point sources located on the boundary of
the target; however, we do not know the weight function
which depends on the total field. In other words, the scatter-
ing at the target boundary acts as “sources” for the scattered
field. In this far field setup, it is natural to use ĝ�y� as the
illumination vector as discussed in Ref. 12. The signal space
of the response matrix should be well approximated by the
span of the illumination vectors ĝ�y� with y on the well-
illuminated part of the boundary of the targets. Hence, we
only need to change the form of illumination vectors in the

multitone imaging function. Neumann type of boundary con-
ditions can also be dealt in a similar fashion as in the case
with near field data. See Ref. 12 for more details.

IV. NUMERICAL EXPERIMENTS

A. Point targets

First we show a few examples for point targets, targets
that are small compared to the resolution of the array. The
examples are two dimensional �2D� experiments and simula-
tions.

In the first numerical test, there are three targets with a
range of 30–40� �central wavelength�. The linear active ar-
ray is located at the left side and is composed of 21 trans-
ducers that are half wavelength apart, i.e., the aperture is
10�. The three targets are of size 0.5� each. We tested this
setup in both homogeneous and random media. The weakly
heterogeneous medium has a 5% standard deviation and the
correlation length is O���. Finite difference method is used
to solve the Helmholtz equation with perfectly matched layer
�PML� technique27 for 21 frequencies that are equally dis-
tributed between 0.9� and 1.1� with equal weight. The size
of grid in numerical scheme is � /10 in the 2D rectangle
domain. The star shows the true location of targets.

Figure 1 shows the SVD pattern for a fixed frequency
�0.9�� for these two cases. In the homogeneous medium,
there are only three dominant singular values. However, the
three singular vectors may not have a one to one correspon-
dence to the illumination vector of the three targets due to

0 5 10 15 20 25
0

1

2

x 10
−4

(a)

0 5 10 15 20 25
0

0.5

1

1.5

2

2.5
x 10

−3

(b)

FIG. 1. �Color online� SVD pattern of the response matrix.
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multiple scattering among the targets. In particular, the re-
flected wave from the rear scatterer will be mixed with the
reflection of the two front ones.

The numerical data used for imaging targets in hetero-
geneous medium are the scattered wavefield by the target
and the background heterogeneous medium, i.e., the differ-
ence of the two wavefields corresponding to the medium
with targets and the homogeneous medium, respectively. The
goal is to image dominant scatterers/targets without imaging
or knowing the details of the background medium, which is
very desirable in many practical applications. The situation is
also more difficult than using the difference data, i.e., mea-
suring the difference of the two wavefields corresponding to
the medium with targets and the same medium without tar-
gets, respectively. Figures 2 and 3 show the imaging results
using multitone imaging algorithm using different number of
frequencies and different number of leading singular vectors.
It shows clearly that

• superposition of coherent phases from multiple frequencies
improves range resolution;

• using the leading three singular vectors �the best SNR
thresholding� produces the best results; however, the imag-
ing result is not very sensitive to thresholding; and

• the partially blocked target has a better visibility compared
to the Kirchhoff migration for the reason discussed in Sec.
II.

As shown in Fig. 1, the SVD pattern is more compli-
cated in random medium due to multipathing. Figure 4
shows the imaging results using the multitone imaging algo-
rithm, which demonstrates the following:

• The location information of three point targets is not in-
cluded in the first three singular vectors.

• Involving more singular vectors, even without threshold-
ing, works well since only strong scattering at targets is
superposed coherently �in phase� across different frequen-
cies.

• Again the partially blocked target has a better visibility
compared to the Kirchhoff migration.

Finally we test our algorithms on real experimental data.
The data were kindly provided by Daniel D. Stancil and his
group at Carnegie Mellon University. In their experimental
setup, transmit array A and receive array B are used, as
shown in Fig. 5. The locations of transmitters and receivers
are different. The measurements were taken at 201 frequency
points ranging from 4 to 6 GHz. An absorbing wall is lo-
cated behind the test scenario.

Figure 6 shows imaging using data with different num-
bers of targets. The stars in each figure are the true locations
of targets.

B. Extended targets

In this section we test our multitone imaging algorithm
on extended targets with full aperture, limited aperture, and
synthetic aperture using near and far field data. All near field
data are simulated by solving the Helmholtz equation using
finite difference method with PML �Ref. 27� boundary con-

dition. For inverse problems, the forward solver is not re-
quired to be very accurate, we did not use any special treat-
ment at the target boundary, i.e., the standard five point
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FIG. 2. �Color online� Imaging point targets in homogeneous medium. Mul-
titone algorithm using 3 leading singular vectors and �a� 1 frequency, �b� 5
frequencies, and �c� 21 frequencies.
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stencil for centered difference is used at every grid node.
Far field data are generated using a boundary integral
method.12,28 The simulations are in 2D.

We give two examples with full or limited aperture near
field data, two examples with synthetic aperture near field
data, one example with full aperture far field data, one ex-
ample where sources and receivers do not coincide, and fi-
nally, one example with limited aperture far field data. For all
near field experiments, the transducers are about 200h �200
grid cells� away from the target and the forward data are
again generated using a finite difference method with the
PML technique.27 The multiplicative noise is modeled by
Pnoisy�i , j�=Re�P�i , j��a+Im�P�i , j��b, where a and b are
uniformly distributed in �1−c ,1+c�, where c is 10%. The
random medium or clutter is modeled as follows: The index
of refraction n�x� is a Gaussian with mean one and standard
deviation 10% and the correlation length is 10h, which is
comparable but less than the wavelength.

Figure 7 shows imaging of a single extended target in a
homogeneous medium. The full circular active array has 80
transducers surrounding the target. When a single frequency
is used the corresponding wavelength is �=16h. When three
frequencies are used, they correspond to wavelengths, �
=16h ,24h ,32h. The target is about 200h away from the ar-
ray and its size is about 80–100h. In this test, no threshold-
ing is used in the multitone imaging function. It is clear that
phases across different frequencies are superposed coher-
ently at the boundary only, where strong scattering happens.
Figure 8 shows imaging of the same target with limited ap-
erture data. Only half of the circular array from the bottom is
used.

Figure 9 shows the imaging of a sound-hard �Neumann
boundary condition� target with full aperture circular array
�80 transducers�. The array is about 200h from the center of
the target. Six equally spaced frequencies are used, with low-
est frequency �=32h and highest frequency �=16h.

We next test with synthetic aperture. We use the follow-
ing implementation of synthetic aperture. Let P be an 80-
by-80 response matrix corresponding to an active circular
array with full aperture �as above�, and Pn=Q�n :n
+19,n :n+19�, where n=1,11,21, . . . ,61, then the Pn’s are
the 20-by-20 response matrices with limited aperture and a
partial overlap. We use Pn at the same six frequencies as
above.

Figure 10 shows the multitone imaging function with
synthetic aperture data for a sound-soft �Dirichlet boundary
condition� object. The top one is the result for homogeneous
medium with clean simulated data. For the middle one, 10%
multiplicative noise is added to the data. The bottom one
shows imaging in a random medium with 10% standard de-
viation. The correlation length is about a wavelength.

In contrast, the MUSIC algorithm does not provide a
good imaging function for limited/synthetic aperture data.
Figure 11 shows the result using the MUSIC algorithm with
synthetic aperture data. The kite shape is not clear.

Finally we test the multitone imaging algorithm using
far field data. The only change made is in the form of the
illumination vector, i.e., using the far field pattern of Green’s
function. Figure 12 shows the multitone imaging function for
far field data with clean simulated data �left� and with 100%
multiplicative noise added to the simulated data �right�.
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FIG. 3. �Color online� Imaging point targets in homogeneous medium. Mul-
titone algorithm using 21 frequencies and �a� 5 leading singular vectors, �b�
21 singular vectors, and �c� Kirchhoff algorithm using 21 frequencies.
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Three wave numbers are used, k=5,6 ,7, so that the target
sizes are on the scale of the wavelength. The forward data
are here generated using the boundary integral method. In
this case 32 plane incident waves are used and the far field
data are collected at the same 32 directions.

We remark that the thresholding strategy discussed in
Ref. 11 is used for all the above examples of extended targets

except the first one. In principle, with thresholding only the
first few dominant singular vectors are used in the multitone
imaging function. This is known to be robust as long as the
leading singular values are well separated from the remain-
der. However, in our tests the results are not very sensitive to
the thresholding, which means that the multitone imaging
function is already quite robust and is easier to use in prac-

FIG. 4. �Color online� Imaging point targets in random medium. Multitone algorithm using 21 frequencies and �a� 3, �b� 5, �c� 10, �d� 15, and �e� 21 singular
vectors, and �f� Kirchhoff algorithm using 21 frequencies.
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tice. Thus we also expect that our imaging results are robust
with respect to numerical errors and artifacts by our numeri-
cal scheme that generates the data.

In the last set of tests, we show imaging with arrays that
have transmitters different from receivers, or plane wave in-
cident angles different from far field data angles. Figure 13

shows the multitone imaging function using wave numbers
k=5,6 ,7 for far field data with plane wave incident from the
right �16 directions� and far field pattern recorded on the left
�16 directions�. Dirichlet boundary condition is used.

Again, for limited aperture only part of the boundary
that is well illuminated is seen in the imaging function. Fig-
ure 14 shows the multitone imaging function using wave
numbers k=5,6 ,7 for far field data with limited aperture,
that is, only plane waves in a 180 deg angle are used �16
directions� and the far field data within the same angle are
recorded. Only the part of the kite boundary that is well
illuminated by the array can be observed in the imaging
function.

V. CONCLUSIONS

We propose a direct imaging algorithm, the multitone
method. The algorithm is simple and efficient because no
forward solver or iteration is needed. This method provides a
framework for balancing spatial diversity via the SVD with

FIG. 5. �Color online� CMU experiment setup.
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FIG. 6. �Color online� CMU experiment data imaging: �a� one target, �b� two targets, �c� four targets, and �d� eight targets.
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frequency diversity via superposition of coherent phases. By
taking advantage of phase coherence of multiple frequencies,
the imaging is enhanced and is robust with respect to noise.
The algorithm can deal with limited or synthetic aperture
data naturally as well as with different material properties
and different types of illuminations and measurements.
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FIG. 7. �Color online� Multitone algorithm using full aperture data with one
frequency �left� and three frequencies �right�.
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FIG. 8. �Color online� Multitone algorithm using limited aperture data �half
of the circular array from the bottom� with one frequency �left� and three
frequencies �right�.
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FIG. 10. �Color online� Synthetic aperture multitone imaging for a kite
shape with clean data on the top, 10% multiplicative noise in the middle,
and 10% random medium fluctuations on the bottom.
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FIG. 11. �Color online� MUSIC imaging function for a kite shape with clean
synthetic aperture data. The result is poor.
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FIG. 12. �Color online� Multitone imaging for a kite shape and a circular
shape using far field data with 100% multiplicative noise.
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FIG. 13. �Color online� Multitone imaging for a kite shape with incident
plane wave directions different from recorded far field data directions.
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Although several studies have documented the existence of sex differences in spontaneous
otoacoustic emissions �SOAEs� and transient-evoked OAEs �TEOAEs� in humans, less has been
published about sex differences in distortion-product OAEs �DPOAEs�. Estimates of sex and ear
differences were extracted from a data set of OAE measurements previously collected for other
purposes. In accord with past findings, the sex differences for TEOAEs were substantial for both
narrowband and wideband measures. By contrast, the sex differences for DPOAEs were about half
the size of those for TEOAEs. In this sample, the ear differences were small for TEOAEs in both
sexes and absent for DPOAEs. One implication is that the cochlear mechanisms underlying
DPOAEs appear to be less susceptible to whatever influences are responsible for producing sex
differences in TEOAEs and SOAEs in humans. We discuss the possibility that differences in the
effective level of the stimuli may contribute to these outcomes.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3037231�
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I. INTRODUCTION

In humans, otoacoustic emissions �OAEs� exhibit
marked sex differences. Spontaneous OAEs �SOAEs� are
more numerous and stronger in females than in males, and
click-evoked OAEs �CEOAEs� are stronger in females than
in males �e.g., Bilger et al., 1990; Talmadge et al., 1993;
McFadden, 1993b, 1998; McFadden and Loehlin, 1995; Mc-
Fadden et al., 1996; McFadden and Pasanen, 1998, 1999;
McFadden and Shubel, 2003�. There appears to be an ear
difference overlaid on the sex difference. The number of
SOAEs and the strength of CEOAEs are greater in right ears
than in left ears �e.g., Bilger et al., 1990; Talmadge et al.,
1993; McFadden et al., 1996; McFadden and Pasanen, 1998,
1999; Khalfa et al., 2001�, although the magnitudes of these
ear differences are smaller than those of the sex differences.
Because these sex and ear differences exist in newborns as
well as in adults �Strickland et al., 1985; Burns et al., 1992,
1994; Morlet et al., 1995, 1996; Thornton et al., 2003;
Berninger, 2007�, and because OAEs appear to be reasonably

stable through life as long as there is no damage to the co-
chlea; e.g., Harris et al., 1991; Franklin et al., 1992; Burns et
al., 1993, 1994; Engdahl et al., 1994; Marshall and Heller,
1996; McFadden et al., 1996�, the implication is that the sex
and ear differences are produced by mechanisms operating
during prenatal development. Thus, the degree of exposure to
androgens is a likely candidate mechanism for these differ-
ences �especially the sex differences, see McFadden, 2002,
2008� simply because degree of prenatal exposure to andro-
gens is known to be responsible for so many other sex dif-
ferences in body, brain, and behavior �e.g., Nelson, 2005�.

The evidence available suggests that the sex and ear
differences in distortion-product OAEs �DPOAEs� may be
smaller than those for SOAEs and CEOAEs �Bonfils et al.,
1988; Gaskill and Brown, 1990; Lonsbury-Martin et al.,
1991; Moulin et al., 1993; Cacace et al., 1996; Dhar et al.,
1998; Bowman et al., 2000; O’Rourke et al., 2002; Dunckley
and Dreisbach, 2004; Keefe et al., 2008�. If confirmed, these
dissimilarities would have implications for theories about the
mechanisms underlying OAEs. Shera and Guinan �1999,
2003� have argued that one of the cochlear mechanisms un-
derlying DPOAEs is fundamentally different from that un-
derlying SOAEs and CEOAEs. Namely, SOAEs and

a�Author to whom correspondence should be addressed. Electronic mail:
mcfadden@psy.utexas.edu
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CEOAEs are thought to be primarily the result of a linear,
reflection-based mechanism, whereas DPOAEs are thought
to be the result of both the linear reflection mechanism op-
erating from a location on the low-frequency side of the pri-
mary tones, plus a nonlinear cochlear mechanism operating
near the location of the higher primary tone. An absence of,
or a diminution in, sex differences in DPOAEs relative to
SOAEs and CEOAEs would suggest that the linear,
reflection-based mechanism is subject to modulation by
some agent�s� such as androgens, but that the nonlinear
mechanism is not �or is less� subject to such modulation.

In an attempt to increase the available information about
the relative sizes of the sex and ear differences in DPOAEs
and other OAEs, we re-examined a set of data acquired by
Martin and his colleagues for other purposes. A small subset
of those data had been reported previously �Lonsbury-Martin
et al., 1991, Fig. 5�b��, but that report did not include all of
the subjects eventually tested. Because this data set con-
tained both DPOAEs and TEOAEs obtained on the same
subjects, we were able to compare the individual differences
in those measures as well as to estimate sex and ear differ-
ences.

II. METHODS

Each subject provided informed consent under a human-
research protocol approved by the University of Miami
School of Medicine’s Institutional Review Board. Each sub-
ject also received monetary compensation for participation in
the study.

A. Subjects

Because one of the interests of the original study was the
effects of aging on OAEs, the initial investigators �Lonsbury-
Martin et al., 1991� expended considerable effort to obtain
subjects with normal hearing ��20 dB hearing level or HL�
over the standard set of audiometric test frequencies. How-
ever, by necessity, some of the 50 year olds eventually in-
cluded in their data set did have hearing worse than this
target ��30 dB HL�, but only at one frequency in one or
both ears. Both SOAEs and DPOAEs have been shown to
decline in strength with increasing age in a similarly select
sample �Lonsbury-Martin et al., 1991; Whitehead et al.,
1995�, suggesting that even though hearing sensitivity re-
mains nominally normal, there apparently can be some age-
related degradation of the cochlear mechanisms responsible
for OAEs. �Note that age-related declines in both SOAEs
and DPOAEs suggest that both the linear and nonlinear co-
chlear mechanisms are being affected—see Shera and
Guinan, 1999, 2003.� Because here we wished to know about
the relative sizes of the sex differences in OAEs prior to
age-related declines, we restricted our subject pool to people
aged 15–35. A total of 51 females and 57 males satisfied the
age criteria. All subjects had normal tympanograms, normal
acoustic-reflex thresholds at 1.0 kHz both contralaterally and
ipsilaterally, hearing sensitivity of 20 dB HL or better in both
ears at the octave frequencies between 0.25 and 8.0 kHz, and
no history of hearing disorders.

Whitehead et al. �1993� demonstrated that SOAEs are
more numerous and stronger in Blacks and Asians than in
Whites, but little is known about ethnic or racial effects on
the sex difference in DPOAEs. Unfortunately, the question
could not be examined here because the number �N� of
Blacks and Asians was so small. To be cautious, we excluded
the 10 females and the 11 males who identified themselves as
Black or Asian, leaving in the data pool 41 females and 46
males who identified themselves either as White or Hispanic
�Whitehead et al. �1993� excluded Hispanics as well from
their study�. Also, subjects having OAEs 3.0 or more stan-
dard deviations from the mean of their group were excluded
from the data analyses for that specific condition, and when
ear differences were being assessed, only subjects having
acceptable data for both ears were included. Thus, the Ns for
individual conditions and comparisons varied but are shown
in the figures and tables.

B. General

The general data-collection procedures were described
in Lonsbury-Martin et al., 1991 and Whitehead et al., 1995.
Two characteristics of the stimuli used to produce DPOAEs
were atypical of current practice. The two primary tones
were equal in level, and that level �75 dB sound-pressure
level or SPL� was higher than typically used in recent years.
The possible effects of stimulus level are discussed in Sec.
IV. The primary tones used to collect DPOAEs ranged be-
tween 0.8 and 8.0 kHz in steps of approximately 0.1 octave.
Each frequency step was characterized using the geometric
mean of the primary tones. The strength of the DPOAE was
measured during presentations of the primary tones that
lasted approximately 90 ms. Also, a wideband TEOAE was
obtained using the nonlinear procedure and the default set-
tings provided by the Otodynamics ILO88 device. The de-
fault click value produced click stimuli averaging about
81 dB peak-equivalent SPL �peSPL� in the ear canals. That
wideband response then was filtered to obtain narrowband
TEOAE responses of about 0.1 octave in width.1

To simplify the analyses, we targeted four frequency re-
gions for analysis: 1.5, 2.0, 3.0, and 4.0 kHz. In order to
obtain measures as stable as possible, a mean level of the
distortion product was calculated across three conditions for
each target frequency for each subject. Those three condi-
tions were the ones having primary tones whose geometric
means were closest to each of the four target frequencies
�e.g., 1.409, 1.516, and 1.623 kHz for the nominal value of
1.5 kHz; and 3.729, 4.003, and 4.287 kHz for the nominal
value of 4.0 kHz�. A parallel procedure was used for the
TEOAE data. Specifically, means were obtained for each of
the four target frequency regions by averaging the measures
extracted with the filter set to the three frequencies closest to
the four target values. Prior to the calculation of these three-
frequency means, all obtained measures that exceeded the
mean for an individual frequency condition by 3.0 standard
deviations or more were deleted.

Note that the TEOAE frequency regions chosen for ex-
amination corresponded to the frequencies of the primary
tones used to collect the DPOAEs, not to the frequencies of
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the 2f1-f2 distortion products themselves. The reason for this
choice was that the DPOAE data were collected with rela-
tively intense primary levels �75 dB each�, meaning that the
predominant source of the 2f1-f2 component was the one re-
siding near the f2 location along the cochlear partition �Shera
and Guinan, 1999, 2003; Kalluri and Shera, 2001�.

In the majority of cases, data were available for both
ears of a subject, but in some cases the data for one ear were
excluded. Because only subjects having data for both ears
were included in the ear-difference analyses, the Ns available
for calculating ear differences �a within-subject difference�
were smaller than those available for calculating sex differ-
ences �a group difference�.

The sex and ear differences will be expressed in terms of
effect size, which was calculated here as the difference be-
tween the means of the two groups divided by the square
root of the weighted mean of their variances. Thus, effect
size is a measure like d� �Green and Swets, 1966�, which is
commonly used in psychoacoustical studies. Cohen �1992�
suggested that effect sizes of 0.2, 0.5, and 0.8 could be con-
sidered small, medium, and large, respectively. A measure
like effect size is preferable to the outcomes of statistical
tests when a large number of comparisons are to be made.
Here, a two-tailed t-test was calculated whenever an effect
size greater than 0.4 was obtained.

III. RESULTS

Both the sex differences and ear differences were
smaller for DPOAEs than for TEOAEs. The basic data are
shown in Figs. 1 and 2, and Table I shows the effect sizes for
the various sex and ear differences. The figures and the effect
sizes shown for the sex differences were based on the data
for all possible subjects; the effect sizes shown for the ear
differences were calculated using only those subjects having
data for both ears.

As can be seen by comparing the top and bottom halves
of Table I, the effect sizes for sex difference in DPOAEs
averaged about 0.25 while those for TEOAEs averaged about
0.56. For DPOAEs, only one of the ten sex differences ex-
amined achieved statistical significance, while for TEOAEs
seven of ten did. The most significant sex-difference com-
parison was for the TEOAE in the right ear at 4000 Hz �p
=0.0017� and when that value was corrected for the 11 t-tests
calculated �Darlington, 1990, pp. 249–251�, p=0.019. The
bottommost entries in Table I are for the wideband TEOAE
data.

Few other published studies provide the information
necessary to calculate effect sizes for comparison, but Mc-
Fadden and Pasanen �1999� and McFadden and Shubel
�2003� reported effect sizes of 0.76 and 0.84, respectively,
for the sex difference in a wideband TEOAE �not using a
nonlinear procedure like that used here; see footnote 1�. Also,
Thornton et al. �2003� obtained effect sizes of only about
0.20 for the sex difference in the overall TEOAEs obtained
from neonates using the ILO88 system, but the sex differ-
ences were substantially larger at high frequencies than at
low �their Fig. 5�, meaning that calculating the overall
TEOAE underestimates the sex differences at higher fre-
quencies. Unfortunately for current purposes, neither Mc-
Fadden and Pasanen �1999� nor Thornton et al. �2003� ob-
tained measures of DPOAEs from their subjects for
comparison with the TEOAEs.

Dunckley and Dreisbach �2004� measured DPOAEs
over a wide frequency range, and they did provide the infor-
mation necessary to calculate effect sizes. Unfortunately for
comparisons here, however, Dunckley and Dreisbach �2004�
used primary tones of unequal level, and they used such
strict exclusion criteria that about one-third of females and
two-thirds of males presenting with normal hearing were ex-
cluded from their study. Such a strong selection bias was
bound to have considerable effect on the outcomes. That
said, the effect sizes over the frequency range 1.0–5 kHz

FIG. 1. Level of the DPOAE produced by equal-level primary tones of
75 dB SPL located in the frequency regions indicated. For each designated
frequency region, the results for three pairs of primary tones were averaged;
see text. Only data from Caucasian and Hispanic subjects included. Flags
designate the standard errors of the mean.

FIG. 2. Strength of the TEOAE responses evoked by a click of about 81 dB
SPL. The averaged TEOAE waveform was analyzed in several narrowbands
as well as wideband. For the narrowband conditions, the levels shown are
for 0.1-octave bands centered approximately on the frequency values shown.
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averaged about 0.11, favoring the females; the effect sizes
over the range 6.0–10 kHz averaged about −0.37, favoring
the males; and the effect sizes over the range 11.0–15.0 kHz
averaged about 0.30, again mostly favoring the females. Be-
cause the exclusion criteria focused on the highest-frequency
regions, it is those data that were most likely to be affected
by the selection bias. All factors considered, the Dunckley
and Dreisbach �2004� data appear to confirm the conclusion
that sex differences for DPOAEs are small in humans.

The entries at the far right in Table I reveal that the ear
differences for TEOAEs were quite small �effect sizes aver-
aging about 0.17� and that the ear differences for DPOAEs
were essentially zero �effect sizes averaging about 0.07�.
None of these comparisons achieved statistical significance,
which is generally in accord with what is known about ear
differences in OAEs, although very little has been published
previously about ear differences in DPOAEs. In the past, ear
differences in TEOAEs and SOAEs have yielded effect sizes
of about 0.26 and 0.17, respectively �McFadden and
Pasanen, 1999�. Thornton et al. �2003� also reported small
effect sizes for the ear difference, especially when the left ear
was tested first. Keefe et al. �2008� reported significantly
stronger TEOAEs in the right ear than the left for newborns,
and no ear difference for DPOAEs, but no analyses of sex
differences were reported. Note that, for TEOAEs in Table I,
the effect sizes for the three lowest target frequencies and the
wideband condition were generally larger than those for the
4.0 kHz region. We have no explanation for this pattern.

Partial dissociations between DPOAEs and other types
of OAE have been observed following administrations of
ototoxic drugs �e.g., Wier et al., 1988; McFadden and
Pasanen, 1994; Whitehead et al., 1996�, and these dissocia-
tions are commonly interpreted as evidence in support of
DPOAEs originating from a different mechanism in the co-

chlea from the one�s� responsible for TEOAEs and SOAEs.
�The presence of a seasonal effect for the CEOAEs of rhesus
monkeys in the absence of such an effect for DPOAEs �Mc-
Fadden et al., 2006a� also can be interpreted as a dissociation
between types of OAE.� If DPOAEs and TEOAEs do origi-
nate from different underlying mechanisms, then one would
expect them to correlate less highly than do TEOAEs and
SOAEs. To test this inference, correlations were calculated
between DPOAEs and TEOAEs. The results are shown in
Table II, where the correlations are shown within frequency
region, within sex, and within ear. As can be seen, these
correlations averaged around 0.5, which is considerably
smaller than the correlation of about 0.76 previously reported
between TEOAEs and SOAEs �McFadden and Pasanen,
1999�. For the Ns involved here, correlations of about 0.32
and 0.42 would be required to be judged significantly differ-
ent from 0.0 with probability values of 0.05 and 0.01, respec-
tively �two-tailed�. Smurzynski and Kim �1992�, Moulin et
al. �1993�, and Gorga et al. �1993� also reported correlations

TABLE I. Effect sizes for the sex and ear differences shown in Figs. 1 and 2. Positive effect sizes correspond
to the mean OAE being stronger in females than males, or stronger in right ears than left ears; Ns for sex
differences are shown in Figs. 1 and 2; Ns for ear differences=28 /22 for female/male, except=28 /21 at
4000 Hz.

Condition

Effect sizes for

Sex difference Ear difference

Left ear Right ear Female Male

Distortion-product OAEs
1500 Hz 0.326 0.218 0.173 0.190
2000 Hz 0.274 0.296 0.000 0.007
3000 Hz −0.064 0.117 0.060 −0.041
4000 Hz 0.514a 0.271 −0.009 0.204

Mean= 0.263 0.226 0.056 0.090

Transient-evoked OAEs �nonlinear procedure�
1500 Hz 0.492a 0.668b 0.354 0.121
2000 Hz 0.432 0.405 0.358 0.186
3000 Hz 0.535a 0.402 0.175 0.277
4000 Hz 0.741b 0.804b −0.013 −0.115

Mean= 0.550 0.570 0.218 0.117
Wideband 0.621a 0.756a 0.413 0.087

aTwo-tailed t-test: p�0.05.
bTwo-tailed t-test: p�0.01.

TABLE II. Correlations between TEOAEs and DPOAEs, shown separately
for the various frequency regions, the two ears, and the two sexes. Ns for
females=35 /34 for Lt vs Lt and Rt vs Rt, except=33 /33 at 4000 Hz; Ns for
males=33 /32 for Lt vs Lt and Rt vs Rt, except=32 /32 at 4000 Hz.

Condition

Females Males

Left vs left Right vs right Left vs left Right vs right

1500 Hz 0.452 0.356 0.483 0.441
2000 Hz 0.527 0.442 0.451 0.465
3000 Hz 0.713 0.552 0.357 0.518
4000 Hz 0.246 0.413 0.404 0.634

Mean= 0.484 0.441 0.424 0.514
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of about 0.5–0.7 between TEOAEs and DPOAEs. In spotted
hyenas, the correlations between DPOAE strength in the
3.5–kHz region and wideband TEOAE strength were about
0.16 for females, about 0.01 for males, and about 0.10 when
the data were pooled across the 13 females and 14 males in
the various treatment groups �McFadden et al., 2006b�. For
rhesus monkeys, the previously unpublished correlations be-
tween DPOAEs and CEOAEs were about 0.41 and 0.28 for
all females combined and all males combined, respectively;
these values are for the fall, when the male OAEs were
weakest �see McFadden et al., 2006a�.

For completeness, we show in Table III the correlations
between left and right ears separately for DPOAEs and
TEOAEs in these same subjects. The correlations between
ears were generally larger than those between DPOAEs and
TEOAEs in the same ear. We note that the within-subject
correlations were generally similar in magnitude for
DPOAEs and TEOAEs. Were this outcome to be confirmed,
it would imply that the linear and nonlinear cochlear mecha-
nisms are about equally similar interaurally. For comparison,
Thornton et al. �2003� reported a correlation of about 0.56
between the TEOAEs measured in the two ears, also ob-
tained using the ILO88 system used here, and Berninger
�2007� obtained interaural correlations in the TEOAEs of
infants ranging from about 0.3 to 0.7 across his half-octave
analysis bands.

Note that the correlations shown in Tables II and III may
underestimate the values that would have been obtained had
the subjects originally not been so highly selected for hearing
sensitivity. That selection surely introduced a restriction of
the range of OAE strength.

In passing we note that, for this highly selected group of
relatively young subjects, hearing sensitivity was greater in
females than in males �compare McFadden, 1993a, 1998;
McFadden and Mishra, 1993�. Averaged across the four test
frequencies of interest here, the effect sizes for the sex dif-

ference were 0.45 and 0.59 for the left and right ears, respec-
tively. By comparison, the averaged effect sizes for the ear
difference in hearing sensitivity were only 0.05 and 0.14 for
females and males, respectively.

IV. DISCUSSION

Although some other investigators have analyzed for sex
and/or ear differences in DPOAEs �Bonfils et al., 1988;
Gaskill and Brown, 1990; Lonsbury-Martin et al., 1991;
Moulin et al., 1993; Cacace et al., 1996; Dhar et al., 1998;
Bowman et al., 2000; O’Rourke et al., 2002; Dunckley and
Dreisbach, 2004; Keefe et al., 2008�, this study is among the
first to compare the sizes of the sex and ear differences in
DPOAEs with those for TEOAEs in the same subjects. In
accordance with previous reports, both the sex and ear dif-
ferences for DPOAEs were smaller than those for TEOAEs.

When interpreting our various outcomes, the reader
needs to remember that the DPOAE data all were collected
with both primary tones at 75 dB SPL, and that may not be
the optimal level for seeing sex differences, ear differences,
etc. Also, the duration of the primary tones here was approxi-
mately 90 ms, not the longer presentations used by some
investigators.

Two anonymous reviewers of this paper noted that the
observed difference in the size of the sex difference for
CEOAEs and DPOAEs may be partly or wholly attributable
to differences in the effective level of the stimuli used to
produce these two types of OAE. Specifically, CEOAEs typi-
cally are elicited by click stimuli that range in level from
about 80 dB peSPL and below. Because the typical CEOAE
click is about 100 �s in duration or shorter, the bandwidth of
the click extends to 10.0 kHz or higher, meaning that even
with relatively strong clicks, the spectrum level of the typical
CEOAE click is only about 40 dB SPL or lower. To the
extent that the overall strength of the echo depends on the
local magnitude of displacement at various locations along
the length of the basilar membrane, then the CEOAEs ob-
tained with clicks of this sort are based on effective stimula-
tion that is weak locally. In contrast, the DPOAEs reported
here were measured with primary tones that were strong by
current standards: 75 dB SPL each. Thus, if the sex differ-
ence in OAE strength declined with increasing stimulus
level, then the smaller sex difference for DPOAEs than
CEOAEs in humans might be just a natural consequence of
the relative difference in effective strength of the stimuli
typically used to elicit the two types of OAE. That is, the
cochlear amplifier might be contributing comparatively more
to the typical CEOAE response than to the typical DPOAE
response.

To address this suggestion, we examined some DPOAE
data from an ongoing study and some CEOAE data from a
previous study. The DPOAE data were collected with a wide
range of levels for the primary tones and over three fre-
quency ranges. We obtained estimates of the strength of the
DPOAE for each subject in each frequency region for pri-
mary tones of both 71 and 50 dB SPL, and then we calcu-
lated effect sizes for the sex difference between the 36 males
and 13 females in that sample. The effect sizes, averaged

TABLE III. Correlations between the two ears for DPOAEs and for
TEOAEs measured at various frequencies. Ns for DPOAEs=28 /23 for
females/males, except=26 /23 at 4000 Hz; Ns for TEOAEs=28 /22 for
females/males, except=28 /21 at 4000 Hz.

Left ear
Condition

Females
Right ear

Males
Right ear

DPOAEs TEOAEs DPOAEs TEOAEs

DPOAEs
1500 Hz 0.812 ¯ 0.771 ¯

2000 Hz 0.764 ¯ 0.708 ¯

3000 Hz 0.679 ¯ 0.785 ¯

4000 Hz 0.680 ¯ 0.776 ¯

Mean= 0.734 ¯ 0.760 ¯

TEOAEs
1500 Hz ¯ 0.641 ¯ 0.751
2000 Hz ¯ 0.308 ¯ 0.683
3000 Hz ¯ 0.447 ¯ 0.647
4000 Hz ¯ 0.711 ¯ 0.646
Wideband ¯ 0.624 ¯ 0.877

Mean= ¯ 0.546 ¯ 0.721
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across frequency regions, were 0.50 and 0.58 for the 71 and
50 dB primaries, respectively. That is, the magnitude of the
sex difference was larger for the weaker primary tones, al-
though the increment was not large. In a previous study �Mc-
Fadden and Pasanen, 1998�, we collected CEOAE data from
57 males and 57 females using four click levels. For an
18 dB decrease in click level, the effect size for sex differ-
ence increased from 0.70 to 0.73. So, for both CEOAEs and
DPOAEs, we have evidence that the locally effective level of
the stimuli can affect the magnitude of the sex difference,
and in the same direction. Thus, the smaller sex differences
seen for DPOAEs than CEOAEs might be attributable in part
to the stimuli routinely used to elicit them.

While this insight is unquestionably important when it
comes to evaluating explanations for the difference between
DPOAEs and CEOAEs, it is less important practically. Re-
gardless of how much the difference in stimulus level may
contribute to the difference between the sexes in DPOAEs
and CEOAEs, DPOAEs will continue to be a poor measure
for investigators interested in sex differences in OAEs and
hormone effects on OAEs simply because measurements of
DPOAEs with truly weak primary tones typically are im-
practical, and the sex difference is invariably small when
moderate and strong primaries are used.

One way of thinking about the smaller sex difference for
DPOAEs than for CEOAEs is that the cochlear mechanisms
underlying the production of CEOAEs are sensitive to some
agent or agents operating differently in the two sexes at some
point early in development, and that the mechanisms under-
lying DPOAEs are less sensitive to those agents. Because
DPOAEs are thought to be the result of both the linear,
reflection-based mechanism that underlies CEOAE produc-
tion plus a nonlinear distortion mechanism operating near the
location of the f2 primary tone �Shera and Guinan, 1999,
2003�, a second implication of the present findings is that the
greater part of the DPOAE response in the ear canal origi-
nates from the nonlinear distortion mechanism, at least for
the primary levels used here �75 dB SPL each�. Otherwise,
the sex difference in DPOAEs should have been more simi-
lar to that seen for CEOAEs. One possible agent for the
production of the sex difference in the reflection-based
mechanism is exposure to androgens prenatally �McFadden,
2002, 2008�.

When evaluating explanations for the sex and ear differ-
ences in OAEs, it is necessary to consider whether differ-
ences in the acoustics of the outer or middle ears are playing
a major role. Perhaps the most compelling counterargument
is that many investigators adjust the levels of their stimuli in
the ear canal prior to collecting both TEOAEs and DPOAEs.
This procedure ought to greatly reduce, if not eliminate, any
group or individual differences in such dimensions as ear-
canal volume. Furthermore, Johansson and Arlinger �2003�
observed the human-typical sex difference in TEOAEs even
though there were no sex differences in middle-ear compli-
ance or middle-ear pressure in those same subjects. Also,
Keefe et al. �2008� reported that ear differences in vLo �the
equivalent middle-ear volume averaged from
0.25 to 1.0 kHz� and rHi �energy reflectance averaged from
2.0 to 8.0 kHz� do exist in infants, but those ear differences

did not explain the ear differences observed in the DPOAEs
or �nonlinear� TEOAEs of those infants. Margolis et al.
�1999� reported small, but significant, sex differences in
measures of wideband reflectance; however, those differ-
ences were primarily at frequencies below 1.0 kHz �their
Fig. 5�c��, and the sex differences in OAEs extend to fre-
quencies well above that. Elsewhere, one of us has argued
that the sex differences in OAEs may be attributable, at least
in part, to differential exposure to androgens during prenatal
development �McFadden, 2002, 2008�, and that the ear dif-
ferences may be attributable to asymmetries in the strength
of the efferent system �McFadden, 1993a, 1998�.

Sex and ear differences have been studied only infre-
quently in nonhumans, but the existing evidence does sug-
gest that stronger OAEs in females than males may be the
basic mammalian pattern. Rhesus monkeys �McFadden et
al., 2006a� and sheep �McFadden et al., 2008a, 2008b� show
stronger TEOAEs in females than in males, and, just as for
humans, the sex difference in rhesus monkeys and sheep was
smaller for DPOAEs than for TEOAEs. Lonsbury-Martin
and Martin �1988� observed humanlike sex and ear differ-
ences in the SOAEs of a colony of pigtail macaques, al-
though the number of males tested and the number of
SOAEs recorded both were small. The DPOAE data of Torre
and Fowler �2000� also contained a small humanlike sex
difference in the youngest group of their rhesus monkeys �all
of whom were middle-aged�. Valero et al. �2008� found sub-
stantial sex differences in the DPOAEs of a primitive New
World monkey, the marmoset, but little is yet known about
TEOAEs in that species. Guimaraes et al. �2004� reported
stronger DPOAEs in female CBA mice than in males. How-
ever, this difference was evident only in middle-aged mice,
not in young mice, suggesting that this sex difference actu-
ally might be attributable to differential age-related hearing
loss rather than a developmental difference in the two sexes.
McFadden et al. �1999� found no sex differences in the
DPOAEs of chinchillas even though an evoked-potential
measure of hearing sensitivity suggested that females were
more sensitive than males at high frequencies. It is interest-
ing that two amphibian species, leopard frogs and bullfrogs,
showed substantially stronger DPOAEs in females than in
males �Vassilakis et al., 2004�. Establishing whether there is
a common mammalian plan for sex and ear differences in
OAEs is difficult because TEOAEs and SOAEs generally
cannot be found in the small species commonly used for
auditory research, and as we have seen, the sex differences
exhibited by DPOAEs often are not representative of the sex
differences exhibited by TEOAEs or SOAEs in the same
ears.

Because the sex differences in TEOAEs and SOAEs ex-
ist in newborns as well as in adults �Strickland et al., 1985;
Burns et al., 1992, 1994; Morlet et al., 1995, 1996; Thornton
et al., 2003; Berninger, 2007�, a likely contributing factor to
those sex differences is the degree of exposure to androgens
during prenatal development �e.g., McFadden, 2002, 2008�.
The existence of smaller sex differences for DPOAEs than
for TEOAEs suggests that the nonlinear cochlear mechanism
believed to be primarily responsible for DPOAEs is less sus-
ceptible to the effects of prenatal androgen exposure than is
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the linear, reflection-based mechanism believed to be prima-
rily responsible for TEOAEs and SOAEs. This knowledge
has implications for the ultimate understanding of the mo-
lecular mechanisms underlying the sex differences in OAEs.

A. Comparisons across species

Over the years, DPOAEs and CEOAEs have been mea-
sured in several mammalian species as well as in humans.
One interesting outcome in the present context is that human
DPOAEs are considerably weaker than those in all other spe-
cies tested. For CBA mice, DPOAEs are quite strong, being
about 15–40 dB weaker than primary tones that ranged from
55 to 75 dB SPL over the range of about 10–40 kHz �Jime-
nez et al., 1999�. In rabbits, DPOAEs are about 25–30 dB
weaker than primary tones ranging from 45 to 75 dB SPL in
the vicinity of 7.0–10.0 kHz �e.g., Porter et al., 2006�. For
rhesus monkeys, spotted hyenas, sheep, and lemurs, the
DPOAEs were about 45–55 dB weaker than the primary
tones used to produce them �McFadden et al., 2006a, 2006b,
2008b�. For marmosets, they were about 50–57 dB weaker
�Valero et al., 2008�. For the humans in the present study, the
DPOAEs were about 65–70 dB weaker than the primaries,
in accord with the human studies summarized by Probst et
al. �1991�. Why human cochlear mechanics produce such
weak DPOAEs is not known.

Although the absolute strengths of the DPOAEs vary
across species, the absence of a large sex difference was
common to the DPOAEs of humans, rhesus monkeys, sheep,
and spotted hyenas. By comparison, the effect sizes for the
sex difference in marmoset DPOAEs were quite large
�Valero et al., 2008�; the sex difference in CEOAEs is cur-
rently being studied in marmosets.

Comparisons with non-mammals are complicated by the
marked differences in the mechanics of stimulation; never-
theless, Meenderink and Narins �2007� have reported
DPOAEs about 40–45 dB weaker than the primary tones in
the leopard frog, and Kettembeil et al. �1995� have reported
DPOAEs about 65–70 dB weaker than the primary tones in
chickens and starlings. So when it comes to DPOAE magni-
tude, humans are more similar to birds than to other mam-
mals. To our knowledge, no one yet has investigated sex
differences in the OAEs of frogs or birds.
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The primary purpose of this study was to determine whether the electrically evoked compound
action potential �ECAP� can be used to predict psychophysical electrical-field interaction patterns
obtained with simultaneous stimulation of intracochlear electrodes. The second goal was to
determine whether ECAP patterns are affected by recording location because differences might
influence the relation between ECAP and psychophysical measures. The third goal was to
investigate whether symmetrical threshold shifts are produced with phase inversion of the
interaction stimulus. Nine adults with Advanced Bionics cochlear implants participated. ECAP and
psychophysical thresholds were obtained for basal, middle, and apical probe electrodes in the
presence of a subthreshold interaction stimulus delivered simultaneously to each of seven to eight
interaction electrodes per probe. The results showed highly significant correlations between ECAP
and psychophysical threshold shifts for all nine subjects, which suggests that the ECAP can
adequately predict psychophysical electrical-field interaction patterns for subthreshold stimuli.
ECAP thresholds were significantly higher for recordings from the basal �versus apical� side of the
probe, which suggests that recording location may affect relations between ECAP and
psychophysical measures. Interaction stimulus phase inversion generally produced symmetrical
threshold shifts for psychophysical measures but not for half of ECAP measures. © 2009 Acoustical
Society of America. �DOI: 10.1121/1.3035842�

PACS number�s�: 43.64.Me, 43.64.Pg, 43.66.Cb, 43.66.Nm �BLM� Pages: 247–260

I. INTRODUCTION

Present cochlear implant �CI� speech-processing strate-
gies use pulsatile stimulation to circumvent the electrical-
field interaction problems associated with analog stimulation.
With pulsatile stimulation, current pulses are interleaved
across electrodes so that they do not overlap temporally. The
primary disadvantage of fully sequential stimulation is that
the per-channel and overall rates of stimulation are limited,
thus reducing the amount of information that can be pre-
sented to the auditory neurons. As a compromise, the stimu-
lation rate can be increased by presenting pulsatile stimula-
tion simultaneously to two or more far-spaced electrodes
chosen to minimize current field overlap. Overlap of current
fields can produce summation or subtraction of the electrical
field, depending on the relative phase of each current field.
Perceptual results can be either a change in loudness �and
consequently threshold� or a shift in pitch �Bierer, 2007;
Boëx et al., 2003; Buechner et al., 2008; de Balthasar et al.,
2003; Donaldson et al., 2005; Favre and Pelizzone, 1993;
Firszt et al., 2007; Shannon, 1983; Shannon, 1985; Stickney
et al., 2006; Townshend et al., 1987; Wilson et al., 2003�. It
is therefore of interest to determine the spatial extent to

which electrical fields spread, which may help to determine
how closely spaced electrodes can be if they are to be simul-
taneously activated. Further, it is of interest to determine
whether the effects of electrical-field interaction are the same
for psychophysical and physiological measures. If both mea-
sures show similar effects, then physiological measures
would have practical utility in predicting time-consuming be-
havioral measures of electrical-field interaction, which would
be particularly valuable for patients who are unable to pro-
vide reliable behavioral information. This latter issue was the
focus of the present study.

Several earlier studies have evaluated the psychophysi-
cal effects of simultaneous stimulation of two intracochlear
electrodes. The results show that the behavioral thresholds
on a single electrode are lower when a subthreshold stimulus
is presented simultaneously in phase to a second electrode.
Conversely, thresholds are higher when the added stimulus is
inverted in phase �Boëx et al., 2003; de Balthasar et al.,
2003; Favre and Pelizzone, 1993; Stickney et al., 2006�.
These findings indicate summation or subtraction of the elec-
trical fields prior to neural activation. Favre and Pelizzone
�1993� used psychophysical threshold to measure electrical-
field interaction patterns with in-phase and inverted-phase
monopolar stimuli for two subjects implanted with the In-
eraid device and noted asymmetrical threshold shifts be-
tween the two phase conditions. Although not specifically
reported, it appears from their Fig. 2 that the in-phase con-
dition tended to yield more interaction than the inverted-
phase condition. Boëx et al. �2003� reported symmetrical

a�
Portions of this work were presented in Hughes, M. L., and Stille, L. J.
�2007�. “Channel interaction patterns with simultaneous stimulation: psy-
chophysical and physiological measures,” in Auditory Research Bulletin
�Advanced Bionics, Valencia, CA�, pp. 70–71 and Hughes, M. L., Stille, L.
J., and Neff, D. L. �2007�. “Physiological and psychophysical channel in-
teraction with simultaneous stimulation,” Abstracts of the 2007 Conference
on Implantable Auditory Prostheses, Lake Tahoe, CA, 15–20 July, p. 105.
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shifts between in-phase and phase-inverted conditions for 12
subjects tested with monopolar stimulation and 2 subjects
tested with bipolar stimulation. Statistical analyses were not
reported, however, and a visual inspection of their Figs. 5
and 7 shows what appear to be asymmetrical shifts for in-
phase and inverted-phase conditions for half of the subjects
tested in the monopolar condition and for both subjects
tested in the bipolar condition. Specifically, there appears to
be larger threshold shifts �i.e., more interaction� for the
inverted-phase conditions in most of those cases. In a similar
experiment, de Balthasar et al. �2003� reported symmetrical
threshold shifts between in-phase and inverted-phase condi-
tions for three of the four subjects. The subject with asym-
metrical threshold shift showed more interaction with the
inverted-phase condition. Other studies that used measures
of loudness have also shown examples of asymmetrical
shifts; in those cases, it appears that more interaction was
measured for the in-phase condition �Shannon, 1983; Shan-
non, 1985�. In summary, it appears that phase inversion can
produce asymmetrical shifts with no clear outcome as to
which phase combination produces more interaction.

Relatively few studies have evaluated physiological ef-
fects of simultaneous electrode stimulation in human CI us-
ers. The results obtained using the electrically evoked audi-
tory brainstem response �EABR� have shown larger
amplitudes and lower thresholds for simultaneous, in-phase
stimulation of two electrodes, compared with smaller ampli-
tudes and higher thresholds when the phase of one stimulus
was inverted relative to the other �Abbas and Brown, 1988;
Gardi, 1985; White et al., 1984�. Cortical potentials from
animal preparations also have shown lower thresholds with
simultaneous in-phase stimulation �Bierer and Middlebrooks,
2004; Middlebrooks, 2004� compared with phase-inverted
stimulation �Bierer and Middlebrooks, 2004�. Therefore,
physiological and psychophysical studies of threshold shifts
with stimulus phase have generated similar results. Very few
studies have examined current-field interaction from simul-
taneous electrode activation using the electrically evoked
compound action potential �ECAP� in human CI users �e.g.,
Abbas et al., 2003�.

The majority of psychophysical and physiological stud-
ies pertaining to electrical-field interaction have focused on
examining the effects of stimulus polarity for fixed electrode
pairs �as discussed above�. Few studies have evaluated spa-
tial interaction patterns along the length of the cochlea,
where one stimulus location is fixed and the location of the
other stimulus is systematically varied across many elec-
trodes. A few psychophysical studies have examined the ef-
fects of electrical-field interaction as a function of location of
the interaction stimulus. Favre and Pelizzone �1993� exam-
ined the electrical-field interaction patterns for psychophysi-
cal thresholds from two Ineraid subjects using monopolar
stimulation. The results showed that interaction effects de-
creased as the distance between simultaneously stimulated
electrodes increased. For both subjects, a subthreshold stimu-
lus fixed on the most apical electrode �E1� had a negligible
effect for the largest electrode spacing �E1 and E5; 14.4 mm
apart�. White et al. �1984� reported similar findings for psy-
chophysical thresholds in a single subject implanted with an

early version of the 16-electrode Clarion device, where an
electrode separation of 14 mm produced very little interac-
tion with monopolar stimulation. More recently, Stickney et
al. �2006� showed less interaction for greater electrode sepa-
rations for both monopolar and bipolar stimulation, with less
interaction overall for bipolar stimulation. Finally, loudness
estimates from single subjects in two different studies �Sh-
annon, 1983; Shannon, 1985� showed less interaction with
greater separation between the two stimulated electrodes. In
some of those examples, there was little to no interaction for
electrode separations of 10–12 mm. In summary, psycho-
physical results show negligible effects of electrical-field in-
teraction for electrode separations of 10–14 mm with mo-
nopolar stimulation.

Studies evaluating physiological spatial interaction pat-
terns with simultaneous stimulation along the length of the
cochlea are also sparse. There do not appear to be any pub-
lished reports that comprehensively evaluate physiological
electrical-field interaction as a function of electrode separa-
tion. Two studies presented physiological data for limited
conditions. Abbas and Brown �1988� reported EABR thresh-
old shifts for several Ineraid patients, where stimuli were
presented simultaneously to adjacent monopolar �E1 and E2�
or overlapping bipolar �E1–E3 and E2–E4� electrode pairs.
Threshold shifts were also measured for a slightly wider
separation of monopolar electrodes �E1 and E3� and for ad-
jacent bipolar pairs �E1–E2 and E3–E4�. Larger threshold
shifts �i.e., more interaction� typically occurred for the adja-
cent monopolar and overlapping bipolar pairs compared with
the other respective pairs spaced slightly farther apart. Cor-
tical measures obtained by Bierer and Middlebrooks �2004�
from guinea pigs showed a similar trend; larger threshold
shifts were obtained for 1.5 mm separation between bipolar
electrode pairs compared with 2.25 mm separations. In sum-
mary, the limited physiological data suggest less electrical-
field interaction with larger separations between simulta-
neously stimulated electrode pairs, which is consistent with
psychophysical findings. We are unaware of any studies that
have directly compared physiological and psychophysical
electrical-field interactions within individual subjects.

The primary purpose of this study was to determine
whether physiological electrical-field interaction patterns
measured with the ECAP are predictive of patterns measured
psychophysically. If the measures are strongly correlated,
then the ECAP may provide an efficient way to predict be-
havioral electrical-field interaction patterns for simultaneous
stimulation. The secondary goal was to examine the effect of
the recording electrode location on ECAP electrical-field in-
teraction patterns, as previous studies have shown that ECAP
amplitude varies with position of the intracochlear recording
electrode �Abbas et al., 1999; Cohen et al., 2004; Frijns et
al., 2002�. If recording electrode location affects ECAP
electrical-field interaction patterns, then the relation between
ECAP and psychophysical measures would also be affected
by recording electrode location. The third and final goal was
to investigate whether phase inversion of the interaction
stimulus produces threshold shifts that are symmetrical to the
in-phase condition, as well as to determine whether phase
inversion affects the physiological and psychophysical
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electrical-field interaction patterns in the same way. If phase
inversion produces symmetrical threshold shifts that are the
same for both physiological and psychophysical measures,
then it could be presumed that electrical fields sum and sub-
tract in a simple, linear manner. If phase inversion produces
asymmetrical threshold shifts and/or affects physiological
and psychophysical measures differently, then it could be
presumed that mechanisms other than simple field summa-
tion are also actively involved.

II. METHODS

A. Subjects

Nine adult CI recipients participated. Six patients were
implanted with the Advanced Bionics CII and three received
the HiRes 90K device �Advanced Bionics Corporation, Syl-
mar, CA�. Both devices have the same internal chip and 16
electrodes in the intracochlear array. The primary difference
between the two devices is that the CII housing is ceramic
and the 90K housing is titanium. Both devices had the
HiFocus electrode array. Electrodes are numbered sequen-
tially from apex �E1� to base �E16�, with a full insertion
length of 21 mm and 1.1 mm between electrodes �center to
center�. Subject C15 had an open circuit on E16; otherwise
all subjects had normal electrode impedance as measured
with the clinical programming software �SOUND WAVE�. Table
I lists the subject number, gender, internal device type,
whether subjects had an electrode positioner, the ear im-
planted, age at implant in years �yr� and months �mo�, dura-
tion of implant use at the time of participation in the study,
duration of deafness prior to implantation, and etiology of
deafness for each subject. Subject C16 had only used the
implant minimally for the first 2 yr following surgery and
had been a nonuser for approximately 4.5 yr at the time of
participation in this study.

B. Equipment setup

The Bionic Ear Data Collection System �BEDCS; Ad-
vanced Bionics Corporation, Sylmar, CA� research platform
was used for both physiological �ECAP� and psychophysical
stimulus generation and data collection. BEDCS controlled a
Platinum Series Processor �PSP� through a clinical program-
ming interface �CPI II� connected to a laptop computer. The

PSP was connected to the subject using a Platinum Head-
piece. The subject’s own processor and headpiece were not
used for any portion of data collection.

C. Psychophysical measures

Prior to data collection, an ascending procedure was
used to estimate behavioral threshold and upper comfort lev-
els to determine approximate starting and ending current lev-
els for the ECAP measures and for the psychophysical adap-
tive procedure. The stimulus was a 340 ms pulse train
consisting of cathodic-leading, 50 �s /phase, biphasic cur-
rent pulses with a 10 �s interphase gap presented at a rate of
30 pps �total of 10 pulses�. Monopolar stimulation was used
for all measures in this study �return electrodes were always
the case ground, called IE1 in the CII and IE2 in the 90K�.
Because the pulse rate and overall duration of a pulse train
affect the threshold for that stimulus, it was important that
the stimulus used for the psychophysical measures was as
similar as possible to the stimulus used to elicit the ECAP so
that threshold shifts for the two measures could be compared
more directly. Each pulse train was delivered once before the
current level was increased. Stimulus levels were increased
using log-based increments with the following formula:

b = a10n/20,

where a is the starting current level, n is the step size factor
�typically set between 0.6 and 0.7�, and b is the next current
level �substituted for a on the following iteration�. The sub-
ject was instructed to indicate when the sound was first heard
and when the sound was loud but not uncomfortable. These
judgments corresponded to ratings of 1 and 8, respectively,
on a visual scale of 0–10, where 0 was no sound and 10 was
too loud.

Psychophysical thresholds were then obtained using an
adaptive, three-interval, two-alternative, forced choice task.
The initial stimulus level for the probe was chosen on an
individual basis to be sufficiently audible but well below the
estimated upper-loudness level. Thresholds were first ob-
tained for probe electrodes P5, P9, and P12, which represent
the apical, middle, and basal cochlear positions, respectively.
For probe-electrode-only conditions, the stimulus was ran-
domly presented to either interval 2 or 3 and the subject
indicated which interval contained the sound. Thresholds

TABLE I. Demographic information for the subjects participating in this study.

Subject
No. Gender

Internal
device Positioner

Implant
ear

Age at implant
�yr, mo�

Duration CI use
�yr, mo�

Duration deafness
�yr, mo� Etiology

C1 F CII Yes Right 18, 4 4, 10 16, 0 Unknown
C6 M CII No Left 64, 4 4, 0 21, 0 Unknown
C7 F CII No Left 57, 2 4, 2 5, 0 Genetic-unspecified
C8 M CII No Right 55, 7 3, 10 0, 3 Sudden
C10 M 90K No Right 51, 10 3, 5 14, 0 Unknown
C11 M 90K No Right 58, 1 3, 5 15, 0 Unknown
C13 F CII No Left 77, 1 4, 5 20, 0 Unknown
C15 F 90K No Left 39 3, 1 34, 0 Unknown
C16 F CII Yes Left 13, 11 Minimal use 2 yr; nonuse 4.5 yr 13, 11 Connexin 26

F=female, M=male, yr=years, and mo=months
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were then measured for each probe electrode in the presence
of a subthreshold, fixed-level interaction stimulus systemati-
cally applied in phase to each interaction electrode. For the
probe-plus-interaction-electrode conditions, the interaction
electrode was stimulated in all three intervals, with the probe
electrode stimulated simultaneously in either interval 2 or 3.
Again, the subject’s task was to choose which interval �2 or
3� contained the sound. Intervals were represented visually
with numbered boxes on a computer screen. Each interval
was separated by 700 ms. The subject used the computer
keyboard to enter the interval number for each response.
Feedback was not provided.

Interaction electrodes were chosen to be one, three, and
five electrode positions from the probe electrode in both di-
rections, as well as the two most apical and basal electrodes
�E1 and E16, respectively�. Deviations from this pattern
were necessary for interaction electrodes apical to P5 and
basal to P12. Table II lists the specific interaction electrodes
tested for each probe electrode. E15 was used instead of E16
for subject C15, who had the open circuit on E16.

The current level of the interaction stimulus used for
each probe electrode was the same for both ECAP and psy-
chophysical measures. Because the goal was to measure
electrical-field overlap, it was important to use the same cur-
rent level across all interaction electrodes for a given probe
electrode. The interaction stimulus level was fixed at one-
half �50%� of the behavioral threshold �in microamperes� for
each probe electrode obtained with the adaptive procedure.1

This same current level was also used for the respective
ECAP interaction stimulus. In all but one case, the interac-
tion stimulus level was subthreshold across all interaction
electrodes. The exception was C6, whose probe thresholds
for P5, P9, and P12 were 65.6, 130.1, and 136.6 �A, respec-
tively. The interaction levels for P9 and P12 were therefore
65 and 68 �A, respectively, which was just at or slightly
above threshold for E5. In this case, the subject was in-
structed to choose which interval contained the sound that
was different.

Psychophysical thresholds for the interaction condition
were determined using a three-down, one-up adaptive proce-
dure, which estimates 79.4% correct �Levitt, 1971�. Each
block consisted of nine reversals. The initial step size was 2
dB for the first three reversals, followed by 1 dB for the next
two reversals, and finally 0.5 dB for the remaining four re-
versals. Threshold for each block was computed as the mean
of the last four reversals. Final threshold was an average of
three to five blocks.

D. ECAP measures

ECAP amplitude growth functions were obtained using
ascending stimulus levels beginning at a current level near

the value that the subject indicated as behavioral threshold
�rating of 1� and ending at the level indicated as a rating of 8,
with the step size as described in Sec. II C. The stimulus
used to evoke the ECAP consisted of 50 �s /phase biphasic
current pulses with a 10 �s interphase gap presented in mo-
nopolar mode �relative to the extracochlear case electrode�,
repeated at a rate of approximately 30 pps. Each recorded
waveform consisted of 120 averages with a gain of 300.
Alternating polarity was used to reduce stimulus artifact.

ECAP growth functions were obtained for P5, P9, and
P12. A subthreshold, fixed-level, in-phase interaction stimu-
lus was then delivered simultaneously to another electrode in
the array and the ECAP growth function was repeated for
each probe electrode. The current level and electrode loca-
tion for the interaction stimulus were the same as those for
the psychophysical measures. For each stimulated electrode
�or electrode pair, in the case of simultaneous stimulation�,
two ECAP growth functions were recorded: one from an
apical recording electrode and one from a basal recording
electrode, each typically located two positions away from the
probe electrode. In two cases, excessive stimulus artifact ne-
cessitated changing the recording site farther away from the
probe. These exceptions were subject C10, P9 �recorded
from E4 instead of E7 for interaction E6� and subject C16,
P9 �recorded from E5 instead of E7 for all interaction elec-
trodes�. The recording reference electrode was the case elec-
trode �IE1� for CII subjects and the ring electrode �IE1� for
90K subjects.

ECAP waveforms were read into a custom analysis pro-
gram written in MATLAB �The MathWorks, Inc., Natick,
MA�. ECAP amplitudes were calculated as the difference
between the first negative peak �N1� and the following posi-
tive peak or plateau �P2�, which were manually marked by
the investigators. ECAP threshold was visually determined
as the lowest current level that produced a nonzero amplitude
that was above the noise floor. The noise floor yielded ECAP
thresholds that were approximately 20–40 �V in most
cases. Final ECAP threshold was the average of the thresh-
olds for basal and apical recording conditions.

III. RESULTS

A. Effect of recording electrode on ECAP thresholds

Because previous research has shown that relative posi-
tion of the intracochlear recording electrode can affect ECAP
amplitudes �Abbas et al., 1999; Cohen et al., 2004; Frijns et
al., 2002�, it is reasonable to assume that ECAP thresholds
could also potentially be affected. Therefore, it was impor-
tant to first examine the effect of the recording electrode
location on ECAP thresholds obtained with simultaneous
stimulation, as this would affect the relation between ECAP
and psychophysical measures.

Figure 1 shows four individual examples of ECAP
thresholds for a fixed probe electrode �noted in each panel�
as a function of interaction-electrode location. In each panel,
the symbols represent recordings made from an electrode
two positions apical to the probe �filled circles� and two po-
sitions basal to the probe �open triangles�. The solid gray line
represents the average of the two recording positions. In Fig.

TABLE II. Probe and interaction-electrode combinations used in this study.

Probe electrode Interaction electrodes

5 1, 2, 4, 6, 8, 10, 16
9 1, 4, 6, 8, 10, 12, 14, 16
12 1, 7, 9, 11, 13, 15, 16
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1�a�, similar ECAP thresholds were obtained for both record-
ing positions when the interaction stimulus was applied to
the apical side of the probe �i.e., low-numbered electrodes�
but not for interaction electrodes basal to the probe. In Fig.
1�b�, the opposite pattern is seen: similar thresholds are ob-
tained for both recording positions when the interaction
stimulus was applied basal to the probe but not for interac-
tion electrodes apical to the probe. In Fig. 1�c�, similar
thresholds were obtained for basal and apical recording sites
across all interaction electrodes. In Fig. 1�d�, similar ECAP
thresholds were obtained for all interaction electrodes except
for E8. A lower ECAP threshold was obtained when the re-
cording electrode �E7� was adjacent to the interaction elec-
trode �E8�. This may be due to stimulus artifact adding to the
neural response, making it appear larger. As the examples in
Fig. 1 illustrate, there was no systematic pattern across sub-
jects or electrodes for ECAP threshold differences between
the two recording sites.

Figure 2 shows the ECAP thresholds for basal �ordinate�
versus apical �abscissa� recording electrode locations for all
stimulating-electrode conditions in all subjects. There was a
strong correlation between the two recording sites �r
=0.87, p�0.001�.2 The slope of the linear regression line
was 0.95. Because the data sets were not normally distrib-
uted, a Wilcoxon Signed Rank test was used to determine
whether ECAP thresholds differed significantly for basal ver-
sus apical recording sites. A significant difference was found
between the basal and apical recordings �p=0.003�, with
higher thresholds on average for recordings from the basal
side of the probe electrode. Figure 2 shows greater differ-
ences in ECAP thresholds between the two recording sites
when thresholds were higher overall. This likely reflects the
larger step sizes used at higher levels due to the log step
scale, while the data in Fig. 2 are plotted on a linear scale.

B. Psychophysical versus physiological electrical-
field interaction patterns

The primary goal of this study was to compare psycho-
physical and physiological electrical-field interaction pat-
terns to determine whether ECAP measures can be used as
an effective way to predict behavioral electrical-field interac-
tion patterns. For each probe electrode, psychophysical and
ECAP thresholds were measured with and without in-phase
simultaneous stimulation of a second �interaction� electrode.
The interaction stimulus was identical to the stimulus deliv-
ered to the probe. Thresholds obtained in the presence of the
interaction electrode were subtracted from the probe-only
condition to yield the amount of threshold shift. It was hy-
pothesized that the ECAP threshold shift would not be sig-
nificantly different from the psychophysical threshold shift
as a function of interaction-electrode location.

Figure 3�a� shows an example of ECAP �open squares�
and psychophysical �filled circles� thresholds for P9 from
subject C13. The small symbols with a horizontal dotted line
represent the respective probe-only thresholds. Thresholds
obtained in the presence of the interaction stimulus are plot-
ted with larger symbols and solid lines as a function of
interaction-electrode position. The error bars represent one
standard error around the mean ��1 SEM�. For both ECAP
and psychophysical measures, probe thresholds were lowest
when the interaction stimulus was adjacent to the probe elec-
trode, representing the greatest contribution from the interac-
tion electrode and thus the greatest amount of current-field
summation. Probe thresholds increased with greater separa-
tion between interaction and probe electrodes, consistent
with less overlap and thus less contribution from the interac-
tion electrode. If the probe threshold in the presence of the
interaction stimulus is equal to the probe-alone threshold, it
is presumed that there is no overlap of current fields from the
two simultaneously activated electrodes. Conversely, if the
probe threshold in the presence of the interaction stimulus is
equal to the difference between probe-alone threshold and
interaction stimulus level, it is presumed that there is a com-
plete overlap of current fields from the two simultaneously
activated electrodes.

FIG. 1. Individual examples of recording electrode effects on ECAP
electrical-field interaction patterns. Subject number and probe electrode are
indicated on each graph. The symbols represent probe thresholds as a func-
tion of interaction electrode. The filled circles and the open triangles repre-
sent the apical and basal recording electrodes, respectively. Specific record-
ing electrode numbers are listed in each figure legend. The solid gray lines
represent the average of both recording sites.

FIG. 2. ECAP thresholds for basal �ordinate� vs apical �abscissa� recording
electrode locations �in regard to probe electrode� for all stimulating-
electrode conditions in all subjects. The dashed diagonal represents unity.
The bold solid line represents linear regression results.
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ECAP and psychophysical threshold shifts were calcu-
lated by subtracting the mean threshold in the interaction
condition from the mean threshold in the probe-only condi-
tion. Figure 3�b� shows the mean threshold shifts for the data
presented in Fig. 3�a�. The horizontal dashed line indicates
the current level of the interaction stimulus. Ideally, the
threshold shifts should not be greater than the level of the
interaction stimulus. �This situation is described further in
Sec. IV.� In this example, smaller threshold shifts occurred
with greater separation between probe and interaction elec-
trodes, as expected. The threshold shifts were not signifi-
cantly different between ECAP and psychophysical measures
in this example �paired t test�.

Figures 4–6 show the individual threshold-shift patterns
for all subjects. Data are plotted as in Fig. 3�b�. Data for the
apical P5 are shown in Fig. 4, the middle P9 in Fig. 5, and
the basal P12 in Fig. 6. An asterisk next to the subject num-
ber in each panel indicates a significant correlation �Pear-
son’s r, p�0.05� between the ECAP and psychophysical
threshold shifts. Correlation coefficients and p values for
each subject are listed in Table III. Across Figs. 4–6, 23 of

the 27 probe-electrode patterns �85%� exhibited a significant
correlation between ECAP and psychophysical data.

Figure 4 �apical probe� shows a significant positive cor-
relation between ECAP and psychophysical threshold shifts
for eight of the nine subjects. C6 showed measurable thresh-
old shifts with the ECAP, but virtually no threshold shifts
psychophysically, resulting in a lack of correlation between
the two measures. This subject’s psychophysical probe-alone
threshold for P5 was 65.6 �A, which was significantly
lower than all other electrodes in all subjects �range of
128.7–196.1 �A�. Because the interaction stimulus level
was calculated as one-half of the probe-alone threshold, the
interaction level in this case �33 �A� may have been too
small to have a measurable effect. It is possible that the
threshold shifts for C6 obtained with ECAP measures were
due to the large amount of variability generally associated
with ECAP measures �as illustrated in Fig. 3�a� for C13 by
large standard-error bars�.

For the middle probe-electrode patterns, Fig. 5 shows a
significant positive correlation for eight of the nine subjects.
The correlation for C7 was not significant, which was most
likely due to the large difference between data points for the
interaction stimulus on E4. For the basal probe-electrode pat-
terns in Fig. 6, there were significant positive correlations for
seven of the nine subjects. For subject C7, the two patterns
were somewhat similar, but the magnitude of the threshold
shift was much larger psychophysically than physiologically
for the apical interaction electrodes. For subject C15, the
patterns appeared quite similar but were not statistically sig-
nificant. This subject also had one less interaction condition
than the other subjects due to the open circuit on E16.

Figure 7 shows the psychophysical threshold shifts plot-
ted relative to ECAP threshold shifts for all electrode condi-
tions within each subject. The subject number is indicated in
each panel along with correlation coefficients and p values.
The bold solid lines indicate linear regression results and the
dashed diagonal lines represent unity. Correlations ranged
from 0.70 to 0.91 across subjects. For all subjects, there was
a highly significant correlation between ECAP and psycho-
physical threshold shifts �p�0.001�. Paired t test results,
shown in Table IV, indicate no significant difference between
ECAP and psychophysical threshold shifts as a function of
interaction-electrode location for five of the nine subjects
�C7, C8, C10, C11, and C13�, consistent with the hypothesis
that similar patterns would be obtained with both measures.
For the remaining four subjects, C6 had significantly larger
threshold shifts for the ECAP measures, whereas C1, C15,
and C16 exhibited greater threshold shifts psychophysically.
When data were pooled across all electrodes and all subjects,
a strong correlation was observed between ECAP and psy-
chophysical threshold shifts �r=0.82, p�0.0001�. A paired t
test for the group data indicated a statistically significant
difference between ECAP and psychophysical threshold
shifts, with greater shifts occurring for psychophysical
thresholds �t=4.93, p�0.001, df=196�.

C. Effect of interaction stimulus phase

The third goal of the present study was to investigate
whether phase inversion of the interaction stimulus produced

FIG. 3. �a� Example of ECAP �open squares� and psychophysical three-
interval forced choice �3IFC; filled circles� thresholds for P9 from subject
C13. The small symbols with a horizontal dotted line represent the respec-
tive probe-only conditions. The larger symbols with the solid connecting
lines represent the thresholds obtained in the presence of the interaction
stimulus, plotted as a function of interaction-electrode position. The error
bars represent �1 SEM. �b� Threshold shifts for ECAP �open squares� and
psychophysical measures �filled circles� as a function of interaction-
electrode location. Threshold shifts were calculated as probe-alone threshold
minus probe threshold in the presence of the interaction stimulus. The hori-
zontal line represents the current level of the interaction stimulus.
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a pattern of threshold shifts that was symmetrical to that
obtained with the in-phase interaction stimulus. It was also
of interest to determine whether phase inversion affected
physiological and psychophysical electrical-field interaction
patterns in the same way. If phase inversion produces sym-
metrical threshold shifts that are the same for both physi-
ological and psychophysical measures, then it could be pre-

sumed that electrical fields sum and subtract in a simple,
linear manner. If phase inversion produces asymmetrical
threshold shifts and/or affects physiological and psycho-
physical measures differently, then it could be presumed that
mechanisms other than simple field summation are also ac-
tively involved.

For all but subject C11, ECAP and psychophysical

FIG. 4. Psychophysical �3IFC; filled circles� and ECAP �open squares� threshold shifts plotted as a function of interaction-electrode location for apical P5.
Each graph represents data from a different subject. The horizontal dashed line represents the level of the interaction stimulus. The asterisks next to the subject
numbers indicate a statistically significant correlation between ECAP and psychophysical threshold shifts �see Table III�.

FIG. 5. Psychophysical �3IFC; filled circles� and ECAP �open squares� threshold shifts plotted as a function of interaction-electrode location for middle P9.
Data are plotted as in Fig. 4.
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thresholds were measured for P9 in the presence of an
inverted-phase interaction stimulus applied to the same elec-
trodes as indicated in Table II. The current level of the
inverted-phase interaction stimulus was the same as that used
for the in-phase portion of the study. In the inverted-phase
condition, pulses delivered to the probe were cathodic lead-
ing, while pulses delivered to the interaction electrode were
anodic leading. Because ECAP measures used alternating
polarity to eliminate stimulus artifact, the stimulus polarity
for the interaction electrode was always opposite of that pre-
sented to the probe for the inverted-phase condition. All
other aspects of data collection were the same as described
for the in-phase condition.

Figure 8 shows the threshold shifts for the psychophysi-
cal task �filled circles� and for the ECAP �open squares� as a
function of interaction electrode for each subject. The solid

lines connecting the symbols represent data from the in-
phase condition �taken from Fig. 5�, and the dashed lines
represent the data from the inverted-phase condition. The
horizontal solid gray lines represent the current level of the
interaction stimulus, where the positive values are in phase
with the probe and the negative values are phase-inverted
relative to the probe. Ideally, all symbols should fall between
the solid gray lines and should be symmetric about y=0. In
general, most of the data followed these expected trends.
However, differences in threshold shift between in-phase and
inverted-phase conditions can be seen in several of the indi-
vidual graphs. For example, ECAP threshold shifts were
larger than the magnitude of the interaction stimulus for sub-
jects C6 and C15 in the inverted-phase condition but not for
the in-phase condition.

To summarize the data in Fig. 8, the mean threshold
shift across all interaction electrodes was calculated for both
phase conditions of the ECAP and psychophysical data. Fig-
ure 9 shows the mean threshold shifts for each subject. The
black bars represent the in-phase condition and the gray bars
represent the inverted-phase condition. Figure 9�a� shows the
psychophysical data and Fig. 9�b� shows the ECAP data.
Because threshold shifts were calculated as the no-
interaction condition minus the interaction condition, the
inverted-phase condition typically resulted in negative values
whereas the in-phase condition typically yielded positive val-
ues. Therefore, the inverted-phase threshold shifts were mul-
tiplied by −1 prior to calculating the average across interac-
tion electrodes so that threshold shifts could be compared for
the two phase conditions.3

For each subject, a two-way analysis of variance with
measure and phase as factors was used to evaluate whether
threshold shifts across interaction electrodes �data from Fig.

FIG. 6. Psychophysical �3IFC; filled circles� and ECAP �open squares� threshold shifts plotted as a function of interaction-electrode location for basal P12.
Data are plotted as in Figs. 4 and 5.

TABLE III. Correlation coefficients �r values� and significance �p values�
for comparison of threshold shifts between psychophysical and physiologi-
cal measures �data presented in Figs. 4–6�. The asterisks denote statistical
significance �p�0.05�.

Subject

Probe 5 Probe 9 Probe 12

r p r p r p

C1 0.84 0.02� 0.94 �0.001� 0.94 0.002�

C6 0.32 0.48 0.83 0.01� 0.95 0.001�

C7 0.92 0.003� 0.61 0.1 0.63 0.1
C8 0.97 �0.001� 0.83 0.01� 0.81 0.03�

C10 0.95 �0.001� 0.92 0.001� 0.94 0.002�

C11 0.90 0.006� 0.87 0.005� 0.96 �0.001�

C13 0.91 0.004� 0.97 �0.001� 0.81 0.03�

C15 0.80 0.03� 0.72 0.046� 0.76 0.078
C16 0.91 0.005� 0.98 �0.001� 0.88 0.009�
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8� were the same for the in-phase versus inverted-phase con-
ditions. The asterisks above the bars in Fig. 9 indicate statis-
tically significant differences between the in-phase and
inverted-phase conditions �p�0.05�. For psychophysical
data, only subject C8 demonstrated significantly more inter-
action �i.e., greater threshold shift� for the in-phase stimulus
compared with the inverted-phase stimulus. For ECAP data,

subjects C1, C6, and C16 exhibited significantly larger mean
threshold shifts for the inverted-phase condition and subject
C10 showed a significantly larger mean threshold shift in the
in-phase condition. For five subjects �C1, C6, C8, C10, and
C16�, phase inversion did not affect ECAP threshold shifts
and psychophysical threshold shifts in the same way. Specifi-
cally, C1, C6, C10, and C16 showed asymmetrical threshold
shifts as a function of interaction stimulus phase for ECAP
measures but not psychophysically. C8 showed an asym-
metrical threshold shift for psychophysical measures but not
with the ECAP. The remaining three subjects �C7, C13, and
C15� demonstrated no significant difference in threshold
shifts for the two phase conditions with either measure.

IV. DISCUSSION

The primary goal of this study was to evaluate the rela-
tion between physiological and psychophysical measures of
electrical-field interaction in CI recipients. First, to determine
whether recording site might affect this relation, we exam-
ined the effect of recording electrode location on electrical-
field interaction patterns measured with the ECAP. Because
recording electrode location was found to significantly affect

FIG. 7. Individual scatter plots comparing psychophysical and ECAP threshold shifts across all electrode conditions within a subject. Subject number,
correlation coefficient �r value�, and significance level �p value� are indicated on each graph. The diagonal dashed lines represent unity and the bold solid lines
represent the linear regression results.

TABLE IV. Statistical results from paired t tests for psychophysical vs
ECAP threshold shifts for data collapsed across the three probe electrodes
within each subject �see Fig. 7�. The asterisks denote statistical significance
�p�0.05�. df=degrees of freedom.

Subject t p df

C1 4.05 �0.001� 21
C6 −2.38 0.03� 21
C7 0.64 0.53 21
C8 1.57 0.13 21
C10 1.13 0.27 21
C11 1.77 0.09 21
C13 0.57 0.58 21
C15 3.30 0.004� 20
C16 9.40 �0.001� 21
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the ECAP results, ECAP thresholds were averaged for two
recording sites for comparison with psychophysical thresh-
olds. The results showed a strong correlation between the

ECAP and psychophysical spatial interaction patterns, which
suggests that the ECAP has practical utility in predicting
psychophysical measures of electrical-field interaction. Fi-
nally, the effect of interaction stimulus phase was examined
for both ECAP and psychophysical measures. The results
showed different effects of phase between the two measures.
These results are discussed further in Secs. IV A through
IV C.

A. Effect of recording electrode on ECAP thresholds

As illustrated by the examples in Fig. 1, the recording
electrode location can strongly affect the ECAP threshold
measures. As Fig. 2 shows, greater discrepancies between
apical and basal recordings were seen for higher thresholds,
likely due to the larger step sizes used at higher stimulus
levels. Several previous studies have reported that ECAP am-
plitude varies as the position of the intracochlear recording
electrode changes relative to the stimulating electrode �Ab-
bas et al., 1999; Cohen et al., 2004; Frijns et al., 2002�.
Specifically, ECAP amplitude tends to decrease as the re-
cording site is located farther away from the stimulating site.
The recording electrode measures the voltage change associ-
ated with neural discharge. Because the cochlea is filled with
fluid, that voltage is conducted along the length of the co-
chlea allowing relatively large voltages to be measured from
distal recording sites. In some cases, however, the measured
voltage can approach zero for the largest separation between
the stimulating and recording electrodes �e.g., Frijns et al.,
2002�. While these studies have reported measurable effects
of recording electrode position on suprathreshold ECAP am-
plitudes, no studies have assessed the effect of recording

FIG. 8. Individual interaction patterns for P9; each panel represents data from a different subject. ECAP �open squares� and psychophysical �3IFC; filled
circles� threshold shifts are plotted as a function of interaction-electrode location. The symbols connected with the solid lines represent the threshold shifts
with the addition of an in-phase interaction stimulus and the dashed lines represent the inverted-phase condition. The solid gray lines represent the interaction
stimulus level, with negative values representing the inverted-phase condition.

FIG. 9. Mean threshold shifts �+1 SEM� across P9 interaction electrodes
for in-phase �black bars� and inverted-phase �gray bars� conditions for each
subject. Data were calculated from Fig. 8: �a� psychophysical threshold
shifts; �b� ECAP threshold shifts. The asterisks indicate a statistically sig-
nificant difference between phase conditions �p�0.05�.

256 J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 M. L. Hughes and L. J. Stille: Electric-field interaction in cochlear implants



electrode position on ECAP thresholds. However, if ECAP
amplitudes are smaller at farther recording sites, it is prob-
able that thresholds will be higher at farther recording sites.

The literature is inconsistent in regard to the symmetry
of ECAP amplitudes obtained from recording sites that are
apical versus basal to the stimulated electrode. Abbas et al.
�1999� compared the difference in ECAP amplitudes be-
tween the recordings made at the basal and apical sites that
were equidistant from the stimulated electrode and found
virtually no difference in amplitude between the two record-
ing positions. In contrast, Frijns et al. �2002� reported a ten-
dency for amplitudes to be larger when recorded from a lo-
cation apical to the stimulated electrode than from an
equidistant basal location. They attributed those findings to
the tapered anatomy of the cochlea from base to apex, which
likely puts electrodes in closer proximity to neural elements
at the apical end. ECAP data from the present study showed
that higher thresholds occurred more often for recordings
from the basal side of the stimulating electrode, which is
consistent with the amplitude data reported by Frijns et al.
�2002�. The variability in ECAP thresholds and amplitudes
across recording electrode locations suggests that ECAP re-
cordings should be averaged across more than one recording
location for a more robust measurement, particularly if
ECAP measures are to be compared with psychophysical
measures within subjects.

As shown in Fig. 3�a�, mean ECAP thresholds typically
exhibited a much larger standard error than psychophysical
thresholds. This may be due to several measurement-related
issues. First, only two ECAP threshold measures were ob-
tained for the average �each from a different recording elec-
trode�, whereas psychophysical results were an average of
3–5 threshold estimates. Second, a log step size was used for
both ECAP and psychophysical measures, and since ECAP
thresholds were always higher than psychophysical thresh-
olds, the step size was therefore larger for ECAP measures.
The third reason is that the psychophysical measures used an
adaptive procedure where step size was systematically re-
duced several times near threshold. ECAP thresholds were
obtained using an ascending �rather than adaptive� procedure
with a fixed log-based step size. It is possible that a smaller
SEM would have resulted from a repeated reduction in step
size near threshold, as in the psychophysical procedure. The
relatively large SEM for ECAP measures suggests that alter-
native methods for determining final ECAP thresholds
should be considered when relating these measures to psy-
chophysical results. Specifically, it may be worthwhile to in-
vestigate the efficacy of using an adaptive procedure to ob-
tain physiological thresholds.

B. Psychophysical versus physiological electrical-
field interaction patterns

The present results represent a comprehensive first re-
port of electrical-field interaction patterns obtained with the
ECAP in human CI recipients. In general, the results from
the present study showed smaller threshold shifts �i.e., less
interaction� with greater separation between simultaneously
activated electrodes for both measures. These trends are con-
sistent with previous psychophysical threshold studies �Favre

and Pelizzone, 1993; Stickney et al., 2006; White et al.,
1984� and with studies that measured spatial interaction
physiologically using either EABR �Abbas and Brown,
1988� or cortical responses �Bierer and Middlebrooks, 2004�.

It was hypothesized that ECAP threshold shifts would
not be significantly different from psychophysical threshold
shifts as a function of interaction-electrode location. Paired t
tests revealed no significant difference between ECAP and
psychophysical threshold shifts for five of the nine subjects.
However, for four individual subjects �see Table IV� and for
group data, there was a significant difference in the amount
of threshold shift between the two measures. Specifically,
larger shifts occurred for psychophysical thresholds than for
ECAP thresholds for three of those four subjects and for the
group data as a whole. It is interesting to note that those three
subjects �C1, C15, and C16� were the only subjects in this
study who had either been born deaf or became deaf in early
childhood. Two of those subjects �C1 and C16� were the only
two subjects with a positioner. It seems unlikely, however,
that the positioner would affect one measure and not the
other.

For one subject �C1�, ECAP thresholds in the presence
of the in-phase interaction stimulus were higher than the
probe-alone threshold for 5 of the 22 electrode pairs. This
trend is opposite of what is expected based on previous
physiological findings. We would expect thresholds to be
lower than the probe-alone condition due to the summation
of current fields resulting in less current needed from the
probe electrode to elicit threshold �e.g., Abbas and Brown,
1988; Bierer and Middlebrooks, 2004; Gardi, 1985; Middle-
brooks, 2004; White et al., 1984�. Because threshold shifts
were calculated as the probe-alone threshold minus the
threshold obtained in the presence of the interaction stimu-
lus, this resulted in negative threshold shifts for several of
the ECAP measures. As a result, ECAP measures yielded
smaller threshold shifts compared with psychophysical mea-
sures. It is possible that the higher thresholds obtained in the
interaction condition may be attributed to the larger SEM
observed with ECAP measures, as shown in Fig. 3�a� and
discussed in Sec. IV A.

For the remaining two subjects �C15 and C16�, psycho-
physical threshold shifts were not only larger than ECAP
threshold shifts but were also larger than the magnitude of
the interaction stimulus for 5 of the 21 and 10 of the 22
electrode pairs, respectively �see Figs. 4–6�. These subjects’
psychophysical responses were highly repeatable across
blocks, so measurement variability was not an issue. In
theory, a probe threshold shift should not be larger than the
magnitude of the interaction stimulus. If it is, this suggests
that a mechanism other than simple current summation is
contributing to detection of the combined stimuli. In other
words, the total amount of current delivered to the probe and
interaction electrodes together is less than the amount of cur-
rent needed to elicit threshold on the probe electrode alone.
As the interaction stimulus is moved farther from the probe,
the amount of electrical-field overlap is reduced. However,
the subthreshold interaction stimulus may recruit enough in-
dividual nerve fibers that are adjacent to the region stimu-
lated by the probe, potentially resulting in a broader excita-
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tion pattern. It is possible that subthreshold neural activity in
the vicinity of the interaction electrode produces more aggre-
gate neural activity, leading to a lower perceptual detection
threshold. This theory can be likened to the difference in
neural recruitment patterns between monopolar and bipolar
stimulation configurations, where lower current levels are
needed for broader stimulation patterns due to an increase in
the total number of neurons recruited. Perhaps psychophysi-
cal threshold shifts that are larger than the magnitude of the
interaction stimulus indicate areas of greater neural survival
or possibly a larger number of low-threshold, high-
spontaneous-rate fibers in the region of the interaction elec-
trode. Alternatively, the subthreshold interaction stimulus
may change the “center of gravity” of the summed electric
field, which shifts the area of excitation toward the interac-
tion electrode. This is the concept used to achieve interme-
diate or virtual channels using current steering �e.g., Donald-
son et al., 2005; Firszt et al., 2007; Townshend et al., 1987;
Wilson et al., 2003�. It is possible that the threshold of the
interaction electrode was lower than the threshold of the
probe electrode, and detection was largely based on percepts
in the vicinity of the interaction electrode. This was likely
the case for C16, whose behavioral thresholds were lowest
for the apical electrodes. Recall that the stimulus level for the
interaction electrode was fixed at one-half the psychophysi-
cal threshold of the probe electrode. If the interaction elec-
trode had a lower threshold than the probe �but still higher
than the level of the interaction stimulus�, it would take less
current from the probe for stimulus detection in the region of
the interaction electrode if electrical fields from both elec-
trodes overlapped sufficiently. However, only one subject
�C6� had a large enough difference in thresholds across the
electrode array such that an interaction stimulus presented at
one-half the threshold of one electrode would have been au-
dible on another �interaction� electrode, and that subject did
not exhibit psychophysical threshold shifts that were larger
than the magnitude of the interaction stimulus on the apical
electrodes �see Figs. 4–6�.

In a previous study, we compared ECAP and psycho-
physical spatial interaction patterns obtained with nonsimul-
taneous stimulation using a forward-masking paradigm
�Hughes and Stille, 2008�. Results showed that while there
was a significant correlation between the two measures �r
=0.55, p�0.0001�, the correlation was not strong enough to
suggest using ECAP measures alone to predict psychophysi-
cal electrical-field interaction patterns. In contrast, the
present results showed a highly significant correlation �p
�0.001� between ECAP and psychophysical threshold shifts
for all individual subjects �see Fig. 7� and for group data �r
=0.82, p�0.0001�. Two methodological differences between
Hughes and Stille �2008� and the present study likely con-
tributed to the higher correlation found in the present study.
First, the previous study used nonsimultaneous stimulation
�forward masking� to measure spatial interaction patterns.
Spatial interaction patterns measured with forward masking
reflect the overlap of neural populations recruited by the
masker and probe electrodes, as well as relative temporal
aspects of the stimulated neurons �i.e., neural refractory-
recovery mechanisms�. The use of simultaneous stimulation

in the present study allowed more direct assessment of spa-
tial interaction, because it is presumed that electrical fields
sum or subtract prior to neural activation. Therefore, tempo-
ral aspects related to neural refractory periods do not con-
found the relationship between ECAP and psychophysical
threshold measures as they do with forward masking. Sec-
ond, Hughes and Stille �2008� used fast-rate pulse trains for
psychophysical measures and single pulses repeated at a rela-
tively slow rate for ECAP measures. This resulted in the use
of overall higher current levels for the ECAP measures due
to less temporal integration. In the present study, care was
taken to use stimuli that were as similar as possible �i.e.,
slow rate� for both ECAP and psychophysical measures to
reduce confounding effects of stimulus current level associ-
ated with temporal integration. However, it should be em-
phasized that even if stimuli are similar for both ECAP and
psychophysical threshold measures, there are differences in
the respective underlying mechanisms. These differences
likely contribute to the variance in the relationship between
the two measures. The ECAP is a synchronized response of
auditory nerve fibers to a single current pulse, which is re-
peated at a relatively slow rate to avoid neural refractory and
adaptation effects in the averaged response. In contrast, psy-
chophysical thresholds involve temporal integration across
the duration of the pulse train. The findings of the present
study are consistent with other studies that have shown stron-
ger correlations between physiological and psychophysical
measures when the same stimulus was used for both mea-
sures �e.g., Brown et al., 1994; Brown et al., 1996�.

Another difference in results between the present study
and Hughes and Stille �2008� is that the forward-masking
study showed more masking overall for ECAP measures than
for psychophysical measures; the opposite result was found
for electrical-field interaction in the present study. In Hughes
and Stille �2008�, the greater amount of masking for ECAP
patterns was attributed to the use of higher current levels for
ECAP than for psychophysical measures, which may have
led to more current spread and thus more interaction �e.g.,
Eisen and Franck, 2005�. In the present study, more interac-
tion was measured psychophysically; however, the difference
between ECAP and psychophysical measures was not as
large as in the forward-masking study �Hughes and Stille,
2008�. In general, the present results for simultaneous stimu-
lation show a strong correlation between ECAP and psycho-
physical measures, which suggests that ECAP measures can
be used as an effective alternative to time-consuming psy-
chophysical measures of electrical-field interaction.

Although it was not the goal of this study to explicitly
measure an optimal electrode separation that results in no
interaction, it can be seen in Figs. 4–6 that electrode inter-
actions were, in many cases, minimal at the largest electrode
spacing. These results are consistent with those reported in
several other studies �Favre and Pelizzone, 1993; Shannon,
1983; Shannon, 1985; White et al., 1984�. The partially si-
multaneous high-resolution sound processing �HiRes-P� used
in current Advanced Bionics devices effectively doubles the
overall stimulation rate by activating two electrodes at the
same time that are located half the array apart. When HiRes
programs are created, behavioral thresholds �T-levels� are
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typically set to zero or some small percentage �e.g., 10%� of
the most-comfortable levels �M-levels�. Thus, the two simul-
taneously activated electrodes could potentially be activated
at subthreshold levels, as was the case in the present study, or
a combination of sub- and suprathreshold levels. Results
from the present study can provide insight about channel
interactions that may occur with a partially simultaneous
strategy. As can be seen in Fig. 5, some subjects had virtually
no interaction for electrodes spaced half the array apart �e.g.,
C1, C11, and C13�, whereas others had significant interac-
tions �e.g., C10, C15, and C16�. These differences may ac-
count for differences in performance between the partially
simultaneous �HiRes-P� and fully sequential �HiRes-S� ver-
sions of HiRes within and across subjects �e.g., Buechner et
al., 2005�. Further research is needed to determine whether
ECAP electrical-field interaction patterns such as those used
here have potential clinical utility for determining an optimal
processing strategy �e.g., HiRes-P versus HiRes-S� on an in-
dividual basis. It is also worth investigating whether these
ECAP measures have clinical utility in estimating channel
independence in regard to speech perception. That is, can
these measures be used to estimate the number of channels
that result in optimal speech-perception performance?

Finally, the presence of an electrode positioner did not
seem to affect electrical-field interaction patterns for either
ECAP or psychophysical measures. Only two subjects �C1
and C16� had an electrode positioner, so there is insufficient
power for a statistical analysis. However, interaction patterns
in Figs. 4–6 for those two subjects do not appear narrower
than the other subjects who did not have a positioner. These
results are consistent with those reported by Boëx et al.
�2003� and Stickney et al. �2006�, who compared electrical-
field interactions for various electrode array types, including
those with a positioner.

C. Effect of interaction stimulus phase

Several studies have reported results that support the
notion of direct vector summation of current for in-phase and
phase-inverted simultaneous stimulations of two electrodes;
however, examples are seen in many of those studies in
which the amount of interaction �or threshold shift� was not
equal for in-phase versus phase-inverted conditions �e.g.,
Boëx et al., 2003; de Balthasar et al., 2003; Favre and Pel-
izzone, 1993; present study�. Asymmetries may be due to
differences in how the shape of the electrical field changes
with level. The inverted-phase condition essentially produces
a smaller resultant electrical field when fields of opposite
polarity sum. Therefore, more current must be delivered to
the probe electrode to compensate for the cancellation of
current from the inverted-phase stimulus on the other elec-
trode in order to achieve threshold. The shapes of the current
fields produced by each electrode are likely to be slightly
different due to differences in current level, electrode imped-
ance, and geometry and impedance of the tissue in the vicin-
ity of each electrode �e.g., Finley et al., 1990; Frijns et al.,
1995; Frijns et al., 1996; Kral et al., 1998; Ruddy and Loeb,
1995�. Thus, the shape of the summed field may differ de-
pending on the relative current levels of the two contributing

electrodes. Differences in anatomical geometry, impedance,
etc., across subjects may explain why some individuals
showed asymmetry between phase conditions while others
did not.

Results from Fig. 9 show that phase inversion did not
affect psychophysical and ECAP measures in the same way
for more than half of the subjects. Specifically, C8 demon-
strated asymmetrical shifts for psychophysical thresholds but
not for the ECAP, and four other subjects �C1, C6, C10, and
C16� demonstrated asymmetrical threshold shifts for the
ECAP but not psychophysically. Recall that psychophysical
measures were obtained with cathodic-leading pulse trains
presented to the probe electrode, whereas ECAP measures
were obtained with pulses of alternating polarity for artifact
reduction. Therefore, half of the ECAPs in each averaged
response were obtained with anodic-leading pulses. A recent
study by Macherey et al. �2008� showed that anodic-leading
pulses resulted in more effective electrical stimulation in hu-
man CI users than cathodic-leading pulses. It is not clear
whether electrical fields from two electrodes stimulated with
anodic-leading pulses will sum in the same way as electrical
fields from two electrodes stimulated with cathodic-leading
pulses. However, given the difference in physiological re-
sponses between cathodic and anodic stimulus polarities as
reported by Macherey et al. �2008�, it is possible that the
alternating polarity paradigm used for artifact reduction in
the ECAP measures contributed to the differences seen in
Fig. 9 between ECAP and psychophysical measures.

V. CONCLUSIONS

The primary purpose of this study was to determine
whether physiological electrical-field interaction patterns
measured with the ECAP are predictive of patterns measured
psychophysically. Results showed a highly significant corre-
lation �r=0.82, p�0.0001� between ECAP and psychophysi-
cal threshold shifts obtained with simultaneous stimulation
of two electrodes. There was no significant difference be-
tween ECAP and psychophysical threshold shifts for five of
the nine subjects, which was consistent with the hypothesis.
However, group data showed statistically significantly larger
shifts for psychophysical thresholds than for the ECAP. In
general, ECAP data predicted psychophysical data with
enough confidence to suggest that ECAP measures can ad-
equately predict psychophysical electrical-field interaction
patterns for subthreshold stimuli. ECAP data from the
present study also showed that higher thresholds occurred
more often for recordings made from the basal side of the
stimulating electrode compared with the apical side. The
variability in ECAP thresholds and amplitudes across record-
ing electrode locations suggests that ECAP measures should
be averaged across more than one recording electrode loca-
tion, particularly if ECAP measures are to be compared with
psychophysical measures within subjects. Finally, phase in-
version of the interaction stimulus resulted in asymmetrical
threshold shifts for some subjects, particularly for ECAP
measures. This finding may be attributed to differences in the
relative current levels of the two contributing electrodes and
how their respective electrical fields change shape with level.
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Phase inversion did not affect psychophysical and ECAP
measures in the same way for more than half of the subjects.
This result may be influenced by the alternating polarity
paradigm used to elicit ECAP measures.
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Both spectral and temporal integration of tones have been explored in detail, but integration of tones
varying across both dimensions has received little attention. This study explores temporal
integration of tone pulses that vary over a range of frequencies. Baseline thresholds were obtained
for both spectral and temporal integration with the same signals and compared with prior research.
The signals were then varied on both dimensions in several ways: with equivalent spectral and
temporal step sizes, different spectral and temporal step sizes, and a random pattern of frequency
presentation. The data were also analyzed by spectral step size, temporal step size, frequency range,
direction and slope of frequency change, and predictability. The spectral and temporal integration
conditions showed that the current procedures and signals yielded the same improvement in
detection thresholds as prior studies. The spectrotemporal integration conditions showed the
improvement for overall detection of the signals to be limited by spectral integration, with
improvement related primarily to the number of tones, regardless of timing and frequency.
Surprisingly, trial-by-trial random presentation of signal frequencies did not negatively influence
detection. These results support the multiple looks hypothesis �Viemeister, N. F. and Wakefield, G.
H. �1991�. “Temporal integration and multiple looks,” J. Acoust. Soc. Am. 90, 858–865� as applied
to spectrotemporal integration. © 2009 Acoustical Society of America. �DOI: 10.1121/1.2999338�

PACS number�s�: 43.66.Ba, 43.66.Cb �RLF� Pages: 261–269

I. INTRODUCTION

The attempt to understand the nature of human auditory
perception has provided a wide variety of directions for
study. Important aspects of sound that have been of great
interest include the temporal processing of sounds, and pro-
cessing within the frequency, or spectral, domain. For both of
these areas of auditory perception, there is the dilemma re-
lated to specificity versus generality. In other words, how do
we achieve both fine acuity �resolution�, of the “small pic-
ture,” and also wide integration �summation� of the “big pic-
ture?”

The dilemma occurs because fine temporal acuity re-
quires very brief time windows, and good frequency selec-
tivity demands narrow auditory filters. Integration over a
wide frequency range, or long signal duration, on the other
hand, dictates that the processing window should be ex-
tended. Most of the research has been conducted on either
temporal or spectral processing while keeping the other di-
mension constant. However, by holding one dimension con-
stant, the results obtained may not reflect perception outside
the laboratory since time and frequency are not independent
of one another.

Early work on temporal or spectral summation of tones
applied the energy detector model �Green, 1958�. If the au-
ditory system is simply summing up signal energy across N
tones, the detectability of two or more tones set to be equally
detectable with di�= �2E /No�1/2 �where energy in the signal
tone is E, and No is the spectrum level of the background
noise� should improve with increasing number of tones ac-
cording to dN�= ��i

N�di��
2�1/2. For a fixed percentage of cor-

rect responses in a forced-choice experiment, this amounts to
a detection threshold improvement of −10 log�N�, or 3 dB of
improvement for each doubling of N. Human listeners do not

achieve this “ideal” level performance in either temporal or
spectral summation tasks, but improvements characterized
by −k log�N�, with k�10, are common �van den Brink and
Houtgast, 1990a, 1990b; Hicks and Buus, 2000�.

A. Temporal processing

In their work on temporal integration, Viemeister and
Wakefield �1991� introduced a “multiple looks” model for
temporal integration that offers a good explanation for both
temporal summation and resolution. Prior to this model, in-
tegration was studied in terms of either a long integration
“window” �hundreds of milliseconds�, which provided a
good explanation for the summation, or a short integration
window �3–5 ms�, which provided a good explanation for
the resolution. Unfortunately, neither type of model could
offer a satisfactory explanation for the opposite extreme:
long windows could only explain resolution via “leaky” in-
tegration �allowing some integration while summing over the
window�, and short windows offered poor prediction of sum-
mation.

The multiple looks model proposes that the auditory sys-
tem actually uses short time constant windows or “looks” at
the acoustic input. Thus, one look could detect a short dura-
tion signal, consistent with thresholds measured on reso-
lution tasks. As the duration of the signal increases, the au-
ditory system uses an increasing number of these looks
consecutively, and the information from these windows is
accumulated for detection, accounting for improved thresh-
olds for longer duration signals. By measuring detection
thresholds for one versus two pulse signals, Viemeister and
Wakefield �1991� were able to show that listeners are able to
utilize “intelligent” sampling to detect sounds. In quiet, de-
tection thresholds for 200 �s pulse pairs separated by 1 ms
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exhibited a 4 dB improvement relative to single pulses. The
threshold increased until the separation was 5 ms, with no
further change for longer separations. This suggests integra-
tion in a single window at 1 ms, partial integration up to
5 ms, then independent processing with longer separations.
They then introduced a noise into the middle 50 ms of a
100 ms separation. When this intervening noise was intro-
duced, the detection thresholds for two pulses averaged
2.5 dB lower than for single pulses, regardless of the level of
the noise. The consistent improvement in threshold supports
the use of intelligent processing of sounds, rather than sum-
mation of the entire duration of the signal, as would be as-
sumed for a long integration window.

Further research by Buus �1999� considered the weight-
ing of the pulses based on their temporal location in the
signal, which revealed that detection of the pulses is approxi-
mately independent of the other pulses in the train, regard-
less of the noise masker used. Additionally, Buus �1999�
found that the improvement in detection grows less quickly
for pulse trains masked by single-band �50 Hz wide� and
incoherent maskers �masking band with six flanking bands
with unrelated envelopes� than for coherent maskers �mask-
ing band with six flanking bands with identical envelopes�.
His results support the predictions of the multiple looks
theory for the single-band and incoherent masker conditions.
The greater improvement in detection observed with the co-
herent masker condition, however, is inconsistent with the
theory.

In their work with multiple looks in informational
maskers, Kidd et al. �2003� suggested the influence of audi-
tory streaming on thresholds for increasing number of tones.
They argued that the consistency in the signal allowed
streaming to facilitate detection.

B. Spectral processing

Early work involving spectral processing �Fletcher,
1940; French and Steinberg 1947; Schafer and Gales, 1949;
Zwicker et al., 1957; Greenwood, 1961; among others� es-
tablished the critical band as the limit or look for spectral
integration. In 1979, Spiegel �1979� studied the critical band
and spectral integration to determine both the maximum
limit of integration and the critical bandwidth in the same
listeners. He found that thresholds for his noise signal in-
creased at a rate consistent with the energy detector model,
which predicts that for signals beyond the critical band, sev-
eral bands will be combined to process the signal. The
threshold increases, rather than decreases, as a result of in-
creased noise through the bands along with the signal, at a
rate proportional to 10 log�N�. Based on his use of a masker
noise with a bandwidth of 100–3000 Hz, Spiegel �1979�
concluded that spectral integration could potentially occur
through the entire range of audibility. Additionally, for detec-
tion of single tones, Green �1961� found that when the fre-
quency was uncertain, detectability only decreased by 3 dB
in the most extreme cases �frequency varying between 500
and 4000 Hz�. Thus, detection was only minimally affected
by the inability to predict at what frequency the tone would
occur.

van den Brink and Houtgast �1990a, 1990b� reported a
series of studies in which they measured spectral integration
and temporal integration for long signals �100 ms� and brief
signals �4.7 cycles�. They found that brief tones were inte-
grated more efficiently, at a rate of 8 log�N�, than the longer
tones, which were integrated at a rate of 5 log�N�. These
improvements contrast with the 10 log�N� improvement pre-
dicted by the energy detector model. Increased efficiency
was also reported for temporal integration when the band-
width of the signals was less than one critical band. Using
the same signals, Hicks and Buus �2000� measured psycho-
metric functions for long versus brief tones and tone com-
plexes. They found steeper psychometric functions for brief
tones, with integration functions corresponding to 8 log�N�
for brief tones and 5 log�N� for long tones.

Work by Grose and Hall �1997� found that thresholds for
tone complexes improved with increasing number of compo-
nents, with thresholds improving at a rate of 10 log�N�, con-
sistent with predictions based on the multiple looks model.
They found a parallel improvement �still 10 log�N��, for de-
tection of increments in narrow band noise, but with thresh-
olds 2 dB higher than the pure tones. They then found less
than 10 log�N� improvement for detecting a decrement in
noise. In a final experiment, they carried the principle of
decremented signals to its extreme, performing a gap detec-
tion experiment with the same narrow band noise complexes,
which revealed improvement in detection greater than the
predicted 10 log�N�. A notable difference between these two
decrement experiments relates to possible temporal integra-
tion differences; the decrement study used a 200 ms signal,
but the gap detection study involved detection of gaps be-
tween 20 and 100 ms. Bacon et al. �2002� found consistent
improvement in threshold for three-tone complexes com-
pared with individual tones in an unmodulated noise masker,
regardless of spectral distance between components. In
modulated noise conditions, however, the amount of integra-
tion appeared to decrease with increased spacing between the
components, possibly exhibiting a limit in spectral integra-
tion. Additionally, they combined pure tones at equally de-
tectable levels for their threshold measures, an improvement
over previous research that used equal physical levels.

C. Spectrotemporal processing

Since there is evidence to support the idea of multiple
looks in both the time and the frequency dimensions of
sound integration, the question remains about how these two
processes may relate to each other. There has been little work
published relating to both dimensions simultaneously. Spie-
gel �1979� made reference to the flexibility of the auditory
system for both resolving short duration signals and sum-
ming longer duration signals. His data supported the idea
that the spectral processing of sounds must be similarly flex-
ible. In their study of spectral integration, Grose and Hall
�1997� noted that the differences between their experiments
on level decrement detection and gap detection may have
been due in part to the differences in the temporal integration
of the signals. However, no quantitative analysis of this sug-
gestion is available.
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Dai and Green �1993� compared thresholds for 3- and
21-tone complexes with signal durations ranging from
10 to 1000 ms. They reported that the threshold for the
3-component complex with closer frequency spacing was
10 dB lower than the 21-component complex at 10 ms, but
the 21-component complex showed more rapid improvement
in detectability with increasing duration than the 3-tone com-
plex. They then measured the thresholds for a 3-component
complex with the same frequency spacing as the 21-
component complex. The results indicated that the improve-
ment in thresholds was related to the frequency spacing of
the tones rather than the total number of components. They
invoked the multiple looks model for explanation of the re-
sults for the different duration conditions. However, this
model would only predict the improved thresholds observed
in the data for durations under 100 ms. Beyond this duration,
no evidence of further integration can be seen. As a modifi-
cation to the multiple looks model, Dai and Green �1993�
suggested a “single look” model, which assumes that the
filters are initially wide, and become increasingly narrow,
with maximum tuning reached by 100 ms. This duration is
the point at which their three-tone complex with the narrow-
est frequency spacing reached the steady portion of the
threshold curve.

The purpose of the current study was to measure quiet
thresholds for tone complexes that differed in both frequency
and duration, in order to quantify the integration across both
dimensions, and to examine the potential expansion of the
multiple looks hypothesis into spectrotemporal integration. If
the integration of increasing numbers of tones differing in
both temporal and spectral location is similar to that of each
domain individually, support may be evident for the multiple
looks model with spectrotemporally varying signals. This
study was designed to systematically measure quiet thresh-
olds for tone complexes that vary either in spectral or tem-
poral composition, or along both dimensions, in order to con-
sider the potential application of multiple looks to the
integration for both dimensions in the same subjects. The
results should provide information about the relative salience
of perception in the two dimensions and how discrete
changes in both dimensions of the signals are integrated.

II. METHODS AND RESULTS

A. Subjects

Six normal hearing young adult listeners were included.
Normal hearing was defined as air conduction thresholds
�20 dB hearing level �HL� at the standard audiometric fre-
quencies �250–8000 Hz� with normal otoscopic findings.
Five female subjects and one male subject were included,
ranging in age from 20 to 37 years old. No prior experience
with psychoacoustics research was required for participation;
however, introductory training was provided to assure famil-
iarity with the procedure and signals and to assure stable
quiet threshold measurements. The same subjects partici-
pated in all experiments and completed all experiments in
four to five 2 h sessions per week for four to five weeks.

B. Procedures

All experiments were conducted in a sound attenuated
room. Signals were generated digitally with MATLAB �version
2006b�, processed through Digital Audio Labs CardDeluxe
sound cards, attenuated with a TDT PA4 programmable at-
tenuator, and presented monaurally over Sennheiser HD580
headphones. All subjects used the right ear, with the excep-
tion of subject No. 6, who used the left ear due to a slight
increase in pure tone threshold in the right ear at one fre-
quency. The experiments were conducted using an adaptive
tracking �one up three down two interval forced choice
�2IFC�� procedure to target a threshold at the 79% level
�Levitt, 1971�. The step size for signal level was initially set
at 5 dB and was reduced to 2 dB after the first reversal, then
reduced again to 1 dB after the next reversal. The starting
level for each run was at 10 dB of attenuation, with signal
generation levels set to target a pure tone threshold of 35 dB
of attenuation at each frequency. Each run consisted of 50
trials and included between 5 and 10 reversals, with the first
4 reversals discarded in the calculation of the threshold esti-
mate. Thresholds were calculated using three separate runs
for each condition, with each threshold estimate based on a
total of 150 trials. Occasionally, subjects ran more than three
runs for a condition, if one or more run yielded an inconsis-
tent result for the threshold estimate. These inconsistencies
were generally a result of errors early in the run, causing the
step size to decrease too quickly and not allowing the run to
stabilize, or variation in levels for the retained reversals,
causing a wide variance around the eventual calculated
threshold. Results from these runs were discarded.

C. Stimuli

Stimuli consisted of one to eight 10 ms sinusoidal tone
bursts. Tone frequencies were 356, 494, 663, 870, 1125,
1442, 1838, and 2338 Hz. These frequencies were selected
based on the work by Grose and Hall �1997�, with tones
centered in alternating equivalent rectangular bands �ERBns�
�Moore and Glasberg, 1983�. Each 10 ms burst was gated on
and off with quarter sine wave 5 ms rise and decay times,
with no steady state component �Viemeister and Wakefield,
1991�. Tones were separated by 10 ms silent intervals in or-
der to minimize interaction between tones. The temporal
separation was chosen to separate them into alternating
equivalent rectangular durations �ERDs�. ERDs were re-
ported by Moore et al. �1988� to range between 8 and
10.8 ms for brief tones, depending on the conditions. While
the two dimensions cannot be equated in a quantitative mea-
sure, the spacing in both dimensions was made as equivalent
as possible. Overall duration of signals and silent intervals
were specified to ensure that all temporal integration be con-
tained within a 150 ms maximum window. The nominal
stimulus duration represented in the stimulus matrix �Fig. 1�
was 160 ms for all the experimental conditions, but the final
10 ms interval was always silent. A 300 ms interstimulus in-
terval was used. All signals were presented in quiet. Figure 1
represents the matrix of time and frequency cells used in the
experimental signals. Rows in the figure represent the tem-
poral domain, while columns represent the spectral domain.
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Thus the time frequency representation �TFR� for each spec-
trotemporal condition, as represented by a line linking the
relevant cells across the matrix, would have a slope of �1,
��1, or ��1. The diagonal to be used was determined by
the conditions within the context of each particular experi-
ment.

D. Baseline

1. Procedure

A baseline experiment was conducted to determine the
appropriate presentation levels for the individual sine wave
tones for each subject. Initial thresholds were obtained, then
the amplitude of each tone was adjusted to equalize the de-
tectability of the tones across the frequencies. This level ad-
justment ensured that the detection of the overall signal com-
plex in the remaining experiments was not based solely on
the signal�s� with the lowest individual threshold�s�. Thresh-
olds obtained for each frequency at equal presentation levels
ranged from 27.1 to 50.0 dB of attenuation, with the lowest
thresholds measured for the higher frequencies, as would be
expected based on the shape of the normal audibility curve.
After these thresholds were obtained, the presentation levels
were adjusted until all the measured thresholds were within a
range of less than 2.5 dB, and the overall mean was between
34.75 and 35.25 dB of attenuation. With the range of initial
thresholds, it was expected that without adjustment, the sub-
jects would have likely been able to detect signals on the
basis of the higher frequency components.

2. Results

As seen in Fig. 2, the mean threshold for all frequencies
ranged from 34.56 to 35.64 dB, with an overall mean of
35.14 dB. A repeated measures analysis of variance
�ANOVA� indicated no significant difference between fre-
quency thresholds, F�1,7�=0.891, p�0.05. The thresholds
for individual frequencies were averaged across subjects, and

FIG. 1. TFR of the stimuli used in the study. The time axis is divided into 10 ms windows. The frequency axis is divided into one ERBn filter band. Signals
were separated in time and frequency so that empty squares indicate combinations for which signals were not presented. Brackets along the top and right side
reflect the spacing for two-tone signals. Four-tone signals were created using consecutive or alternating tones and time intervals for close or mid conditions.
Spectrotemporal signals are represented along diagonal lines.

FIG. 2. Thresholds for baseline frequencies averaged across subjects. The
abscissa is the frequency for which the threshold was obtained, and the
ordinate is the decibel of attenuation for that threshold. The dotted line is set
at 35 dB of attenuation �the target threshold�, and the dashed line indicates
the obtained average for all eight frequencies, 35.14. Error bars represent
one standard deviation around the mean.
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then averaged across frequency. Variance for these averaged
thresholds was 1.08 dB. Just noticeable differences �JNDs�
in intensity for signals with a duration of 15 ms are between
3 and 4 dB �Oxenham and Buus, 2000� when presented at a
level of 65 dB sound pressure level �SPL�. It was assumed in
the current study that the JNDs at absolute threshold would
not be substantially different than those at higher presenta-
tion levels. For this reason, the variance found within indi-
vidual subjects’ thresholds was believed to be acceptable for
the assumption of equal detectability. To check the accuracy
of this assumption, the calculated improvement in thresholds
based on the obtained data was compared with the improve-
ment predicted by the energy detection model. The model
predicts an improvement of 9.03 dB �i.e., 10 log�8�� over all
eight of the frequencies in an ideal listener. When the aver-
age thresholds were submitted to the same calculation, the
improvement in threshold was 8.9 dB, with the most dispar-
ate overall anticipated threshold being 8.76 dB of improve-
ment �for subject No. 4�.

E. Experiment 1 „single dimension…

1. Procedure

The first experiment was conducted to establish a refer-
ence for spectral and temporal integration within the context
of the frequencies and time window used in this study. Using
the adjusted presentation levels for the individual frequencies
obtained in the baseline experiment for each listener, thresh-
olds were determined for spectral integration for combina-
tions of two, four, and eight tones. The configuration of these
signals can be seen in the TFR shown in Fig. 1. The terms
“high,” “mid,” and “low” were used to describe the location
within the frequency range used for the two-tone signal con-
ditions. For example, the high condition included the fre-
quencies at the upper end of the spectrum used in the study
�e.g., 1838 and 2338 Hz�. Additionally, the terms “close,”
mid, and “distant” were used to describe the step size be-
tween components. Two-tone combinations were presented
at 1838 and 2338 Hz for the close-high condition, at 870 and
1125 Hz for the close-mid condition, and at 356 and 494 Hz
for the close-low condition. These conditions use tones next
to each other within the experimental matrix and were sepa-
rated by one intervening ERBn. The tones used for the mid
step size condition were 663 and 1442 Hz and were sepa-
rated by five ERBns. The distant condition consisted of 356
and 2338 Hz, the most disparate frequencies in the matrix,
and separated by 13 ERBns. The four-tone combinations con-
sisted of 663, 870, 1125, and 1442 Hz for the close condi-
tion, again including adjacent tones and having only one in-
tervening ERBn between components, and 356, 663, 1125,
and 1838 Hz for the mid condition, with three ERBns be-
tween components. The eight-tone combination included all
the identified frequencies. All temporal and spectral integra-
tion conditions were presented randomly in order to elimi-
nate order effects.

Temporal integration was measured for two, four, and
eight signals, again using the adjusted presentation levels
obtained in the baseline experiment. The signals were pre-
sented at 356, 1125, or 2338 Hz. These frequencies were

selected to represent the high, middle, and low frequency
ranges in the study. Again, the configuration of the signals
can be seen in Fig. 1. Two-tone signals were presented with
an intervening silent interval of 10 ms for the close condi-
tion, 50 ms for the mid condition, and 130 ms for the distant
condition. Four-tone signals were presented with a 10 ms
intertone interval in the close condition and a 30 ms inter-
tone interval for the mid condition. The temporal integration
for eight tones was measured with 10 ms intervals between
signals.

2. Results

Spectral integration. The spectral integration measures
show an improvement in threshold between approximately 1
and 2.5 dB for each doubling of the number of tones. The
overall improvement in threshold from one to eight tones
was 5.17 dB. In Fig. 3, this can be seen with the open tri-
angles representing the average of the thresholds of all con-
ditions plotted against the number of tones. The data were
collapsed across all conditions since all comparisons based
on frequency range and spectral spacing were found to be
statistically nonsignificant. Linear regression revealed that
the best fit to this function was the 5 log�N� predicted curve
�R2=0.688, slope=1.1�. A repeated measures ANOVA indi-
cated a significant difference for increasing numbers of
tones, F�1,3�=187.40, p�0.05. Differences seen in thresh-
olds on the basis of frequency range and spectral spacing
were not significant.

Temporal integration. The temporal integration mea-
sures show an improvement in threshold between approxi-
mately 1.98 and 2.47 dB for each doubling of the number of
tones. The overall improvement in threshold from one to
eight tones was 6.84 dB. In Fig. 3, this can be seen with the
open squares representing the average of the thresholds of all
conditions plotted against the number of tones. Linear re-

FIG. 3. Integration of multicomponent tones for experiments 1 and 2. Open
circles are the thresholds for spectrotemporal signals with the same step
sizes. The open triangles are the thresholds for the spectral dimension alone,
and the open squares are the thresholds for temporal integration alone. Data
points represent two, four, and eight tone signals collapsed across all other
conditions. The dotted line is the average threshold for single tones. The
long dashed line illustrates 10 log�N�, the medium dashed line represents
8 log�N�, and the short dashed line represents 5 log�N�.
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gression revealed that the best fit to this function was the
8 log�N� curve for these data �R2=0.805, slope=0.95�. Re-
peated measures ANOVA revealed that increasing number of
tones was significant, F�1,3�=287.42, p�0.05.

The temporal integration conditions were run at three
frequencies to sample potential differences on the basis of
the spectral range. The change in detection threshold on the
basis of the frequency was not significant, F�2,4�=0.119,
p�0.05. This result confirms that the remaining conditions
can readily be centered around any of the included frequen-
cies without concern about the influence of any spectral dif-
ferences confounding the perception of these signals.

F. Experiment 2 „equivalent spectral-temporal
spacing…

1. Procedure

The second experiment measured thresholds for signals
differing in both the temporal and spectral domains, with the
signals configured in equally spaced “steps” in both the spec-
tral dimension and the temporal dimension. The resulting
signals followed the major and minor diagonals in the TFR.
Signals included complexes of two, four, and eight sine wave
tones varying in either an “up” or “down” frequency direc-
tion. For example, the two-tone stimuli were presented in
conditions defined as close-close �adjacent frequencies and
adjacent time intervals�, mid-mid �steps that spanned ap-
proximately one-half the total possible range both in fre-
quencies and temporal intervals�, and distant-distant �end-
point values for frequency and time�. The close-close
conditions were presented in both the high frequency range,
that is, with 1838 and 2338 Hz tones, and the low frequency
range, with 356 and 494 Hz tones. The mid-mid conditions
also used the high frequency range �1125 and 2338 Hz� and
the low frequency range �356 and 870 Hz�. The close condi-
tions presented tones in the 1st and 3rd time windows, with
starting times of 0 and 20 ms, the mid conditions presented
the tones in the 1st and 4th time windows, with starting times
of 0 and 60 ms, and the distant conditions presented the
tones in the 1st and 15th time windows, with starting times
of 0 and 140 ms. In similar fashion, four-tone stimuli were
presented with close conditions in consecutive frequency and
time windows and presented in the high and low frequency
ranges. The high frequency conditions included 1125, 1442,
1838, and 2338 Hz tones presented in time windows with
starting times of 0, 20, 40, and 60 ms. The four-tone mid
signals included alternate frequencies starting with an end-
point. For example, the up condition included the 356, 663,
1125, and 1838 Hz tones presented in the time windows with
starting times of 0, 40, 80, and 120 ms. The eight-tone
stimuli were all presented in close intervals since this was the
only possibility within the spectral and temporal constraints
of the experiment. A total of 10 two-tone conditions, 6 four-
tone conditions, and 2 eight-tone conditions was used.

2. Results

For the spectrotemporal signals, the overall improve-
ment in threshold from one to eight tones was 3.86 dB. Lin-
ear regression revealed that the best fit to this function was

the 5 log�N� curve �R2=0.765, slope=0.872�. Repeated mea-
sures ANOVA revealed that the thresholds were significantly
different than for temporal integration alone, F�1,5�
=43.184, p�0.05. The differences between spectrotemporal
and spectral integration were not significant, F�1,5�=1.667,
p�0.05. The open circles in Fig. 3 show the overall thresh-
olds for these equal step size signals plotted by the number
of tones.

The data were also considered on the basis of spectral
and temporal spacing. Because of the design of this experi-
ment, the step size in both dimensions was equivalent in each
condition. The improvement from one to two tones was
nearly identical in all spacing conditions. Across all compari-
sons, the differences in thresholds were not statistically sig-
nificant on the basis of spectral and temporal spacing or di-
rection of frequency change.

G. Experiment 3 „different spectral-temporal spacing…

1. Procedure

The third experiment measured the thresholds for signals
with different step sizes in the spectral and temporal dimen-
sions. For example, the steps in the spectral domain may be
distant, while the temporal steps may be mid or close. The
alternative difference was also presented, with steps in the
spectral domain being smaller than those in the temporal
domain. In this way, the perceptual slope for the signals may
be either steeper than 1 �as in the first example� or shallower
than 1 �as in the second example�, depending on the specific
condition. These conditions were included in order to allow
for the possibility of determining the relative importance of
the two dimensions �spectral and temporal� for threshold. If
one of these dimensions has a greater influence on the over-
all integration than the other, then the thresholds in this con-
figuration should show an influence of slope. Because the
signals required a difference in step size between the two
dimensions, no eight-tone signals could be used, as the con-
straints of the experimental design required that these signals
were always at a close step size for both dimensions. As for
equivalent spacing, the signals were presented in both up-
ward and downward slopes. A total of eight two-tone condi-
tions and four four-tone conditions was used. These condi-
tions were centered around the middle frequencies in the
matrix.

2. Results

The magnitude of integration for these signals consid-
ered all together is less than the comparable conditions with
equivalent spacing. The threshold for signals with different
step sizes showed an overall improvement from one to four
tones of 1.74 dB. This is different from the improvement in
threshold for the same step size signals, which showed an
improvement of 2.80 dB for the same change from one to
four tones. Linear regression for these data showed a poor fit
to any of the predicted threshold improvements, with the best
fit to the 5 log�N� curve �R2=0.575, slope=0.577�. Regres-
sion would suggest a possible fit to a slope somewhat less
than 5 log�N�. These thresholds are represented in Fig. 4 with
open squares and compared with the same step size thresh-
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olds �open triangles�. Recall that there were no conditions
that included eight tones since the constraints of the TFR
would not allow a difference in the step size for the temporal
and spectral domains, while still remaining within the ma-
trix.

As in experiment 2, the data were analyzed for differ-
ences in spectral and temporal spacing and direction, and
these were not significant. Additionally, the data were com-
pared with those of equivalent spacing on the basis of the
slope of the TFR of the signals. The data for signals with
different spacings were all represented by slopes of greater
than or less than 1, while all the signals with equivalent
spacing from experiment 2 had a slope equal to 1. The
thresholds for signals with a slope of �1 are plotted with
open circles and those with a slope of �1 are filled circles in
Fig. 5. While the thresholds for signals with different slopes
appeared to be different, the difference was not statistically
significant.

H. Experiment 4 „random presentation order…

1. Procedure

The fourth experiment was conducted to measure the
thresholds for the complex signals when the component
tones were randomly selected. The signals were presented in
random order without replacement for each trial. Every tone
complex presented was different. The temporal and spectral
step size constraints were limited to equal step sizes between
the dimensions and defined as in experiment 2. Thus, the
two-tone close condition consisted of two neighboring fre-
quencies presented in consecutive temporal windows, but the
two tones were randomly selected from among the eight pos-
sible. Similarly, the two-tone mid condition consisted of two
frequencies spaced approximately half the distance of the
frequency range, and in the first and middle temporal win-
dows, with the specific frequencies randomly selected. The
conditions used in this experiment included three two-tone

conditions, two four-tone conditions, and one eight-tone con-
dition. All different spectral and temporal distances �close,
mid, and distant� were represented in the conditions.

2. Results

The overall improvement in threshold for signals with
random frequencies showed a very close match to the thresh-
olds for the signals with equivalent spacing. This can be seen
in Fig. 4 by comparing the open circles with the open tri-
angles. Thus, there appears to be little difference in the spec-
trotemporal integration for signals when there is no ability to
predict the frequency range in which the tones will occur.
Linear regression showed the best fit to the 5 log�N� pre-
dicted curve �R2=0.568, slope=0.765�. Repeated measures
ANOVA revealed that the thresholds for signals with random
frequency presentation did not differ significantly from those
of the signals with equivalent spacing, F�1,5�=1.667, p
�0.05, nor from those with different spacing, F�1,5�
=2.486, p�0.05.

When the random frequency signal conditions were ana-
lyzed on the basis of the spectral and temporal spacings, the
only significant difference appeared between the two-tone
conditions with close and mid spacings. All other compari-
sons were nonsignificant.

I. General results

A significant difference can be seen between integration
for the spectral domain and the temporal domain individu-
ally. The slope of spectral integration closely approximated
5 log�N�, while the slope of temporal integration was closer
to 8 log�N�. Spectrotemporal integration was not signifi-
cantly different than the spectral dimension alone. The sig-
nals throughout the study were analyzed on the basis of spec-
tral distance between tones, temporal distance between tones,
direction of slope representing the signal change, and steep-

FIG. 4. Spectrotemporal integration across experiments 2–4. Open triangles
are the signals with the same step sizes, open squares are signals with
different step sizes, and open circles are random signals. Data points repre-
sent two, four, and eight tone signals collapsed across all other conditions.
The dotted line is the average threshold for integration of single tones and
the long dashed line is 10 log�N�, the medium dashed line represents
8 log�N�, and the short dashed line represents 5 log�N�.

FIG. 5. Integration of signals with different slopes. Filled circles are the
thresholds for signals with greater spectral distance �slope �1�, open circles
are thresholds for signals with greater temporal distance �slope �1�, and
open triangles are threshold for signals with equivalent step sizes �slope
=1�. The dotted line is the average threshold for integration of single tones
and the long dashed line illustrates 10 log�N�, the medium dashed line rep-
resents 8 log�N�, and the short dashed line represents 5 log�N�.
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ness of that slope. The signals were also randomized for the
equal spectral and temporal step size conditions. None of
these analyses were statistically significant.

III. DISCUSSION

A. Spectral integration

The spectral integration conditions of the first experi-
ment were conducted to replicate the work by Grose and Hall
�1997�, with minor adjustments to the method to allow for
comparison with the remainder of the experiments within
this study. The current study showed improvements of
1.02–2.44 dB per doubling of tones, comparable to their im-
provement of 1.5–2 dB per doubling of tones. These im-
provements were a good match for their results, despite dif-
ferent durations, as well as the adjustment to the signal levels
to make them equally detectable. The wider variation in the
threshold improvements may be related to the brief duration
of the current tones, as little data are available related to the
stability of threshold measures for these brief tones. These
threshold improvements are inconsistent with the results of
van den Brink and Houtgast �1990a, 1990b� for brief tones,
which showed thresholds for brief duration tones to improve
more rapidly than longer duration tones. While Grose and
Hall �1997� used only signals centered around the 1125 Hz
signal, this study also included two-tone signals in the high
and low frequencies in order to consider the potential for
differential integration on the basis of frequency range. The
differences found in these data were not significant.

To consider integration across the spectrum, the concept
of multiple looks could be considered in the frequency do-
main. The auditory system may be combining the signals
across independent filters in a spectral multiple look in much
the same way that Viemeister and Wakefield �1991� proposed
for the temporal domain and selectively responding to the
bands that include energy. In the current study, the distance
between component tones did not affect spectral integration,
which was consistent with the unmodulated noise conditions
reported by Bacon et al. �2002�. The multiple looks hypoth-
esis would suggest that the auditory system can “intelli-
gently” select the time intervals containing information for
integration. It appears with the current results that this may
be the case in the spectral domain.

B. Temporal integration

The temporal integration conditions of the first experi-
ment were also conducted to replicate earlier research. In
their work, Viemeister and Wakefield �1991� demonstrated
an improvement in threshold of 2.5 dB from one tone to two
tones, while the current study showed an improvement of
2.47 dB for the same condition. The extension beyond their
work yielded improvements of 2.39 dB from two to four
tones and 1.98 dB from four to eight tones. No significant
difference can be seen for different temporal spacings, from
10 ms of silence between tones to 130 ms of silence. All of
these distances are greater than the 5 ms gap required for
independence of the observations. Thus the integration ap-

pears to be the same throughout the overall time window
used in all the signals, supporting the multiple looks hypoth-
esis for temporal integration.

The similarity in the detection of the signals presented at
the three frequencies �356, 1125, and 2338 Hz� additionally
confirms that the temporal integration task does not vary
with the spectral range being used. As a result, further study
can reliably be pursued in any frequencies in the range in-
cluded here, with good assurance that the results will be the
same.

C. Spectrotemporal integration

The combination of the two domains yields additional
information about the function of the auditory system that
has previously not been explored. The results of this study
indicate that the limits of spectrotemporal integration are due
to the limits in the ability to integrate spectral information,
with very similar detection thresholds between the two sets
of integration conditions. The spectrotemporal signals did
not show significant differences on the basis of spectral and
temporal step sizes or direction of frequency change. This,
again, supports the multiple looks hypothesis. The auditory
system appears to be capable of monitoring the filters
throughout the entire range of frequencies included here and
detecting signals that occur in any of the time windows. The
information contained in those tones is accumulated over the
course of the longer, overall, time window for use in detec-
tion.

While the same step size signals were processed in a
way that was very similar to those varying in only the spec-
tral dimension, the processing of the different step size sig-
nals appeared to be dissimilar. The thresholds for these sig-
nals were consistently poorer than for the same step size
signals. This came as a surprise after the data collection was
initiated. Prior expectation was that there should be no dif-
ference between the two types of spectrotemporal signals.
One would expect that this prediction would be further sup-
ported based on the nonsignificant differences related to step
sizes in experiment 2. Separate analysis of slope showed that
the thresholds for signals that changed over greater spectral
than temporal range showed essentially no improvement
with the increase from two tones to four. While these differ-
ences were not statistically significant, they suggest the pos-
sibility that the auditory system may be near the limit for
tracking changes in signals at this rate, as these signals con-
sisted of a total duration of 30 ms, with spectral changes
from 7 to 15 ERBns. Further study with different signal du-
rations and different spectral ranges may provide additional
insight into this uncertainty.

D. Random presentation order

If a phenomenon such as auditory streaming is involved
in the detection of these signals, then trial-by-trial random
order of presentation should have a negative effect on the
integration of the tones. Listeners should be unable to use
streaming as a cue to detect the signal in the random presen-
tation order conditions, which should result in higher thresh-
olds for these signals. Alternatively, if selective monitoring
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of critical bands is important for this detection, then again,
the random order of presentation of frequencies should have
a negative effect on integration. The results showed that the
detection of the randomly generated signals was closer to
that of the same step size signals than was detection of the
different step size signals. This also supports the multiple
looks hypothesis, in that clearly the listeners are not simply
establishing which critical bands contain the component
tones and then monitoring those in order to detect the total
signals. Rather, they are monitoring all the critical bands that
may be included and detecting the tones wherever they may
be present. In fact, auditory streaming is not supported as a
factor in detection for these signals, as the poorest overall
detection in the random frequency signals was for the closely
spaced tones. Even in the predictable conditions, the thresh-
olds showed no difference on the basis of spectral spacing.
However, since the differences in the thresholds are quite
small overall, and the signals are brief, the analysis of the
potential influence of streaming in spectrotemporal integra-
tion cannot be fully addressed here.

IV. SUMMARY AND CONCLUSIONS

In all experiments in this study, the one variable that
resulted in improved thresholds was the number of tones.
Regardless of spectral or temporal spacing, the thresholds
showed improvement with every increase, in spectral inte-
gration alone, temporal integration alone, and spectrotempo-
ral integration. The same improvement occurred when sig-
nals were presented with random frequency selection. Thus,
detection appears to be based on the use of multiple looks for
signals even when changing in both dimensions trial to trial.
The auditory system appears to be able to monitor all the
critical bands and select the windows that include the infor-
mation in order to detect the signals.

All of the results presented here are consistent with the
multiple looks hypothesis, with some limits in the spectral
domain. It is unclear why spectral integration is poorer than
temporal integration, but the analysis of the predicted thresh-
old improvement calculated with baseline measures indicates
that it is not due to differences in the detectability of each
frequency. The results are also consistent with prior separate
studies of these dimensions. Kidd et al. �2003� suggested an
auditory stream coherence explanation for the results in their
temporal integration study. This cannot be accepted directly
on the basis of the current results since the random presen-
tation order conditions were not significantly different than
the predictable conditions. In fact, the thresholds for random
frequency signals were more similar to those for equal step
size signals than were the unequal step size thresholds. While
it seems reasonable that auditory stream coherence may play
a role in the detection of these signals, further study is re-

quired to determine what that role may be, particularly in
light of the potential lower limit on temporal detection seen
here, and similarity in thresholds for all temporal and spec-
tral spacing.
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Psychoacoustic estimates of basilar-membrane compression often compare on- and off-frequency
forward masking. Such estimates involve assuming that the recovery from forward masking for a
given signal frequency is independent of masker frequency. To test this assumption, thresholds for
a brief 4-kHz signal were measured as a function of masker-signal delay. Comparisons were made
between on-frequency �4 kHz� and off-frequency �either 2.4 or 4.4 kHz� maskers, adjusted in level
to produce the same amount of masking at a 0-ms delay between masker offset and signal onset.
Consistent with the assumption, forward-masking recovery from a moderate-level �83 dB SPL�
2.4-kHz masker and a high-level �92 dB SPL� 4.4-kHz masker was the same as from the equivalent
on-frequency maskers. In contrast, recovery from a high-level �92 dB SPL� 2.4-kHz forward masker
was slower than from the equivalent on-frequency masker. The results were used to simulate
temporal masking curves, taking into account the differences in on- and off-frequency masking
recoveries at high levels. The predictions suggest that compression estimates assuming
frequency-independent masking recovery may overestimate compression by as much as a factor of
2. The results suggest caution in interpreting forward-masking data in terms of basilar-membrane
compression, particularly when high-level maskers are involved.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3023063�

PACS number�s�: 43.66.Dc, 43.66.Ba �BCM� Pages: 270–281

I. INTRODUCTION

Psychophysical methods for estimating gain and com-
pression in the healthy human cochlea have received consid-
erable attention over the past decade �e.g., Oxenham and
Plack, 1997; Nelson et al., 2001; Lopez-Poveda et al., 2003;
Plack et al., 2004; Rosengard et al., 2005�. These methods
are attractive because they provide a potential window into
the characteristics of the basilar-membrane �BM� response in
humans, which cannot be measured directly. A number of
different psychophysical paradigms have been used. In one,
termed growth of masking �GOM�, the level of a forward
masker required to just mask a brief tonal signal is measured
as a function of signal level, with the gap between masker
offset and signal onset held constant �Oxenham and Plack,
1997�. In another paradigm, termed the temporal masking
curve �TMC� method, the level of a forward masker required
to just mask a brief tonal signal is measured as a function of
the gap between the masker offset and the signal onset, with
the level of the signal held at a low constant value �Nelson et
al., 2001; Lopez-Poveda et al., 2003; Plack et al., 2004;
Rosengard et al., 2005�. In both paradigms, on-frequency
masking functions, where the masker and signal are at the
same frequency, are compared with off-frequency masking
functions, where the masker frequency is well below that of
the signal.

Because these measures are indirect, they rely on a num-
ber of assumptions. First, all the techniques assume that the
signal is detected when it evokes excitation at or near a place
along the BM with a characteristic frequency �CF� equal to
the signal frequency �CFs� that is sufficient to produce a
certain criterion increase in the decision variable over the
value representing the response to a masker alone. This as-
sumption allows conclusions to be drawn about the response
at the CFs, based on the signal’s masked threshold. The con-
ditions necessary for this assumption to hold are maintained
by presenting the signal in the presence of a spectrally
shaped noise designed to limit the audible spread of the sig-
nal’s excitation �e.g., Oxenham and Plack, 1997� or by lim-
iting the signal to a very low level, so that its spread of
excitation along the BM remains minimal �e.g., Nelson et al.,
2001�. A second assumption, which is also necessary for both
the GOM and TMC paradigms, is that the response of the
BM at CFs is linear when presented with tones well below
the signal frequency. This assumption is based on physi-
ological findings in other mammals, showing that the BM
response to tones more than half an octave below the CF of
the place of measurement is linear, at least in the base of the
cochlea �e.g., Rhode and Robles, 1974; Murugasu and Rus-
sell, 1995; Ruggero et al., 1997�. A third assumption is that
the effectiveness of a forward masker after a given delay
from its offset is determined by cochlear filtering at the sig-
nal place, and that once filtering has occurred, all maskers
with the same temporal envelope characteristics have an
equivalent masking effect, regardless of their spectral com-

a�
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position. In other words, the masker excitation at CFs deter-
mines the signal threshold, regardless of the masker spec-
trum.

This third assumption has no direct physiological sup-
port, although for simultaneous masking it forms the basis of
the well-known power spectrum model of masking �e.g.,
Fletcher, 1940�. From a physiological standpoint, given the
complex interactions that occur between inhibitory and exci-
tatory inputs as early as the cochlear nucleus �e.g., Wickes-
berg and Oertel, 1988; Ryugo and Parks, 2003�, it seems at
least possible that such an assumption may not hold. Never-
theless, early studies using these assumptions have derived
estimates of BM input-output functions that are in good
agreement with direct physiological measures in other mam-
mals �e.g., Oxenham and Plack, 1997; Nelson et al., 2001�.
Furthermore, the effect of cochlear hearing loss on these es-
timates �e.g., Oxenham and Plack, 1997; Plack et al., 2004�
seems to be in line with physiological measures in other
species following cochlear damage or dysfunction �Ruggero
et al., 1997�.

Incorporated within the third assumption is the predic-
tion that the recovery from forward masking for a given sig-
nal frequency is independent of masker frequency, once
masker effectiveness has been equated. For instance, if two
forward maskers of the same duration but different frequen-
cies �or with different spectral content� produce the same
amount of masking at one masker-signal delay, then they
should also produce the same amount of masking at any
other delay. This assumption is necessary for the TMC
method, in which on- and off-frequency masker levels at
threshold are compared over a large range of masker-signal
delays. With this method, the comparison between on- and
off-frequency masker levels can be used to derive BM input-
output curves only if it is assumed that the “internal” recov-
ery from forward masking �i.e., after the effects of peripheral
filtering and compression� is the same for both on- and off-
frequency maskers.

Unlike the first two assumptions, the third—of masker-
independent recovery from forward masking—can be tested
psychophysically. There are some studies that have com-
pared forward masking at different signal frequencies, using
both on-frequency �Jesteadt et al., 1982� and off-frequency
�Stainsby and Moore, 2006� maskers. However, these do not
address the question of whether the rate of recovery from
forward masking changes with masker frequency when the
signal frequency is kept constant. We are aware of only one
psychophysical study that has addressed this question di-
rectly. Nelson and Pavlov �1989� used a 1-kHz signal that
was fixed at a level just above the quiet threshold. They
measured the TMC, i.e., the level of a forward masker
needed to just mask the signal as a function of the masker-
signal delay, for masker frequencies of 900, 1000, and
1100 Hz. Although the TMCs appeared to have different
slopes for the different masker frequencies, after incorporat-
ing a simple normalization based on the presumed attenua-
tion of the masker level by the auditory filter centered on the
signal frequency, the data for all three masker frequencies
could be fitted very well by one line. Nelson and Pavlov
�1989� concluded that the apparent differences between the

original slopes were due to the difference between masker
levels that were needed to produce the same output of the
filter centered on the signal frequency. However, because all
the masker frequencies were within 10% of the signal fre-
quency, none of the conditions provides a very strong test of
masker-frequency independence for forward masking. In par-
ticular, to render this assumption valid for behavioral mea-
sures of BM input-output functions, the test would need to
include masker frequencies that were well below the signal
frequency, to approximate the off-frequency maskers used in
the GOM and TMC paradigms. Thus, to our knowledge, no
physiological or behavioral study has yet provided convinc-
ing support for the assumption, as used by most psycho-
physical methods for estimating BM gain and compression
in humans, that the recovery from forward masking for a
given signal is independent of masker frequency.

The aim of this study was to test the hypothesis that the
rate of recovery from forward masking is the same for dif-
ferent masker frequencies, once masker effectiveness has
been equated at a given masker-signal delay. A confirmation
of the hypothesis would strengthen the theoretical underpin-
nings of compression measures based on TMCs, which rely
on the assumption when deriving BM input-output functions.
On the other hand, if the hypothesis is not supported, the
accuracy of at least some of the derived behavioral estimates
of BM input-output functions may be questioned.

II. FORWARD MASKING FOLLOWING ON- AND OFF-
FREQUENCY MASKERS

A. Stimuli and procedure

The signal was always a 10-ms 4-kHz tone, gated on
and off with 5 ms raised-cosine ramps �no steady-state por-
tion�. Detection thresholds were measured for the signal us-
ing a three-alternative forced-choice �3AFC� procedure,
coupled with an adaptive tracking technique that estimated
the 70.7% correct point on the psychometric function �Levitt,
1971�. The threshold level of the signal was measured in
quiet, in a simultaneous background noise, and in the pres-
ence of sinusoidal forward maskers.

1. Thresholds in quiet

In the quiet condition, the signal appeared randomly in
one of the three observations intervals while the other two
contained silence. The three intervals were marked by lights
on a computer screen. At the beginning of each run, the
signal was set to a level at which it was clearly audible. The
signal level was decreased by 8 dB after two consecutive
correct responses and increased by the same step size after
each incorrect response until the second reversal was ob-
tained. The step size was then reduced to 4 dB until the
fourth reversal. After that, the step was further reduced to
2 dB for the remaining eight reversals. A run terminated after
12 reversals and a threshold estimate was obtained by aver-
aging the signal levels at the last eight reversals. Three
thresholds obtained from single runs were averaged to com-
pute the final threshold estimate for each subject. In this and
all subsequently described tasks, visual feedback indicating
the correct response was provided after each trial.
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2. Thresholds in simultaneous masking by noise

In all the forward-masking experiments, a simultaneous
low-level background noise was added to reduce any poten-
tial “off-frequency listening” �e.g., O’Loughlin and Moore,
1981�. The noise consisted of two bands spectrally placed
around the signal frequency. The lower-frequency band ex-
tended from 2260 to 3200 Hz �a half-octave band� and the
higher-frequency band extended from 5200 to 6200 Hz. As
the signal level was varied adaptively, the overall noise level
was also varied to remain 20 dB below the level required to
mask the signal.

To determine the necessary noise levels during the adap-
tive procedure, the growth of simultaneous masking for the
10-ms 4-kHz signal was measured as a function of the noise
level, prior to the main experiment. The 3AFC procedure and
the steps used in adaptive tracking were the same as for
measuring the threshold for detecting the signal in quiet. In
each trial, the noise was turned on 300 ms before the begin-
ning of the first observation interval. The noise continued
throughout the three observation intervals and ended with the
offset of the signal in the third interval �or where the signal
offset would have been if the signal had been presented in
the third interval�. A new sample of noise was drawn for
every trial. Thresholds were measured for overall noise lev-
els between 10 and 80 dB SPL.

Once thresholds had been measured over this range of
masker levels, the masked signal thresholds were plotted as a
function of the simultaneous masker level for each subject
individually and were fitted by a quadratic equation with the
coefficients estimated from a least-squares fit. During the
forward-masking experiments, the noise level on each trial
was set by computing the level based on the quadratic fit to
the current signal level, and subtracting 20 dB from the ob-
tained value.

3. Forward-masking thresholds

The recovery from forward masking was measured for
the 4-kHz signal presented after a 150-ms forward masker
�total duration�, gated on and off with 5-ms raised-cosine
ramps. The recovery curves were measured for a 4-kHz �on-
frequency� masker, and for three off-frequency maskers, two
below the signal, with a frequency of 2.4 kHz, and one
above the signal, with a frequency of 4.4 kHz. The levels of
the 2.4-kHz maskers �below the signal frequency� were 92
and 83 dB SPL �90 and 83 dB SPL for S1�; the level of the
4.4-kHz masker �above the signal frequency� was 92 dB
SPL. For each off-frequency masker, the level of the on-
frequency masker was found that produced a similar masked
threshold at a 0-ms delay between the masker offset and the
signal onset. To determine the necessary on-frequency
masker level, the following steps were performed separately
for each off-frequency masker and each subject:

�1� For the off-frequency masker, the masker-signal delay
was set to 0 ms and the signal level was varied adap-
tively to find the masked threshold. The stepping rule in
adapting signal levels was the same as for measuring
detection of the signal in quiet. Three threshold estimates
were obtained and averaged. When the standard devia-

tion of the mean exceeded 6 dB, three additional esti-
mates were obtained and all the single-run thresholds
were averaged to obtain the final estimate. On rare occa-
sions when there was a clear outlier �a threshold that was
more than 10 dB higher than any of the other single-run
estimates�, the discrepant threshold was not included in
the mean.

�2� The 4-kHz signal was set to a level corresponding to the
masked threshold obtained in step 1. The signal was pre-
ceded by a 4-kHz �on-frequency� masker and the delay
between the masker offset and the signal onset was 0 ms.
In the 3AFC task, the on-frequency masker level was
varied adaptively to find the level needed just to mask
the signal. The step sizes in adapting the masker level
were the same as for measuring detection of the signal in
quiet, except that the masker level was increased after
two consecutive correct responses and decreased after
each incorrect response. The masker level at threshold
was computed by averaging three to six single-run esti-
mates. As in step 1, occasional outliers �masker levels
lower by more than 10 dB than any other estimate� were
excluded from the mean.

�3� The level of the 4-kHz masker was set to the value ob-
tained as the final threshold estimate in step 2. A 4-kHz
signal was presented after a 0-ms delay, and its level was
varied adaptively as in step 1 to find masked threshold.
Three single-run threshold estimates were averaged to
compute the final estimate. The final estimate was com-
pared with the mean threshold obtained in step 1. If the
estimate fell within �2 dB of the value obtained in step
1, the masking produced by the 4-kHz masker was con-
sidered equivalent to that of the off-frequency masker. In
cases where the masked threshold fell outside that range
of signal levels, the measurement was repeated with the
level of the 4-kHz masker increased or decreased rela-
tive to the level obtained in step 2. The level adjustments
were made on a trial-and-error basis, but typically one
additional adjustment was sufficient to obtain a signal
level at threshold that fell in the �2 dB range around the
level obtained in step 1. In such cases, the “adjusted”
4-kHz masker level was considered equivalent to that of
the off-frequency masker.

Upon completion of steps 1–3, recovery functions were
measured with the masker levels fixed and the signal level
varied adaptively, for masker-signal offset-onset delays rang-
ing from 0 to 115 ms. For half the listeners, recovery func-
tions were first measured for the 92-dB 2.4-kHz masker and
the equivalent �at a 0-ms delay� 4-kHz masker. The recovery
functions for the 83-dB 2.4-kHz masker and the equivalent
4-kHz masker were measured subsequently. For the other
half of the listeners, testing was carried out in the reverse
order. For listener S6, recovery functions were first measured
in the condition involving the 4.4-kHz masker. This listener
was later tested using the two 2.4-kHz maskers. Listeners
S1–S3 were tested with the 4.4-kHz masker after they com-
pleted the conditions involving the 2.4-kHz maskers. Thus,
the experiment consisted of three masking conditions, each
involving the measurement of two recovery functions, one
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for an off-frequency masker and the other for an on-
frequency masker. The condition involving a 92-dB SPL
2.4-kHz masker will be referred to as the low-frequency
high-level �LF�HL� condition; the condition involving an
83-dB SPL 2.4-kHz masker will be referred to as the low-
frequency low-level �LF�LL� condition, and the condition
involving a 92-dB SPL 4.4-kHz masker will be referred to as
the high-frequency high-level �HF�HL� condition.

For a given condition, the masker order �on- or off-
frequency masker first� was selected randomly for the mea-
surement of each recovery function and for each subject.
Once the masker frequency was selected, the recovery func-
tion was measured with the masker-signal delay chosen ran-
domly for each repetition. A new random order was selected
for each repetition of each condition. Three to six threshold
estimates were obtained for each delay. The rule for elimi-
nating outliers was the same as for step 1 listed above. About
5% of runs were discarded as outliers.

Off-frequency listening was controlled by the presence
of the background noise, as described above. Precautions
were also taken to reduce or eliminate the effect of temporal
confusion that has been shown to affect the amount of on-
frequency forward masking at short masker-signal delays
�Moore and Glasberg, 1982; Neff, 1986�. A 70-dB SPL
7-kHz tone was gated on and off with the masker, and was
presented to the contralateral ear. The tone served as a cue
that marked the temporal beginning and end of the masker.
The contralateral tone was used in all conditions, including
the measurement of growth of simultaneous masking for the
short signal presented in background noise.

All the stimuli were generated digitally on a personal
computer with a sampling rate of 48 kHz and played out via

a 24-bit LynxStudio Lynx22 sound card. The stimuli were
presented via the left earphone of a Sennheiser HD 580 head-
set, except for the contralateral cuing tone, which was pre-
sented via the right earphone. The listeners were tested in a
double-walled sound-attenuating booth and responded via a
computer keyboard or mouse.

B. Listeners

Seven listeners participated in the study. All had normal
hearing as evidenced by their quiet thresholds measured us-
ing an ANSI certified audiometer �Madsen Conera�. The lis-
teners had thresholds that were below 15 dB HL for audio-
metric frequencies between 0.25 and 8 kHz. All the listeners
were paid for their participation, except S1 who is the first
author. Not every listener participated in every condition:
Listeners S1–S6 completed conditions LF�HL and LF�LL,
and four listeners from that group �S1–S3 and S6� and an
additional listener �S7� completed condition HF�HL. The lis-
teners received at least 2 h of practice before the data collec-
tion commenced.

C. Results

Functions representing recovery from forward masking
in the LF�HL condition for the six listeners are shown in Fig.
1. Each panel shows data from one listener. Masked thresh-
olds for a 92-dB SPL 2.4-kHz masker, plotted as a function
of masker-signal delay, are shown by the open circles.
Masked thresholds for the 4-kHz masker that produced an
equivalent masked threshold at a 0-ms delay are shown by
the filled circles. For convenience, such an on-frequency
masker will be referred to hereafter as an “equivalent

FIG. 1. Recovery from forward masking in the LF�HL condition, i.e., for a 2.4-kHz masker presented at 92 dB SPL �open symbols� and a 4-kHz masker that
produced similar masked thresholds at a 0-ms delay �filled symbols�. The dashed and solid lines show power-function fits to the data for the 2.4- and 4-kHz
maskers, respectively. Value of rms deviations �rmsD� are provided in the legend, for each fitted function. The dashed-dotted line shows threshold for detecting
the 4-kHz signal in quiet.
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masker” even if it did not produce the same masked thresh-
olds at delays other than 0 ms. The levels of the equivalent
4-kHz masker are presented in the legend for each listener.
The dashed horizontal line represents the threshold for de-
tecting the 10-ms 4-kHz signal in quiet.

At the 0-ms delay, the two maskers produced very simi-
lar amounts of masking, as intended. As the delay increased,
the two functions diverged for all listeners, and thresholds
for the off-frequency masker fell above those obtained for
the on-frequency masker. This indicates that the rate of re-
covery was slower for the off-frequency masker than for the
on-frequency masker. For four listeners �S3–S6�, masked
thresholds for the two maskers became similar at the longest
masker-signal delays. For the on-frequency masker, the
masked threshold remained constant for masker-signal de-
lays greater than 55 ms for S3 and S4, and delays greater
than 85 ms for S5, despite the fact that recovery was not yet
complete. Over the same range of delays, the threshold for
the off-frequency masker continued to decrease. Because the
on-frequency masking reflected by this residual threshold el-
evation exhibited extremely slow recovery and was not con-
sistently present in the data of all the listeners, the data
should probably not be interpreted as reflecting faster recov-
ery for the off-frequency masker at long delays.1 The solid
lines in Fig. 1 represent power-function fits to the data. The
fitted function was defined as

Ls = a�d/10�−b, �1�

where LS represents the signal level �dB SPL� at masked
threshold predicted by the fitted function, d is the delay �mil-
liseconds� between the masker offset and the signal offset,
and a and b are free parameters that were adjusted to pro-
duce the best fit using the least-squares method. Parameter b
determines the rate of recovery from forward masking. The

offset-offset interval �rather than the offset-onset interval�
was selected to avoid values of zero, which produce an un-
defined value of Ls.

Data for the LF�LL condition are presented in Fig. 2.
The open symbols show masked thresholds obtained for the
83-dB SPL 2.4-kHz masker and the filled symbols show
thresholds for the equivalent 4-kHz masker. In contrast to the
LF�HL condition, the two maskers produced similar thresh-
olds at all delays between the masker and the signal, suggest-
ing the same rate of recovery from forward masking for the
lower-level �83 dB SPL� off-frequency masker and equiva-
lent on-frequency masker.

Figure 3 shows comparisons between the values of pa-
rameter b that determined the recovery rates in Eq. �1� for
the on- �filled bars� and off-frequency �unfilled bars�
maskers. The left and right panels show the comparisons for
the LF�HL and LF�LL conditions, respectively.

For the LF�HL condition, the values of exponent b are
smaller for the 2.4-kHz masker, indicating a slower rate of
recovery than for the equivalent 4-kHz masker, for all the
listeners except S5. A paired t-test comparing b values for the
two maskers confirmed that the difference was significant
�t�5�=4.37, p=0.007�. This result indicates that, despite pro-
ducing the same amount of masking at the selected masker-
signal delay of 0 ms, the rate of recovery from forward
masking differed between the two maskers. Because the sig-
nal frequency was the same in both cases, and because the
range of signal levels was very similar, effects of peripheral
compression cannot explain the observed differences be-
tween the recovery rates.

In the LF�LL condition, three listeners showed a slightly
slower recovery for the 2.4-kHz masker �S1, S2, and S3�, but
the other three showed either no difference between the re-

FIG. 2. As Fig. 1 except for the LF�LL condition, in which the 2.4-kHz masker was presented at 83 dB SPL.
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covery rates for the two maskers or a slight difference in the
opposite direction. A paired t-test showed that the difference
between the values of exponents b for the two maskers was
not significant in this condition �t�5�=1.02, p=0.35�. Thus,
in contrast to the results from the LF�HL condition, data
from the lower masker level generally follow a pattern that is
consistent with the assumption of equal rates of recovery,
independent of masker frequency.

The final condition, HF�HL, allowed us to test whether
the different on- and off-frequency decay curves found in the
LF�HL condition were due solely to the high sound pressure
level of the masker, or whether the results also depended on
masker frequency. Figure 4 shows recovery functions for the
HF�HL condition obtained for five listeners. Open symbols
represent masked thresholds plotted as a function of the de-
lay between the masker offset and the signal onset, for the
92-dB SPL 4.4-kHz masker. Filled symbols show thresholds
for the equivalent 4-kHz masker. Equation �1� was fitted to

the data and the values of exponent b were estimated. The
rates of recovery for the 4- and 4.4-kHz maskers were very
similar for all the listeners with the exception of S7. A paired
t-test revealed no significant difference between the b-values
for the two maskers �t�4�=0.133, p=0.9�. As with the LF�LL
condition, the results from the HF�HL condition are consis-
tent with the hypothesis that the recovery from forward
masking is independent of masker frequency. Thus, it ap-
pears that a high off-frequency masker level is not sufficient
in itself to produce different on- and off-frequency decay
curves.

In summary, for two of the three conditions �LF�LL and
HF�HL�, recovery from forward masking was found to be the
same for on- and off-frequency maskers. However, for the
LF�HL condition, this was not the case; instead, the 92-dB
SPL off-frequency masker produced a slower recovery from
forward masking than the on-frequency masker, even though
both produced the same amount of masking at a 0-ms

FIG. 3. Values of exponent b in Eq. �1� that characterizes the rate of recovery from forward masking for a 2.4-kHz masker �open bars� and a 4-kHz masker
that produced similar masked threshold at a 0-ms delay �filled bars�. Values of parameter b are shown for the LF�HL condition �left panel� and the LF�LL
condition �right panel�.

FIG. 4. Recovery from forward masking in the HF�HL condition, i.e., for a 4.4-kHz masker presented at 92 dB SPL �open symbols� and a 4-kHz masker that
produced similar masked threshold at a 0-ms delay �filled symbols�. Otherwise as Fig. 1.
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masker-signal delay. The LF�HL and LF�LL conditions are
directly relevant to studies that have estimated BM compres-
sion using psychophysical TMC method, as they rely on
comparing on-frequency and off-frequency forward-masking
thresholds with the off-frequency masker well below the sig-
nal frequency and often at high levels �as in our LF�HL
condition�.

D. Discussion

The listeners in our study exhibited a slower recovery
rate for the high-level 2.4-kHz masker than for the 4-kHz
masker that produced an equivalent amount of masking at a
0-ms delay. At face value, the results may have important
implications for behavioral estimates of BM compression
and gain in humans obtained by comparing the slopes of on-
and off-frequency TMCs. But first, other potential explana-
tions, not involving different underlying rates of decay of
forward masking, should be considered.

One potential explanation is that the contralateral 70-dB
SPL 7-kHz tone was not effective in eliminating the effect of
temporal confusion on the recovery rates. For the on-
frequency masker, perceptual similarity between the masker
and the signal could increase the amount of forward masking
for the shortest masker-signal delays �Moore and Glasberg,
1982; Neff, 1986�. As the delay increased, the effect of simi-
larity would diminish leading to a steeper slope of the recov-
ery function. For the off-frequency masker, the pitch of the
signal was distinctly different from that of the masker, and
thus the slope of the recovery function would not be affected
by temporal confusion at short masker-signal delays. How-
ever, it is not clear why temporal confusion could produce a
difference between on- and off-frequency maskers in the
LF�HL condition, but not in the LF�LL or HF�HL condition.
In all conditions, the level of the cuing tone was either simi-
lar to or higher than the level of the on-frequency masker,
ensuring that the cue tone was clearly audible and salient.
Also, comparing across conditions �especially LF�HL and
LF�LL�, no consistent relationship between the similarity of
levels of the masker and the cue and the presence of a dif-
ference between recovery rates for the on- and off-frequency
maskers is apparent. For example, the on-frequency masker
levels for S1, S4, and S6 in Fig. 1, where the difference in
recovery was observed, were similar to the on-frequency
masker levels for S1, S2, and S5 in Fig. 2, where no differ-
ence was observed.

Another potential explanation involves the basalward
shift in the peak of the BM traveling wave with increasing
stimulus level �e.g., Ruggero et al., 1997�. For the high-level
2.4-kHz masker, the peak of the excitation pattern produced
by the signal might shift apically with decreasing signal level
during the course of recovery toward the peak of the excita-
tion pattern produced by the masker. This could lead to a
slower recovery rate. For the on-frequency masker, as the
masker-signal delay increased, the peak of the excitation pat-
tern produced by the signal would also shift apically and
therefore away from the peak of the excitation pattern pro-
duced by the masker, making the signal more detectable at a
given masker-signal delay and thus leading to a faster recov-

ery from forward masking. The difference between the rates
of recovery for the on- and off-frequency maskers might not
be observed in the LF�LL and HF�HL conditions because the
maximum signal level at threshold may have been too low
for substantial peak migration to occur during the course of
recovery. This potential problem would not occur for TMC
measurements because the signal is typically kept at a fixed
low level, and so reflects the response of a fixed place along
the BM, whether or not that place represents the peak of
excitation produced by an on-frequency masker.

A number of animal studies have investigated the shift
of the peak of BM vibrations with increasing level in the
basal end of the cochlea using different paradigms. When
isointensity curves are measured, i.e., when a given place on
the BM is stimulated with equal-intensity tones of differing
frequency, the plot of the BM responses as a function of
frequency of the stimulating tone exhibits a gradual shift in
the position of the peak response toward lower frequencies
with increasing level of the stimulus �Ruggero et al., 1997;
Ruggero et al., 2000�. These isolevel functions can be con-
sidered as equivalent to the responses of the auditory filter
for different levels of the stimulus, if they are measured at
frequencies for which the contributions of the outer and
middle ear transfer functions are negligible. In contrast,
when responses to a tone with a fixed frequency are mea-
sured at different places on the BM around the CF, for dif-
ferent levels of the test tone, the spatial patterns of BM re-
sponses exhibit broadening on the basal side with increasing
level but the position of the peak of these patterns shifts
toward the base only for levels of 90 dB SPL or higher �Rus-
sell and Nilsen, 1997; Ren, 2002�. The spatial patterns can be
thought of as equivalent to the excitation patterns produced
by a tone presented at different levels. Thus, there is consen-
sus regarding peak migration between the different experi-
mental paradigms at very high levels �90 dB SPL or more�
but not at lower levels. The lack of consensus over a wide
range of levels may simply reflect differences between spe-
cies since different animals were used with different experi-
mental paradigms. However, the data of Nilsen and Russell
�2000� suggest they may reflect differences between animals
even within the same species. Nilsen and Russell �2000�
measured spatial patterns of BM responses in two animals
�guinea pigs� and found that one exhibited a peak shift only
at very high levels �90 and 100 dB SPL�, consistent with
their earlier reports while the other exhibited a peak shift for
a stimulus level as low as 60 dB SPL, although the position
of the shifted peak did not change for levels between 60 and
90 dB SPL.

Interestingly, psychophysical human data appear to
show similar discrepancies depending on the paradigm used.
While tuning curves measured at high frequencies typically
exhibit a shift of the best frequency, i.e., the frequency cor-
responding to the position of the tip of the tuning curve,
toward lower frequencies �e.g., Lopez-Poveda et al., 2007�,
other masking paradigms often show spread of excitation
toward high frequencies, but no evidence of a change in peak
position except at very high levels �see McFadden, 1986 for
a review�. Moore et al. �2002� measured masking patterns in
forward masking and showed evidence of a level-dependent
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peak shift for a 6-kHz masker, although the limited number
of subjects �two� and the variability in the data preclude
strong conclusions. For a 4-kHz masker �the frequency used
in our study�, their data did not exhibit a level-dependent
peak shift. Likewise, masking patterns measured by Wojtc-
zak and Viemeister �2006� did not provide evidence for a
peak shift, except when the level of a 4-kHz masker was
93 dB SPL.

In all conditions tested in our study, including the
LF�HL condition, the signal level at masked threshold did
not exceed 80 dB SPL. In view of the previously published
data, an explanation in terms of the BM-response peak shift,
although appealing, is not supported by data from physi-
ological and psychophysical studies that have explicitly in-
vestigated the level dependence of the spectral position of
the peak of the excitation pattern.

In summary, two potential factors, “confusion” and BM
peak shift, appear unlikely to have contributed to the differ-
ent masking curves found for the on-frequency and high-
level low-frequency maskers. Instead, the results may reflect
a true difference in decay of the internal effect of the two
maskers. If that is the case, then our findings may have im-
portant implications for the BM compression estimates ob-
tained using the TMC method. The following section ex-
plores the extent to which the differential forward-masking
recovery functions measured here might lead to errors in the
estimated BM input-output functions.

III. EVALUATION OF POTENTIAL ERRORS IN
COMPRESSION ESTIMATES

When TMCs are measured to derive the BM response
and estimate cochlear compression, the signal level is fixed
at a low value, typically 10–15 dB SL, and the on- and
off-frequency masker levels needed to just mask the signal
are measured at different masker-signal delays �Nelson et al.,
2001; Lopez-Poveda et al., 2003; Plack et al., 2004�. The
present experiment showed that the decay of forward mask-
ing for a given signal is not always independent of masker
frequency. Because this result contradicts an assumption of
the procedure that allows BM input-output functions to be
derived from TMC data, it is possible that some systematic
errors may have resulted. In this section, we attempt to

evaluate the extent to which TMC-based estimates of BM
compression may be affected by this assumption.

A. Methods

To evaluate the potential error that results from the ob-
served difference in recovery rates, TMCs were simulated
using our data. In order to derive TMCs, with a fixed signal
level and a variable masker level, from our data, with a fixed
masker level and a variable signal level, some interpolation
of the data was necessary. In particular, it was assumed that
parameters a and b in Eq. �1� are linear functions of masker
level �see below for justification of this�. Linear regression
fits to the values of a and b, plotted as a function of masker
level, were obtained separately for each masker frequency
and each listener. In most cases, the regression lines were
fitted to just two data points, i.e., two values of a and two
values of b, obtained separately for the 4-kHz masker and
the 2.4-kHz masker in the LF�LL and LF�HL conditions. For
listeners S1 and S2, additional data �not shown� were col-
lected. The recovery of forward masking was measured for
the 2.4-kHz masker at levels of 78 and 65 dB SPL for lis-
tener S1 and at masker levels of 75 and 70 dB SPL for lis-
tener S2. For S1, the recovery function was also measured
for the 4-kHz masker at a level of 51 dB SPL. These addi-
tional data provided further estimates for parameters a and b.
In these selected cases, the regression lines were fitted to
three �S1, 4-kHz masker� or four data points �S1 and S2,
2.4-kHz masker�. Parameters a and b obtained from regres-
sion lines were used to generate recovery functions described
by Eq. �1� for masker levels selected from the range between
those used in the LF�LL and LF�HL conditions in 1-dB steps,
separately for the 4- and 2.4-kHz masker. For S1 and S2, the
range of levels was extended down to the lowest masker
levels used to measure recovery functions for these two lis-
teners. The additional data collected for S1 and S2 provided
us with some test as to whether our assumption of linear
variation of parameters a and b with masker level was rea-
sonable. Figure 5 shows values of parameters a and b plotted
as a function of masker level along with the linear regression
lines, for cases where more than two points per function
were available. The regression lines provided excellent fits to
parameter a plotted as a function of masker level, for both

FIG. 5. Values of parameters a �left panel� and b �right panel� providing the best fit to the forward-masking data by the function described by Eq. �1�, plotted
as a function of the level of the off-frequency masker �filled symbols� and the on-frequency masker �open symbols�. Circles �filled and open� represent the data
for S1 and squares for S2. The solid, dashed, and dashed-dotted lines represent linear regression fits to the data.
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the on- and off-frequency maskers. Parameter b was well
fitted by a regression line only for the on-frequency masker
�open circles, dashed-dotted line�. For the off-frequency
masker, there was a clear departure of b from a linear func-
tion of level at masker levels between 83 and 92 dB SPL.
The results in Fig. 5 demonstrate that, in general, the linear
interpolation of the parameters in Eq. �1� was justified. How-
ever, by using the values of parameter b from the fitted line
rather than raw data for the 2.4-kHz masker, we slightly
underestimated the potential error in calculating compression
for listeners S1 and S2.

B. Results

For each masker level, the delay corresponding to a
masked signal threshold of 15 dB SL was found, which ef-
fectively simulates the TMC. Figure 6 shows TMCs obtained
by plotting the level of the masker against the delay at which
that masker produced threshold for detecting the signal at
15 dB SL. The filled circles represent the simulated TMC for
a 4-kHz �on-frequency� masker. The open circles represent
the simulated TMC for a 2.4-kHz �off-frequency� masker
derived directly from the data. This off-frequency TMC
would be observed if masker levels at threshold were mea-
sured as a function of the masker-signal delay in a typical
TMC paradigm. The open squares represent the off-
frequency TMC that would be obtained if the recovery rate
for the 2.4-kHz masker were the same function of masker
level as that for the 4-kHz masker, consistent with the as-
sumption used by the psychophysical methods for deriving
compression from TMCs. Thus, the difference between the
slopes of the two off-frequency TMCs �open circles versus

open squares� directly represents the contribution of the fac-
tor that differentially affects psychophysical recovery rates
for the on- versus off-frequency masker, but that is not re-
lated to the difference in peripheral compression.

Straight line fits to the simulated TMCs were used to
compute the compression exponents that are provided in the
inset in each panel. Exponent �dat represents the compression
that would be estimated from the TMC method, provided our
simulations accurately represent the results of a task in which
the masker level rather than the signal level is measured as a
function of the masker-signal delay. For five listeners, the
values of �dat were in the range between 0.1 and 0.34, with a
mean value of 0.21. This value is in good agreement with
compression exponents obtained from TMCs measured for
the same signal frequency of 4-kHz, i.e., 0.26 in the study of
Lopez-Poveda et al. �2003�, 0.2 in Plack et al. �2004�, and
0.23 in Rosengard et al. �2005�. However, our data indicate
that these compression estimates may be affected by a dif-
ference between the rates of recovery for the on- and off-
frequency maskers that cannot be attributed to differences in
compression. Exponent �b�on was obtained from the ratio of
the slopes of the straight-line fits to the simulated TMCs
shown by the open squares and filled circles. The exponent
represents the estimate of compression that would be ob-
tained if the factor that differentially affects the slopes of
recovery functions but that is not due to the difference in
compression were eliminated in the TMC method. In other
words, the compression exponent �b�on would be observed if
the assumption of equal recovery rates were valid for the
equivalent 2.4- and 4-kHz maskers. The values of �b�on are
between 0.32 and 0.57 with the mean value of 0.43, which is

FIG. 6. Temporal masking curves simulated using parameters of best-fitting power functions to the data in Figs. 1 and 2, for the 4-kHz masker �filled circles�
and the 2.4-kHz masker �open circles�. The temporal masking curve for the 2.4-kHz masker simulated with the value of parameter b for the 4-kHz masker is
shown by the open squares. The solid, dashed, and dashed-dotted lines show linear regression fits to each curve. The insert shows compression exponent �dat,
estimated from the simulated TMCs by computing the ratio of the slopes of the dashed �off-frequency TMC� and solid �on-frequency TMC� lines, and
exponent �b�on, estimated from the ratio of the slopes of the dashed-dotted line �off-frequency TMC simulated with parameter b for the 4-kHz masker� and
the solid line �on-frequency TMC�.
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about a factor of 2 larger than the mean value of the com-
pression exponents estimated from a TMC method for the
same five listeners. �Data for S5 were excluded from the
above comparisons because these data showed very little
compression in any condition, which is unusual in a person
with normal hearing.� Studies estimating compression based
on TMCs have often reported the minimum slope of a third-
order polynomial fit to the derived BM input-output func-
tions as a measure of compression. BM input-output func-
tions �not shown here� derived from the simulated TMCs in
Fig. 6 were fitted with a third-order polynomial and the mini-
mum slopes were computed for each listener �except S5�.
The average minimum compression exponent �dat was 0.13,
a little lower than the average compression exponents re-
ported in other studies but still well within the range of ex-
ponents observed for different individuals. The average “cor-
rected” exponent �b�on was 0.28, which is a little higher but
also within the range of individual exponents. The exponents
obtained from the third-order polynomial fit to the BM input-
output function support the conclusion that compression
based on the measured TMCs may be, on average, overesti-
mated by about a factor of 2. It is important to note that this
difference does not depend critically on the method used to
fit the data. Since the off-frequency TMCs were generally
well fitted by a straight line over the range of overlapping
delays, the corrected and uncorrected compression estimates
decreased by the same factor when the third-order polyno-
mial fit was used.

IV. GENERAL DISCUSSION

A. Comparisons with other studies and implications

Previously reported compression exponents in humans
agree with the “uncorrected” estimates, �dat, and also are
very similar to the often-reported compression of 0.2 ob-
served in direct measurements of BM responses in guinea
pig �Nuttall and Dolan, 1996� and in chinchilla �e.g., Rug-
gero, et al. 1997; Rhode and Recio, 2000�. Thus, it may
appear that our corrected compression estimates, �b�on, imply
responses at the base of the human cochlea that are less
compressive than responses in the cochleas of other species.
Although differences in the exact amount of compression
among different species would not be surprising, given dif-
ferences in the mechanical characteristics of the BM, such a
conclusion is not warranted given the variability of compres-
sion estimates across humans and across animals. Compres-
sion of 0.2 in animal studies has typically been observed in
only one or two cochleas selected from a larger number of
sensitive cochleas within the species. In fact, most BM re-
sponses measured by Ruggero et al. �1997� had slopes be-
tween 0.3 and 0.5, and the two cochleas for which the slope
was 0.2 at medium input levels exhibited a decrease �nega-
tive slope� or saturation of the response �no change� with
increasing input level �see Fig. 3 of Ruggero et al. �1997��.

Our findings are consistent with certain aspects of data
from the study by Rosengard et al. �2005�, which compared
slopes of the BM-response functions derived with a 4-kHz
signal using two methods, GOM and TMC, in the same lis-
teners. The TMCs measured by Rosengard et al. �2005� often

contained levels of the off-frequency masker �2.2 kHz� that
were in the range between 80 and 100 dB SPL. In contrast,
the GOM functions for the off-frequency masker rarely
reached levels higher than 85 dB SPL. Interestingly, for four
out of five normal-hearing listeners, compression measured
at 4 kHz was stronger when estimated from the TMCs than
when estimated from GOM. This result is generally consis-
tent with the finding that compression is overestimated when
high levels of the off-frequency masker are used.

Psychophysical methods for estimating compression are
often used to compare the BM-response growth between lis-
teners with normal and impaired hearing. Because the off-
frequency TMC measured at 4 kHz likely represents linear
processing �Lopez-Poveda et al., 2003�, the slope of the off-
frequency TMC should be similar for the two groups of lis-
teners. However, the off-frequency TMCs for hearing-
impaired listeners generally exhibit shallower slopes than
those measured for listeners with normal hearing �Plack et
al., 2004; Rosengard et al., 2005�. It is possible that the
shallower slopes simply reflect slower temporal processing
in hearing-impaired listeners, given that the two groups of
listeners were not matched with respect to the listeners’ age.
The effect of age might have played a role, as a number of
studies have shown age-related deficits in temporal auditory
processing �e.g., Mendelson and Ricketts, 2001; Fitzgibbons
et al., 2007�. However, slower temporal processing would
likely affect the on- and off-frequency TMCs approximately
equally and thus would not affect the estimated compression.
In light of our findings, the shallower slopes of the off-
frequency TMCs in hearing-impaired listeners may have re-
sulted from higher off-frequency masker levels compared
with those used for listeners with normal hearing over the
same range of masker-signal delays. In addition, the neces-
sity to use very high off-frequency masker levels may have
introduced a difference between the recovery rates for the
on- and off-frequency maskers that was not due to the dif-
ference in compression. If that were the case, previously re-
ported amounts of compression in the hearing-impaired lis-
teners may also have been overestimated.

Our findings suggest that it would be prudent to avoid
using masker levels that are higher than about 83 dB SPL in
the measurement of a TMC. However, this may not always
be possible, since it would greatly reduce the dynamic range
available for deriving the BM response in normal-hearing
listeners and would often make it impossible to measure an
off-frequency TMC for hearing-impaired listeners.

B. Alternative methods for estimating compression

Because the difference between the recovery rates for
the on- and off-frequency maskers is level dependent, com-
pression estimates obtained from GOM may also be affected
by the different recovery rates if high off-frequency masker
levels are used. GOMs are typically measured using a single
short masker-signal delay �Oxenham and Plack, 1997�, and
thus the potential errors in compression estimates are likely
to be smaller than those from the TMCs measured over a
wide range of delays. However, the method based on GOM
may be inadequate for estimating compression in frequency
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regions below about 4 kHz, due to the possibility that the
response to the off-frequency masker at the CFs place is
compressive at lower frequencies �e.g., Lopez-Poveda et al.,
2003�.

Additivity of forward masking may provide a desirable
alternative method because it avoids comparisons between
the effects of on- and off-frequency maskers �Plack and
O’Hanlon, 2003; Plack et al., 2006�. The mean compression
estimates of 0.17 in the study by Plack and O’Hanlon �2003�
and 0.21 in the study by Plack et al. �2006� fall in between
the average compression exponents �dat and �b�on obtained
from the third-order polynomial fits to the BM input-output
functions derived from the TMCs shown in Fig. 6. However,
it should be noted that the method for estimating compres-
sion from additivity of forward masking relies on an assump-
tion of linear summation of the effects of two �or more�
forward maskers. At a low signal level �10 dB SL�, combin-
ing the effects of two equally effective forward maskers
leads to a compression estimate that is nearly equal to 1
�Plack and O’Hanlon, 2003�. Assuming that the BM-
response growth is linear at low levels, this result supports
the assumption of linear additivity. It is harder to demon-
strate linear additivity of forward masking over a range of
medium and high levels, for which the BM response be-
comes compressive. Some support can be found in the data
from listeners with severe cochlear hearing losses �Oxenham
and Moore, 1995�. Instead of using two forward maskers, a
forward and a backward masker were combined in that study
and masked thresholds for two equally effective maskers pre-
sented together were compared with the masked threshold
observed for either masker separately. When equally effec-
tive forward and backward maskers were combined, the
hearing-impaired listeners exhibited a much smaller shift in
threshold relative to the threshold for a single masker than
the normal-hearing listeners, consistent with more linear pro-
cessing. However, in many cases the shift was less than 3 dB
at lower SLs and in most of the hearing-impaired listeners,
the threshold shift exceeded 3 dB at higher levels. The latter
might indicate some residual compression of the BM re-
sponse even in the presence of a cochlear hearing loss �Plack
et al., 2004; Rosengrad et al., 2005�. The interpretation of
the data for the hearing-impaired subjects in the study of
Oxenham and Moore �1995� may also be complicated by the
fact that backward masking is poorly understood and tends to
diminish after training. Thus, an equally effective backward
masker may have become less effective during the course of
the experiment. Perhaps the strongest support for linear ad-
ditivity of the effects of two forward maskers is from a re-
cent study of Plack et al. �2007�. That study demonstrated
that a combined effect of masker M1 presented at a level
necessary to mask a signal with a level of Ls+x dB and
masker M2 presented at a level needed to mask the signal
with a level of Ls dB was the same as the combined effect of
M1 presented at a level necessary to mask an Ls dB signal
and M2 presented at a level needed to mask an Ls+x dB
signal. This commutative behavior is consistent with linear
additivity of the effects of two forward maskers. Plack et al.
�2007� showed that commutation worked for levels up to
70 dB SPL. Thus, at present there is no clear reason to sus-

pect that additivity of masking experiments yield inaccurate
estimates of compression. Comparison of compression esti-
mates from additivity of forward masking and the “revised”
TMC estimates should be made using the same listeners to
determine if the two measures do indeed produce consistent
results.

C. Potential mechanisms

The difference in recovery was observed in the LF�HL
condition but not in the LF�LL and HF�HL conditions, sug-
gesting that factors such as off-frequency listening and tem-
poral confusion probably cannot account for this result.

It is possible that the difference between recovery rates
in the LF�HL condition is mediated by mechanisms at higher
levels of the auditory pathways. However, without knowing
the site of origin and the mechanisms that contribute to for-
ward masking it is hard to pinpoint the cause of the observed
effect. Further research is needed to assess a possible in-
volvement of efferent activity �Shore, 1998; Guinan, 2006�
or activation of the middle ear acoustic reflex �Møller, 2000�.
Higher-level interactions between excitatory and inhibitory
inputs characterized by different delays �e.g., Oertel, 1983�
could also lead to frequency dependence of the rate of recov-
ery from forward masking.

V. CONCLUSIONS

The purpose of this study was to test the hypothesis that
the rate of recovery from forward masking for a given signal
is the same for different masker frequencies, provided that
the maskers are equally effective at a given masker-signal
delay. This hypothesis is at the core of some psychoacoustic
methods for estimating BM compression in humans, in par-
ticular, the TMC method. The following conclusions can be
drawn from the data.

�1� When a high-level �90–92 dB SPL� off-frequency
masker was nearly an octave below the signal frequency
�LF�HL condition�, different recovery rates were ob-
served for the equivalent on- and off-frequency maskers.
In contrast, no difference between the recovery rates was
found for lower levels of the low-frequency masker
�83 dB SPL� or for high-frequency maskers �4.4 kHz� at
the same high level �92 dB SPL�.

�2� Simulated TMCs, obtained using the parameters of re-
covery functions fitted to masked thresholds, provide
compression estimates which suggest that compression
from TMCs may be overestimated by as much as a factor
of 2 when high-level off-frequency maskers are used.

�3� Since the difference between the rates of recovery from
forward masking depended on the level of a 2.4-kHz
masker, the TMC and GOM methods may overestimate
compression when high levels of the off-frequency
masker are used, although the potential error is likely to
be smaller for the GOM-based estimates.

�4� The results suggest that caution should be exercised in
interpreting TMC data in terms of BM compression, par-
ticularly when the off-frequency masker levels exceed
about 85 dB SPL.
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Maskers made up of comodulated narrow bands of noise can result in a signal detection advantage
due to both within- and across-channel processes. The purpose of this study was to determine
whether contributions from these processes could be differentiated on the basis of two stimulus
manipulations: �1� onset/offset asynchrony across bands and �2� introduction of a random temporal
fringe surrounding the comodulated bands. The hypothesis was that only masking release due to
across-channel processing would be disrupted by these manipulations. Five-band comodulated
maskers were constructed, and the availability of within- and across-channel cues was varied by
adjusting the frequency spacing of the bands; both logarithmic and linear spacings were tested. The
signal was a 1 kHz pure tone. Onset/offset asynchrony had different effects depending on the
characteristics of the asynchrony. The results were consistent with an interpretation that
across-channel, but not within-channel, masking release was disrupted when the flanking bands
were presented continuously and the on-signal band was gated. However, the results suggested that
both the across-channel and the within-channel masking release were disrupted in conditions where
the on-signal band was continuous and the flanking bands were gated on, as well as in conditions
where a random temporal fringe was present.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3023067�

PACS number�s�: 43.66.Dc, 43.66.Mk �BCM� Pages: 282–293

I. INTRODUCTION

The detection of a tonal signal masked by a narrow band
of noise centered at the signal frequency can be facilitated by
the presence of additional narrow bands of noise that share
the same fluctuation pattern as the on-signal masking band.
This detection advantage is termed comodulation masking
release �CMR�, and the measurement technique of employ-
ing a complex of comodulated narrow bands of noise will be
referred to here as the multiband CMR paradigm. The phe-
nomenon of CMR has been used as an exemplar of across-
channel processing in the auditory system, where such pro-
cessing refers to the synthesis of information transduced in
independent �peripheral� frequency channels. In the case of
multiband CMR, across-channel processing refers to the use
of signal detection cues that derive from the comparison of
concurrent stimulus patterns in spectrally discrete regions
�for review, see Verhey et al., 2003; Grose et al., 2005a�.
However, as will be expanded on below, it is evident that
within-channel cues can provide some, if not most, of the
detection information under some conditions. Here, the de-
tection cues are derived from information contained within
the output of a single auditory filter. It is therefore important
for the understanding of CMR to be able to distinguish the
contributions of within- and across-channel cues to signal
detection. The purpose of this study is to assess two manipu-
lations that have been purported to assist in this differentia-
tion using the multiband CMR paradigm.

The initial demonstration of CMR contributed to a
growing interest in across-channel mechanisms in signal de-
tection �Hall et al., 1984�, but it was noted early on that
within-channel cues could contribute strongly to the detec-
tion advantage in the multiband CMR paradigm under some
conditions �Schooneveldt and Moore, 1987�. In their study,
Schooneveldt and Moore �1987� demonstrated that the mag-
nitude of masking release was sensitive to the frequency
proximity of the �single� comodulated flanking band �CFB�,
with the largest masking releases occurring for close spacing
of the two bands. It was argued that these local threshold
minima reflected sensitivity to signal-induced disruptions in
temporal beating patterns between the two comodulated
bands; i.e., a within-channel cue. One proposed manifesta-
tion of this cue, among several considered by Schooneveldt
and Moore �1987�, was a change in the pattern of phase
locking brought about by the signal dominating the neural
synchrony during the minima of the beating masker. Single-
channel cues for CMR based on temporal envelope interac-
tions have also been proposed by Berg �1996�.1 The extent to
which masking release measured with the multiband CMR
paradigm represents an across-channel process, therefore, de-
pends on the spectral relations �and levels� of the comodu-
lated noise bands.

In many studies, the assumption of across-channel pro-
cessing in CMR is implicit in the selection of the frequency
spacings of the multiple narrow bands of noise making up
the comodulated masker: placement of the individual bands
in putatively independent frequency channels is usually as-
sumed to facilitate primarily across-channel processing.
However, the assumption of channel independence is oftena�Electronic mail: jhg@med.unc.edu
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not systematically tested. One approach to differentiating
within- and across-channel factors is based on the supposi-
tion that facets of auditory grouping and across-channel pro-
cessing are intrinsically linked, whereas this is not the case
for within-channel processing. That is, the perceptual orga-
nization of a complex sound involves in part the extraction
of common features from across the spectrum �e.g., common
amplitude modulation�, and this extraction constitutes a form
of across-channel processing. The notion of an interdepen-
dency between across-channel processing and auditory
grouping implies that factors resulting in a disruption of au-
ditory grouping have their effect by disrupting across-
channel processing but should have no effect on within-
channel processing. This rationale has been applied in
several contexts where the role of across-channel processing
has been explored by manipulating strength of auditory
grouping through the use of temporal asynchrony. For ex-
ample, the question of whether modulation detection inter-
ference �MDI�2 results from a perceptual fusion of the modu-
lating probe and the distal interferer has been tested by
introducing gating asynchronies between probe and inter-
ferer to weaken their perceptual fusion �Hall and Grose,
1991; Moore and Shailer, 1992; Oxenham and Dau, 2001�.
Similarly, gating asynchronies have been used to assess the
contribution of within- and across-channel processing to co-
modulation difference detection �CDD�3 �Moore and Borrill,
2002; Hall et al., 2006�.

For multiband CMR, Grose and Hall �1993� showed that
the magnitude of masking release was dependent on the gat-
ing synchrony between the on-signal masking band and the
accompanying CFBs: onset asynchrony across bands el-
evated threshold for detecting the signal despite the fact that
the masker configuration during the listening interval was
unaffected by this manipulation. They interpreted this effect
as being due to a disruption of the perceptual fusion between
the on-signal band �OSB� and the CFBs, and concluded that
auditory grouping processes are integral to the across-
channel mechanisms underlying CMR. Dau et al. �2005� ex-
tended this result by applying the gating asynchrony manipu-
lation to complexes of comodulated narrow bands of noise
that were specifically selected to be either proximal in fre-
quency �increasing availability of within-channel cues� or
well separated in frequency �decreasing availability of
within-channel cues�. In some conditions the on-signal and
flanking masker bands were synchronously gated, and in
other conditions the flanking bands were gated on 100 ms
prior to OSB onset. Results demonstrated that this gating
asynchrony reduced masking release for the widely spaced
complexes but not for the narrowly spaced complexes. This
finding was also interpreted in the context of auditory group-
ing, viz., across-channel mechanisms that contribute to CMR
are integral to auditory grouping processes in perceptual or-
ganization.

Another approach that has been used to shed light on the
nature of multiband CMR involves manipulation of masker
modulation coherence before and after the comodulated lis-
tening interval �Mendoza et al., 1998; Grose et al., 2005b�.
In this approach, signal detection is measured in a complex
of synchronously gated comodulated bands of noise as a

function of the characteristics of the noise presented during
the interstimulus and intertrial intervals. When this temporal
fringe consists of noise bands that are in all respects the same
as the comodulated bands, with the exception that their en-
velopes are independent of each other �random�, masking
release declines relative to that measured in the absence of
the fringe �or relative to that measured with a comodulated
fringe�. Note that this effect relies on a seamless perceptual
continuity between the fringe and the comodulated interval;
i.e., the transition from fringe to comodulated interval is per-
ceptually transparent �Mendoza et al., 1998�. One way to
view the effect of the random temporal surround is that, dur-
ing the periods outside of the observation intervals, the un-
correlated envelope fluctuations across the random masker
might closely resemble across-channel difference cues used
to detect the presence of a signal. Because these spurious
signal-like cues occur so frequently in the fringe condition,
the perceptual weight given to such cues could be reduced,
an underweighting that persists into the comodulated obser-
vation intervals. Grose et al. �2005b� proposed that this sen-
sitivity to the random temporal surround was a trait of
across-channel CMR and could, in consequence, be used as a
criterion test. In that study, the bands of noise were well
separated in frequency, and so it was implicitly assumed that
the masking release was due to across-channel processing.
However, before it can be concluded that the random tempo-
ral fringe manipulation constitutes a criterion test for across-
channel CMR, it should be demonstrated that this manipula-
tion does not affect within-channel processing. That is, if the
temporal fringe manipulation is a test for across-channel
CMR, then it should have no effect on the masking release
measured using closely spaced noise bands, which presum-
ably results mainly from within-channel processing. This
reasoning is analogous to the logic used by Dau et al. �2005�
concerning the role of gating asynchronies and auditory
grouping in CMR.

The purpose of this study was to further test manipula-
tions that differentially affect within- versus across-channel
masking release. Two specific issues were addressed. First,
the effect of a random temporal fringe on within-channel
processing was assessed to determine the validity of the
proposition that this manipulation constitutes a test for
across-channel CMR. The second specific issue is the effect
of gating asynchronies on within-channel processing. As
noted above, Dau et al. �2005� provided an important exten-
sion to the Grose and Hall �1993� study by testing stimulus
configurations designed to accentuate within-channel interac-
tions. However, they tested only conditions where the CFBs
were gated on before, and gated off after, the OSB. Whereas
they found a reduction—but not an elimination—of the
masking release in the across-channel conditions, as did
Grose and Hall �1993�, they did not test the inverse condi-
tions where the OSB was gated on before, and gated off
after, the flanking bands.4 This configuration was particularly
informative in the Grose and Hall �1993� study since it
showed a complete elimination of the masking release for
asynchronies greater than about 50 ms. A goal of this experi-
ment, therefore, was to include this configuration in a test of
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gating asynchrony effects across a range of frequency spac-
ings that would encompass both within- and across-channel
processes.

In summary, this study tests the hypothesis that multi-
band CMR sometimes occurs as a result of across-channel
processes, and that these processes are intrinsically linked
with auditory grouping. The hypothesis was tested by assess-
ing the effects of two specific stimulus manipulations on
masking release: �1� onset/offset asynchronies across the
bands making up the comodulated complex and �2� embed-
ding the gated comodulated complex into a random temporal
fringe. Both manipulations were tested using comodulated
complexes where the noise bands were variably spaced in
frequency to preferentially provide either within- or across-
channel cues. Two experiments were undertaken. The first
adopted and extended the approach of Dau et al. �2005�
which employed predominantly logarithmic spacing of
masker bands. The second experiment used linear spacing of
masking bands. The investigation of linear spacing was of
interest because within-channel cues in such configurations
are likely to be more salient than in logarithmic spacing, an
issue developed further in the preamble to experiment 2, be-
low.

II. EXPERIMENT 1. MULTIBAND CMR FOR
LOGARITHMIC SPACING

A. Method

1. Observers

Observers were five highly practiced normal-hearing
adults �two females�. All had pure tone thresholds �20 dB
HL at octave frequencies from 250–8000 Hz, and none re-
ported a history of significant ear disease. Ages ranged from
24 to 54 years �mean of 38 years�.

2. Stimuli

The signal in all conditions was a 1000 Hz pure tone,
280 ms in duration including 40 ms raised-cosine onset/
offset ramps. In all conditions, the signal was masked by a
20 Hz wide band of Gaussian noise centered at 1000 Hz.
This OSB was either presented alone or was accompanied by
four additional 20 Hz wide bands of noise, two centered
above and two centered below the OSB frequency. The
bands were logarithmically spaced. The center frequencies
were 944, 972, 1000, 1029, and 1059 Hz �1 /24th-octave�;
794, 891, 1000, 1122, and 1260 Hz �1 /6th-octave�; 630, 794,
1000, 1260, and 1587 Hz �1 /3rd-octave�; and 250, 500,
1000, 2000, and 4000 Hz �1-octave�. These frequency spac-
ings were selected to span the range from wholly subcritical
�falling within the bandwidth of a single auditory filter cen-
tered at 1000 Hz� to maximal frequency independence �each
band falling within the passband of a separate auditory fil-
ter�. The 1 /6th-octave spacing and the 1-octave spacing are
the same as those used by Dau et al. �2005� to exemplify
within- and across-channel configurations, respectively. Each
masker band was presented at 60 dB sound pressure level
�SPL�.

A total of 30 masking conditions were constructed: 6
reference conditions and 24 conditions employing comodu-

lated five-band maskers during the observation intervals.
These conditions are summarized in Table I and shown sche-
matically in Fig. 1. The nomenclature for all conditions used
in this study pairs the characteristics of the masker during the
observation intervals �the Core� with the characteristics of
the masker during the periods outside of the observation in-
tervals �the Surround�. Thus, each condition is designated by
a �Core/Surround� label. Two of the reference conditions
consisted of the OSB presented alone. In one �Cond 1�, it
was gated on in the listening intervals for 280 ms, including
40 ms onset/offset raised-cosine ramps �Core=OSB;
Surround=absent masker, or �; i.e., �OSB/���. The signal,
when it occurred, was therefore gated concurrently with the
masker. The second reference condition �Cond 2� consisted
of the OSB presented continuously �OSB/OSB�. The remain-
ing four reference conditions �Conds 3–6� consisted of five-
band maskers presented continuously, where each band was
random with respect to the others �RAN/RAN�. There was
one �RAN/RAN� condition for each of the four frequency
spacings �1 /24th-, 1 /6th-, 1 /3rd-, and 1-octave�.

The remaining 24 conditions fell into three sets. The first
set consisted of the baseline comodulated conditions �Conds
7–10�. Here, the five-band comodulated masker complexes
were gated on for 280 ms, including 40 ms onset/offset
raised-cosine ramps, during the listening intervals �COM/��.
There were four conditions in this set, one for each of the
four frequency spacings. The second set of eight conditions
addressed the factor of onset/offset synchrony across bands.
In four of the conditions �Conds 11–14�, one for each of the
frequency spacings, the OSB was presented continuously
and the CFBs were gated on during the 280 ms listening
intervals �COM/OSB�. In the remaining four of the eight
conditions �Conds 15–18�, the reverse occurred: for each of
the four frequency spacings, the CFBs were presented con-
tinuously and the OSB was gated on during the 280 ms lis-
tening intervals �COM/CFB�. The third set of conditions ad-
dressed the factor of a temporal fringe and contained 12

TABLE I. Summary of masker conditions. Core/Surround denotes the char-
acteristics of the masker during the observation interval �Core� and during
the period outside of the observation intervals �Surround�. These character-
istics were either absent masker ���, on-signal band alone �OSB�, comodu-
lated flanking bands alone �CFB�, five-band comodulated complex �COM�,
five-band codeviant complex �COD�, or five-band random complex �RAN�.
Where four groups of conditions are indicated in a row, this indicates that
the same Core/Surround was applied for each of the four frequency spacings
�1 /24th-, 1 /6th- 1 /3rd-, and 1-octave�. The table also indicates the condi-
tion classification.

Cond Core/Surround Classification

1 OSB/� Reference �gated OSB�
2 OSB/OSB Reference �continuous OSB�
3-6 �Exp 1� RAN/RAN Reference �continuous random bands�
3–6 �Exp 2� RAN/� Reference �gated random bands�
7–10 COM/� Baseline �gated comodulated bands�
11–14 COM/OSB Asynchrony �continuous OSB�
15–18 COM/CFB Asynchrony �continuous CFBs�
19–22 COM/RAN Fringe �random�
23–26 COM/COD Fringe �codeviant�
27–30 COM/COM Fringe �comodulated�
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conditions. In 4 of the 12 conditions �Conds 19–22�, one for
each of the frequency spacings, the five-band comodulated
masker was gated on during the listening intervals, but these
core comodulated intervals were temporally surrounded by a
continuous presentation of five random noise bands that were
in all respects the same as the comodulated bands except that
each band had an independent fluctuation pattern from all
others �COM/RAN�. The transition from random fringe to
comodulated listening interval was perceptually seamless
and was implemented by overlapping 40 ms gates; i.e., the
fringe was gated off as the comodulated core was gated on to
begin the listening interval, and the random fringe was gated
on as the comodulated core was gated off at the end of the
interval. In the next four conditions �Conds 23–26�, the tem-

poral fringe consisted of codeviant bands �COM/COD�.
Here, the four flanking bands were comodulated with respect
to each other, but independently of the OSB. The rationale
for this configuration was that, under conditions where
across-frequency processing facilitated auditory grouping be-
havior, the flanking bands might form a separate auditory
stream from the OSB, thus perceptually isolating the OSB.
Thus, performance in the �COM/COD� configuration might
show a dependency on frequency spacing that reflected
within- versus across-frequency processing. In the final four
conditions �Conds 27–30�, the temporal fringe consisted of
five comodulated bands �COM/COM�. These conditions are
functionally equivalent to the presentation of continuous co-
modulated noise bands because there was no perceptual dis-

FIG. 1. Schematic representations of the stimulus conditions. Each panel shows a Core/Surround configuration for the masker �see also Table I�. The signal
is denoted by a black trapezoid; identical fill patterns across masker bands indicate comodulation.
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tinction between the comodulated temporal fringe and the
comodulated core. This configuration allowed for a compari-
son between gated and continuous comodulated bands as a
function of frequency spacing. A gated/continuous difference
is characteristic of CMR �Hatch et al., 1995�.

Maskers were generated in the frequency domain based
on 217 points. When played out at a sampling rate of
12 207 Hz, this resulted in a waveform segment 10.7 s in
duration that repeated seamlessly when played continuously.
The coherence or independence of bands across frequency
was controlled via the assignment of values to the real and
imaginary components in the spectral domain. To generate a
single noise band, those points in the complex spectrum cor-
responding to components within the desired passband were
assigned values drawn from a Gaussian distribution; all other
points were set to zero. To generate comodulated bands, the
same set of random draws was used to define the real and
imaginary components of each of the five bands. To generate
bands with independent envelope fluctuations across bands,
each of the five bands received random values for the real
and imaginary components �i.e., independent draws from a
Gaussian distribution for each band�. To generate bands for
the codeviant fringe conditions, one set of random draws was
used to define the OSB and a second set of independent
draws was used to define the remaining four flanking
maskers. Two sets of maskers were generated prior to each
threshold estimation track, one set for presentation during the
listening intervals and one set for presentation during the
interstimulus and intertrial intervals. In conditions where no
fringe stimulus was required, the array defining the fringe
masker was filled with zeros. Stimulus output and gating
were controlled by a digital signal processing platform
�Tucker-Davis Technologies �TDT� RP2�. The stimulus was
routed through a headphone buffer �TDT HB7� and pre-
sented to the left phone of a Sennheiser 265 Linear headset.

3. Procedure

Stimuli were presented in a three-alternative forced-
choice paradigm, with a 280 ms observation interval and a
500 ms interstimulus interval. Each observation interval was
visually marked by a light on a response box. Observers
entered their response after each trial by means of a button
on the response box and correct interval feedback was pro-
vided by means of lights. Signal thresholds were estimated
using a three-down one-up track that converged on the 79%
correct point on the psychometric function. Signal level was
adjusted in steps of 4 dB, reduced to 2 dB after the second
track reversal, and a track continued until eight reversals
were obtained. The threshold estimate for a track was the
mean signal level at the last six reversals. Three threshold
estimates were collected for each condition. If the range of
these estimates exceeded 3 dB, a fourth estimate was col-
lected. The final threshold value for a condition was taken as
the arithmetic mean of the three �or four� estimates.

B. Results and discussion

The results of the reference and baseline conditions are
shown in Fig. 2. All five observers exhibited similar patterns

of performance, and so only group means and standard de-
viations are shown. The filled and unfilled squares indicate,
respectively, thresholds in the OSB masker presented alone
in gated �OSB/�� and continuous �OSB/OSB� modes. The
unfilled triangles indicate thresholds in the continuous ran-
dom bands �RAN/RAN�. Filled circles are thresholds for the
gated comodulated bands �COM/��. Also shown are corre-
sponding data from Dau et al. �2005� for the gated OSB
alone �diamond� and gated comodulated bands �inverted tri-
angles�. A preliminary consideration concerns the choice of
reference condition for assessing masking release associated
with the comodulated masker. For the OSB alone, thresholds
were equivalent for the gated and continuous presentation
modes �t4=1.589; p=0.19�. Masking release referenced to
the gated OSB was assessed by comparing thresholds for the
�OSB/�� condition and the four �COM/�� conditions using a
repeated measures analysis of variance �ANOVA�. The
analysis showed a significant overall effect of condition
�F4,16=32.95; p�0.001�. Simple contrasts indicated that the
masking release was significant for the three wider flanking
band spacings �F1,4 ranging from 19.32 to 109.59; p
�0.012�; no masking release occurred for the narrowest
spacing �F1,4=0.08; p=0.80�. Masking release referenced to
the continuous random bands was assessed by comparing
thresholds for the �RAN/RAN� and �COM/�� conditions.
The repeated measures ANOVA indicated a significant effect
of masker type �F1,4=63.825; p�0.001�, a significant effect
of frequency spacing �F1,4=26.523; p�0.001�, and a signifi-
cant interaction between these two factors �F3,12=21.911; p
�0.001�. Analysis of simple effects showed that for each
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FIG. 2. Mean results for reference and baseline conditions from experiment
1. OSB alone thresholds are shown as filled square for gated presentation
�i.e., �OSB/��� and unfilled square for continuous presentation �i.e., �OSB/
OSB��; for comparison, filled diamond is �OSB/�� from Dau et al. �2005�.
Thresholds in continuous random maskers �RAN/RAN� as a function of
band spacing are shown by open triangles. Thresholds in gated comodulated
maskers �COM/�� are shown as circles; for comparison, filled inverted tri-
angles are �COM/�� from Dau et al. �2005�. Error bars are �1 standard
deviation.
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frequency spacing thresholds in the comodulated masker
were significantly lower than in the random masker �p
�0.02�. For the three wider frequency spacings �1 /6th-,
1 /3rd-, and 1-octave�, therefore, a significant masking re-
lease was observed irrespective of whether the reference was
the OSB alone or the five-band random masker. However, for
the narrowest frequency spacing �1 /24th-octave�, a signifi-
cant masking release was observed only when the five-band
random masker was used as the reference. �The higher signal
threshold in the five-band random masker spaced at
1 /24th-octave relative to the single-band OSB masker pre-
sumably reflects increased energetic masking.� Because of
the precedence of using the OSB as the reference for mask-
ing release in this paradigm �Grose and Hall, 1993; Dau
et al., 2005�, this reference will also serve as the primary
anchor in this study. However, where the pattern of data
differs depending on which reference is used, consideration
of the five-band random masker will also be included.

One stimulus manipulation designed to reduce the
strength of auditory grouping among the comodulated noise
bands was that of introducing an onset/offset asynchrony
across the bands. The asynchrony was introduced in two
ways: �1� the OSB was presented continuously and the CFBs
were gated on �COM/OSB�; and �2� the CFBs were pre-
sented continuously and the OSB was gated on �COM/CFB�.
The results for this pair of conditions are shown in Fig. 3,
Panel A �filled symbols�. For comparison, reference thresh-
olds and baseline thresholds for synchronously gated co-
modulated bands are replotted from Fig. 2: the �OSB/�� ref-
erence threshold is shown as a thick horizontal line with the
shaded region indicating �1 standard deviation; the �RAN/
RAN� reference thresholds are shown as open triangles; the
�COM/�� baseline thresholds are shown as open circles.
Relative to the baseline gated masking release conditions,

signal thresholds appear generally elevated when the OSB is
presented continuously and the flanking bands are gated
��COM/OSB�, filled squares�. This increased masking ap-
pears not only to negate any masking release but to increase
thresholds above reference thresholds for most spacings.
When the flanking bands were presented continuously and
the OSB was gated ��COM/CFB�, filled triangles�, thresholds
appear higher than for the baseline masking release condi-
tions in some cases and approach the reference thresholds for
the two widest masker spacings. For comparison, data from
Dau et al. �2005� for �COM/CFB� are also shown �inverted
triangles�.

In order to test the significance of these data patterns,
separate repeated measures ANOVAs were undertaken for
each mode of onset asynchrony. For the �OSB/�� reference
and the asynchrony with the OSB presented continuously
�COM/OSB�, there was a significant overall effect of condi-
tion �F4,16=13.94; p�0.001�. Post hoc simple contrasts in-
dicated that thresholds in the asynchronous conditions were
elevated relative to that for the OSB alone for all frequency
spacings except the widest 1-octave spacing �F1,4

=20.27–36.08; p�0.01�. A similar pattern was found using
the �RAN/RAN� reference except that a threshold elevation
was absent also for the narrowest 1 /24th-octave spacing.
The �COM/OSB� thresholds were significantly higher than
the baseline �COM/�� thresholds for all spacings �F1,4

=11.6–133.4; p�0.03�.
For the asynchrony conditions with the CFBs presented

continuously �COM/CFB�, there was a significant overall ef-
fect of condition �F4,16=11.47; p�0.001� using the �OSB/��
reference. Posthoc simple contrasts indicated that thresholds
for the narrowest and widest frequency spacings �1 /24th-
and 1-octave� did not differ from that for the OSB alone, but
thresholds for the 1 /6th- and 1 /3rd-octave spacings did
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FIG. 3. Mean results for asynchrony conditions �Panel A� and temporal fringe conditions �Panel B� from experiment 1. Panel A: filled squares
= �COM /OSB�; filled triangles= �COM /CFB�; filled inverted triangles= �COM /CFB� from Dau et al. �2005�. Panel B: filled triangles= �COM /RAN�; filled
inverted triangles= �COM /COD�; filled circles= �COM /COM�. In each panel, replotted from Fig. 2, are the �OSB/�� reference �the thick horizontal line
bounded by a �1 standard deviation shaded region�, the �RAN/RAN� reference �open triangles�, and the �COM/OSB� baseline �open circles�. Error bars are
1 standard deviation.
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�F1,4=30.16–9.03; p�0.05�. Thresholds for the �COM/
CFB� condition were significantly lower than the �RAN/
RAN� reference for all frequency spacings. A repeated mea-
sures ANOVA comparing thresholds in the baseline �COM��
condition to the asynchronous �COM/CFB� condition indi-
cated a significant effect of masker synchrony �F1,4=8.27;
p�0.05�, a significant effect of frequency spacing �F1,4

=29.26; p�0.001�, and a significant interaction between
these two factors �F3,12=11.98; p=0.001�. Analysis of
simple effects showed that significant threshold differences
existed only for the two widest spacings �F1,4=7.4–36.1; p
�0.05�. That is, thresholds in the �COM/CFB� condition
were elevated with respect to the baseline �COM/�� condi-
tion only for the 1 /3rd- and 1-octave spacings.

In summary, the pattern of results from the asynchrony
manipulation indicates that the effect of onset/offset asyn-
chrony between OSB and CFBs depends in part on the mode
of the asynchrony. When the OSB is presented continuously,
any signal detection advantage associated with the presence
of CFBs during the observation intervals is eliminated, and
in most cases thresholds are elevated relative to the reference
�OSB/�� condition. When the CFBs are presented continu-
ously, the signal detection advantage is reduced only for the
wider spacings.

The other stimulus manipulation designed to disrupt use
of across-channel cues was that of embedding the gated co-
modulated complex into a random temporal fringe �COM/
RAN�. In this condition, each of the five bands making up
the temporal fringe had an envelope that was independent of
that of the others; the results of this condition are shown in
Fig. 3, panel B �filled upward triangles�. As a comparison to
the random temporal fringe, two other temporal fringe con-
ditions were also examined. In one, the outer four bands
�flanking bands� of the fringe were comodulated with respect
to each other, but independently of the envelope pattern of
the band centered at the signal frequency ��COM/COD�, in-
verted triangles�. The purpose of this condition was to create
a temporal fringe where, in the context of auditory grouping
mechanisms, the OSB might be perceptually segregated from
the accompanying noise bands. In the other fringe condition,
all five bands remained comodulated, and this condition
amounted to a continuous presentation of comodulated noise
bands ��COM/COM�, filled circles�. The purpose of this con-
dition was to determine the extent to which gated/continuous
differences existed for comodulated complexes over the
range of frequency spacings tested. It is apparent that signal
thresholds in both the random and codeviant fringe condi-
tions were similar to those for the reference �OSB/�� condi-
tion, indicating little or no masking release. For the continu-
ous comodulated conditions, thresholds were further reduced
for the three wider spacings, such that the masking release
for continuous comodulated noise exceeded that for baseline
gated comodulated noise.

To test the significance of these patterns, separate re-
peated measures ANOVAs were undertaken for each fringe
condition. Using the �OSB/�� reference, results for the
random temporal fringe �COM/RAN� indicated an overall
effect of condition �F4,16=21.53; p�0.001�, and post hoc
simple contrasts indicated that signal threshold in the random

fringe was different from that for the OSB alone for all fre-
quency spacings except the 1 /3rd-octave spacing �F1,4

=11.33–43.67, p�0.05�. Note that signal threshold was el-
evated relative to the OSB reference for the 1 /24th-octave
spacing and lower than this reference for the 1 /6th- and
1-octave spacings. Relative to the �RAN/RAN� reference, the
�COM/RAN� thresholds were significantly lower for all but
the narrowest frequency spacing. Results for the codeviant
temporal fringe �COM/COD� relative to the �OSB/�� refer-
ence indicated a significant overall effect of condition
�F4,16=6.03; p�0.005�, and post hoc simple contrasts indi-
cated that only the signal threshold for the narrowest spacing
�1 /24th-octave� was different from reference �F1,4=9.61; p
�0.05�. Again, this difference reflected an elevation in sig-
nal threshold above reference. The �COM/COD� thresholds
did not differ significantly from the �RAN/RAN� reference
thresholds for any frequency spacing. Results for the co-
modulated temporal fringe �COM/COM� relative to the
�OSB/�� reference indicated a significant overall effect of
condition �F4,16=91.09; p�0.001�, and post hoc simple con-
trasts indicated that signal threshold was lower than that for
the OSB reference for all frequency spacings �F1,4

=34.72–199.93, p�0.005�. The �COM/COM� thresholds
were also significantly lower than the �RAN/RAN� reference
thresholds for all frequency spacings. An ANOVA comparing
thresholds in the gated comodulated maskers �COM/�� with
those in the continuous gated maskers �COM/COM� indi-
cated that thresholds were lower in the continuous mode of
presentation for the 1 /6th- and 1 /3rd-octave spacing �F1,4

=12.37 and 32.81, respectively; p�0.03�; the additional
masking release failed to reach significance for the
1 /24th-octave spacing �p=0.28� and the 1-octave spacing
�p=0.07�.

In summary, this pattern of results indicates that a tem-
poral fringe that does not consist of the same comodulated
noise bands as the gated intervals generally eliminates any
masking release associated with the gated comodulated
bands. When the temporal fringe consists of the same co-
modulated bands as the gated intervals �i.e., continuous co-
modulation�, the masking release tends to increase for all but
the narrowest spectral spacing.

The purpose of this experiment was to determine
whether the factors of temporal asynchrony and the presence
of a noncomodulated temporal fringe differentially affect
multiband masking release depending on whether the fre-
quency spacing of the multiple bands provides predomi-
nantly within-channel or across-channel cues. Relative to the
�OSB/�� reference, significant masking release was found
with synchronously gated comodulated maskers for the
1 /6th-, 1 /3rd-, and 1-octave frequency spacings. A temporal
asynchrony wherein the CFBs were presented continuously
and the OSB was gated on largely eliminated the masking
release for the wider spacings but had minimal effect for the
1 /6th-octave spacing. This result is consistent with Dau
et al. �2005�. For the other mode of temporal asynchrony,
wherein the OSB was presented continuously and the flank-
ing bands were gated on, an elevation in threshold above that
for the OSB reference occurred for all frequency spacings—
even the 1 /24th-octave spacing where no baseline masking

288 J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Grose et al.: Factors underlying comodulation masking release



release was observed. The baseline masking release—
including that for the 1 /6th-octave spacing—was also
largely, or completely, eliminated by the presence of a ran-
dom or codeviant temporal fringe. A comodulated fringe
generally served to increase the magnitude of masking re-
lease when it was present in the baseline conditions. For the
�RAN/RAN� reference, where a masking release is now
observed for the narrowest 1 /24th-octave spacing, a broadly
similar picture emerges of the effects of temporal
asynchrony/fringe as a function of frequency spacing.

Before considering the implications of these findings for
the hypothesis being tested in detail, it is prudent to note a
limitation in the stimulus configurations used in experiment
1. As in Dau et al. �2005�, the frequency spacings were de-
fined on a log scale. Whereas this allowed an adjustment in
frequency proximity that was approximately uniform in co-
chlear space, it did not result in configurations that accentu-
ated the cues thought to be important for within-channel pro-
cessing. As noted in the Introduction, a primary cue for the
presence of a signal in a complex of closely spaced comodu-
lated bands is thought to be its disruption of the inherent
beating pattern between bands �Schooneveldt and Moore,
1987�. If so, then the use of logarithmic spacing is not favor-
able to this cue since the beat frequencies are not uniform
across bands. Instead, linear spacings would be more condu-
cive to the generation of a signal-induced, beat-disruption
cue since the pattern of component interactions between
neighboring bands are uniform across bands. A companion
experiment was therefore undertaken that employed linear
spacings of comodulated bands. Its purpose was to improve
the cues thought to result in masking release for proximal
frequency spacings in order to further clarify the effects of
temporal asynchrony and random temporal fringe on within-
channel processing of comodulated bands. It was anticipated
that a comparison of the results of the two experiments
would give a more complete picture of within- and across-
channel processing in CMR, and address more fully the hy-

pothesis that the factors of temporal asynchrony and random
temporal fringe undermine masking release associated with
across-channel processes but not within-channel processes.

III. EXPERIMENT 2. MULTIBAND CMR FOR LINEAR
SPACING

A. Method

The stimulus parameters and procedure were the same
as experiment 1 except that the frequency spacings of the
five-band maskers were linear rather than logarithmic. In ad-
dition, the random reference condition was gated �RAN/��
instead of continuous �RAN/RAN�.5 The frequency spacings
were 30, 120, and 240 Hz, resulting in center frequencies,
respectively, of 940, 970, 1000, 1030, and 1060 Hz; 760,
880, 1000, 1120, and 1240 Hz; and 520, 760, 1000, 1240,
and 1480 Hz. These separations were selected to be globally
similar to the 1 /24th-, 1 /6th- and 1 /3rd-octave spacings of
experiment 1. The same observers participated as in experi-
ment 1.

B. Results and discussion

The results of experiment 2 are shown in Fig. 4, follow-
ing the same labeling conventions as Figs. 2 and 3. In panel
A, it can be seen that signal thresholds did not differ between
the gated �OSB/�� and continuous �OSB/OSB� references
�t4=1.49; p=0.19�. It can also be seen that thresholds in the
baseline gated comodulated conditions �COM/�� were re-
duced relative to either the OSB alone reference or the ran-
dom band reference �RAN/��; i.e., a masking release oc-
curred for all frequency spacings. This was confirmed with
repeated measures ANOVAs which indicated that thresholds
in the comodulated maskers were each lower than either the
�OSB/�� reference �F1,4=28.63–147.87; p�0.01� or the
�RAN/�� reference �F1,4=101.1; p�0.001�.

The effect of onset asynchrony is shown in panel B of
Fig. 4. When the OSB was presented continuously and the
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FIG. 4. Mean results from experiment 2. Panel A shows results from the baseline gated comodulated conditions. OSB alone thresholds are shown as filled
squares for gated presentation �i.e., �OSB/��� and unfilled squares for continuous presentation �i.e., �OSB/OSB��; thresholds in continuous random maskers
�RAN/RAN� as a function of band spacing are shown by triangles. Thresholds in gated comodulated maskers �COM/�� are shown as circles. Panel B shows
results from the asynchrony conditions, and panel C shows results from the temporal fringe conditions. Panel B: filled squares= �COM /OSB�; filled
triangles= �COM /CFB�. Panel C: filled triangles= �COM /RAN�; filled inverted triangles= �COM /COD�; filled circles= �COM /COM�. In each panel, replot-
ted from panel A, are the �OSB/�� reference �the thick horizontal line bounded by a �1 standard deviation shaded region�, the �RAN/RAN� reference �open
triangles�, and the �COM/OSB� baseline �open circles�. Error bars are 1 standard deviation.
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flanking bands were gated on during the listening intervals
��COM/OSB�, filled squares�, thresholds were comparable
to, or higher than, the �OSB/�� reference threshold. When
the flanking bands were presented continuously and the OSB
was gated ��COM/CFB�, filled triangles�, thresholds were not
changed for the two narrowest spacings �30 and 120 Hz�, but
rose to the reference levels for the widest spacing �240 Hz�.
This pattern was confirmed with repeated measures
ANOVAs. For the �COM/OSB� asynchrony relative to the
�OSB/�� reference, there was a significant effect of condi-
tion �F3,12=13.21; p�0.001�. Post hoc contrasts indicated
that thresholds did not differ from the reference threshold for
the 30 and 120 Hz spacings �F1,4=2.22 and 2.41; p�0.20�
but did differ significantly for the 240 Hz spacing �F1,4

=200.05; p�0.001�. Relative to the �RAN/�� reference,
there was a significant interaction between the �COM/OSB�
and �RAN/�� conditions as a function of frequency spacing
�F2,8=11.27; p�0.005�; analysis of simple effects indicated
that thresholds for the asynchronous masker were lower for
the 30 Hz spacing and higher for the 240 Hz spacing �F1,4

=14.6 and 23.6, respectively; p�0.02�, but did not differ for
the 120 Hz spacing. For the �COM/CFB� asynchrony refer-
enced to �OSB/�� thresholds, there was a significant effect
of condition �F3,12=30.53; p�0.001�. Post hoc contrasts
showed that thresholds were significantly lower than the ref-
erence threshold for the two narrowest spacings �F1,4

=66.41 and 58.28; p�0.01� but not for the 240 Hz spacing
�F1,4=0.01; p=0.94�. Relative to the �RAN/�� reference,
there was a significant interaction between the �COM/CFB�
and �RAN/�� conditions as a function of frequency spacing
�F2,8=21.71; p�0.001�; analysis of simple effects indicated
that thresholds were lower for the 30 Hz spacing and the
120 Hz spacing �F1,4=75.81 and 101.77, respectively; p
�0.001�, but not for the 240 Hz spacing.

The effect of temporal fringe is shown in panel C of Fig.
4. For the random temporal fringe ��COM/RAN�, upward
triangles�, thresholds approach the reference thresholds, al-
though some masking release appears to remain. For the
codeviant fringe ��COM/COD�, inverted triangles�, thresh-
olds largely coincide with the reference thresholds. For the
comodulated fringe ��COM/COM�, filled circles�, thresholds
are further reduced relative to baseline. The relatively large
standard deviations associated with the data for 30 Hz spac-
ing of the random and codeviant fringe conditions should be
kept in mind when considering the data analysis. Individual
differences were striking for these conditions and, to high-
light this, the individual results are shown in Fig. 5. It can be
seen that, for three of the five observers, the random and
deviant temporal fringe manipulations resulted in elevated
thresholds relative to the baseline gated comodulated condi-
tion. However, for the remaining two listeners, the fringe
manipulations had little effect. This degree of individual
variability in the effect of the temporal fringe for the narrow-
est 30 Hz spacing suggests that the threshold elevation—
when it is observed—is not due to factors associated with
energetic masking.

IV. GENERAL DISCUSSION

The stimulus conditions of experiments 1 and 2 were
designed to provide thresholds under comparable conditions
for logarithmic and linear masker spacing. The motivation
for experiment 2 was to augment the within-channel beating
cue by using linear, rather than logarithmic, spacing. The
30 Hz linear spacing resulted in center frequencies that were
similar to those for the 1 /24th-octave spacing of experiment
1; whereas no masking release was observed for the log
spacing, a 6.7 dB masking release was observed for the lin-
ear spacing. This suggests that linear spacing provides a
stronger within-channel beating cue than logarithmic spacing
does. This conclusion is supported by thresholds obtained at
the next wider spacing in both experiments, which were also
thought to provide robust within-channel cues. Whereas the
1 /6th-octave spacing of experiment 1 led to about a 6.5 dB
masking release, the 120 Hz linear spacing of experiment 2
resulted in a masking release of about 10.5 dB. In contrast,
the 1 /3rd-octave spacing of experiment 1 and the 240 Hz
spacing of experiment 2 both gave similar magnitudes of
masking release �6.7 and 7.0 dB, respectively�. These two
spacings had similar spectral distributions, and both were
expected to provide primarily across-channel cues. The simi-
lar masking releases for these linear and logarithmic spacings
suggest that the detection cue here was not associated with a
disruption of beat patterns due to the addition of a signal
tone.

A final piece of evidence which supports the use of a
beating cue in configurations where the frequency spacing is
both narrow and linear comes from a supplementary condi-
tion that used a modified OSB. Recall that the CFBs were
constructed by assigning to their real and imaginary compo-
nents the same values as assigned to the corresponding com-
ponents in the OSB. As a result of this, the beating patterns
between the components of any neighboring linearly spaced
bands were identical. In the supplemental condition, the OSB
was modified such that its spectral profile was changed yet
its envelope remained comodulated with that of the flanking
bands. To achieve this, the frequency spectrum of the OSB
was modified by multiplying the phase values by −1 and
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FIG. 5. Individual data for the 30 Hz spacing of experiment 2. Thresholds
are shown for the baseline masking release condition, the random temporal
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reversing the assignment of both magnitude and phase values
as a function of component number �see Richards, 1988�.
Despite the maintenance of comodulation, the beating pat-
terns between the OSB components and those of neighboring
comodulated bands were now different from those between
the components of the flanking bands themselves. The aim of
this manipulation was to undermine the strength of the cue
wherein the signal disrupts the uniform beating pattern of the
comodulated masker complex. The modified masker was
presented in continuous mode, and therefore the appropriate
comparison is to the original comodulated complex also pre-
sented continuously �i.e., �COM/COM��. The average signal
threshold masked by the original comodulated complex was
49.9 dB SPL, whereas the average threshold for the comodu-
lated complex with the “mirror image” OSB was 58.4 dB
SPL. This 8.5 dB threshold elevation when the beating cue
was diminished provides further support for the contention
that the linear spacings of experiment 2 facilitated the use of
a beating disruption cue for signal detection under conditions
of proximal spacing. In summary, the aim of accentuating the
availability of temporal beating cues by using linear spacing
in experiment 2 appears to have been successful.

The greater salience of within-channel processing cues
in experiment 2 contributes to the interpretation of the com-
parative data patterns across the two experiments. For the
four spectral spacings of experiments 1 and 2 where pre-
dominantly within-channel processing was expected
�1 /24th-octave, 1 /6th-octave, 30 Hz, 120 Hz�, a temporal
asynchrony wherein the flanking bands were presented con-
tinuously and the OSB was gated had minimal effect on sig-
nal threshold. In contrast, for the spacings conducive to
across-channel processing in the two experiments
�1 /3rd-octave, 1-octave, 240 Hz�, this type of temporal asyn-
chrony largely eliminated any masking release. Taken to-
gether, this pattern of results is consistent with the contention
that within-channel processing is not sensitive to asynchrony
among comodulated noise bands, whereas across-channel
processing is. This, in turn, supports the hypothesis that
across-channel contributions to auditory grouping can be dis-
rupted by onset asynchrony.

However, the association between the onset asynchrony
effect and a reliance on across-channel cues is not supported
by results obtained with the alternative type of onset asyn-
chrony, wherein the OSB was presented continuously and the
flanking bands were gated. Here, irrespective of frequency
spacing, thresholds were elevated to levels as high as, or
higher than, the reference threshold. The elevation of thresh-
old above the OSB reference threshold has been observed in
previous work testing both adults �Grose and Hall, 1993� and
children �Hall et al., 1997� but is not uniformly found �Grose
and Hall, 1996�. It should be noted that in all these previous
studies the signal onset was delayed relative to the masker
onset by 100–200 ms; here, the signal onset was synchro-
nous with the gated masker onset. As such, the increased
masking bears some resemblance to the “transient masking”
associated with the onset of a remote masker as measured by
Bacon and Moore �1987�, although that study pertained
mainly to brief signals/maskers. One ramification of this re-
semblance to transient masking is that it suggests that the

threshold elevation associated with the gated flanking bands
might not be restricted to CFBs; that is, similar threshold
elevations might be observed with gated random flanking
bands. However, this condition �RAN/OSB� was not tested
in this study. The observation that the elevation of threshold
above the reference threshold tended to be largest for the
1 /3rd-octave �logarithmic� and 240 Hz �linear� spacings
might suggest that some form of across-channel masking
contributes to the effect.

The temporal fringe manipulation had a generally uni-
form effect across the two experiments. When the fringe con-
sisted of a set of random noise bands, or a set of CFBs plus
an OSB with an independent fluctuation pattern �codeviant�,
masking release was largely eliminated irrespective of the
frequency spacing of the noise bands. This general result
runs counter to the suggestion that the disruptive effects of a
noncomodulated temporal fringe are specific to across-
channel cues and should therefore not affect signal threshold
in cases where performance is based on within-channel cues.
Note again that for the linear spacing of bands there were
large individual differences at the narrowest spacing of the
noncomodulated fringe, with two of the five observers being
minimally affected by the fringe.

In order to gain insight into the overall pattern of results,
it is useful to focus separately on possible within-channel
and across-channel contributions to that pattern. Beginning
first with within-channel contributions, recall that one hy-
pothesis was that masking release related to within-channel
cues would not be reduced by either the random temporal
fringe or by onset asynchrony. The results of the narrow
frequency spacing conditions were not entirely consistent
with this hypothesis. Whereas the hypothesis was supported
for the asynchrony condition where the flanking bands were
continuous, it was not supported for the asynchrony condi-
tion where the OSB was continuous, nor for the condition
where there was a random temporal fringe. We will briefly
consider a possible account for the pattern of results obtained
for the narrow spacing conditions, where performance is
probably related to the processing of a within-channel cue. In
this account, it is assumed that the listener monitors the regu-
lar beating pattern arising from the interaction among co-
modulated bands and bases detection on the change in beat-
ing pattern that occurs when the signal is added. In the
asynchrony case where the CFBs are present continuously,
the listener can monitor the pattern of the interactions among
the CFBs, a pattern that is regular during both the no-signal
intervals and the interstimulus intervals. This is consistent
with the finding that performance was relatively good in the
condition where the flanking bands were presented continu-
ously and the OSB was gated on. Use of a beating cue is also
consistent with the relatively poor performance in the asyn-
chrony condition where the OSB was presented continu-
ously, in that the stimulus surrounding the listening intervals
contained no regular beating pattern due to the fact that a
single noise band was present. The different effects of onset
asynchrony as a function of masker spacing observed here
could depend on the number of flanking bands. For example,
if there were only two noise bands, one centered on the sig-
nal and one flanking band, then the different effects of gating
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mode would not be expected to occur because beating be-
tween comodulated bands would not occur either for a con-
tinuous flanking band or a continuous OSB.

Use of a cue based on envelope beats is also consistent
with the finding that performance with narrow frequency
spacing was poor for the case where the fringe consisted of
either random bands or CFBs plus an OSB with an indepen-
dent fluctuation pattern �codeviant�. In the case of the ran-
dom fringe, the stimulus surrounding the listening intervals
contained no consistent beating pattern due to the fact that
the flanking bands had random envelopes. In the codeviant
fringe condition, the OSB would diminish the regularity of
the beating cue even in the absence of a pure tone signal. In
both cases, stimulus features outside the listening interval
fail to form a stream of consistent envelope beats.

Note that in the above accounts, it is assumed that the
listener cannot simply base detection on the information
within the observation intervals �where all bands are co-
modulated�, due to some sort of “carry over” effect wherein
the pattern of energy surrounding the listening intervals pre-
vents the listener from optimally processing the beating pat-
tern within the listening interval. Moreover, a listener’s sus-
ceptibility to this carry over varies markedly as demonstrated
by the extensive individual variability seen for the narrow
30 Hz linear spacing �see Fig. 5�. One of the observers who
was unaffected by the random and codeviant fringes in this
configuration reported that the detection cue for the signal
was a disruption in the regularity of the beat percept during
the comodulated core interval, and that this cue remained
salient even in the presence of a noncomodulated temporal
fringe.

Turning now to across-channel contributions to the over-
all pattern of results, recall that part of the motivation for this
study was based on the idea that auditory grouping is a pre-
condition to across-channel CMR, and that the effects of
onset asynchrony would be relatively great for masking re-
lease based on across-channel analysis. In contrast, the pres-
ence of random bands surrounding the observation intervals
was thought to disrupt the listener’s ability to make use of
coherent modulation during the observation intervals inde-
pendent of grouping. For the wider masker spacings, all ma-
nipulations tested elevated thresholds �except for the con-
tinuous comodulated condition�. This effect could be due to
reduced grouping strength in the case of onset asynchrony
and some other factors in the temporal fringe conditions.
However, these effects could also be attributed to some other
common factor. One possibility is the regularity of spec-
trotemporal coherence. Here, the cue in across-channel CMR
is characterized as a discontinuity in the dynamic spectrum
of the stimulus. Addition of a pure tone signal can result in a
spectral peak at the signal frequency when energy at other
frequencies is at a modulation minimum, a cue that could be
the basis of a detection process sometimes referred to as
listening in the dips. It is possible that such an across-
channel cue can be disrupted by spectrotemporal irregulari-
ties that occur outside the observation intervals. For ex-
ample, random bands surrounding the observation intervals
expose the listener to a variable spectrum, where peaks in the
spectrum are associated with different frequency regions as a

function of time. These peaks could impede the formation, or
stability, of a no-signal template �in this case a flat spectrum
that coherently fluctuates in level as a function of time�.
Similarly, asynchronous gating introduces radical changes in
the spectrum of the masker that could interfere with cues
based on more subtle spectral cues associated with addition
of a pure tone signal.

The importance of spectrotemporal coherence for the
use of an across-channel cue and the importance of envelope
beat regularity as a function of time for the use of within-
channel cues could be described in similar terms. Whereas
spectrotemporal coherence may facilitate detection of a
change in the spectrum, consistency of envelope statistics in
a single auditory channel output could facilitate detection of
a change in that temporal pattern. Features of a random
stimulus surrounding the observation intervals, such as re-
duced modulation depth �within-channel� or spectral vari-
ability �across-channel�, could resemble the stimulus features
associated with addition of a pure tone signal. Asynchronous
gating across bands could likewise interfere with formation
of a no-signal baseline against which to compare the obser-
vation interval. It is therefore possible that performance
based on either within- or across-channel cues is disrupted
by manipulation of the spectrotemporal coherence of the
stimulus surrounding the observation intervals for rather
similar reasons.

The implication of these results for previous studies de-
serves comment. Dau et al. �2005� manipulated temporal
asynchrony to differentiate within- and across-channel con-
tributions to CMR. They hypothesized that the use of across-
channel cues contributing to masking release for comodu-
lated noise would be affected by across-frequency grouping
mechanisms, but that within-channel mechanisms would not.
In their experiment, they used onset asynchrony wherein the
flanking bands were gated on before, and gated off after, the
OSBs. The CMR declined under conditions of temporal
asynchrony only for stimulus complexes made up of widely
spaced noise bands, a result that supported the hypothesis.
The results of the present investigation replicate this result,
but indicate that support for the hypothesis should be tem-
pered in light of the results obtained with the other mode of
onset asynchrony. Using similar reasoning as Dau et al.
�2005�, Grose et al. �2005b� incorporated the manipulation
of a random temporal fringe as a test for across-channel pro-
cessing in CMR. They proposed that the presence of a ran-
dom temporal fringe should reduce the likelihood of using
available across-channel cues and should therefore diminish
across-channel CMR. The results of the present investigation
caution that sensitivity of signal threshold to this manipula-
tion is not a specific indicator of across-channel processing,
since a disruption to masking release due to within-channel
processing also results from the presence of a noncomodu-
lated temporal fringe.

V. SUMMARY AND CONCLUSIONS

The purpose of this investigation was to determine
whether within- and across-channel contributions to masking
release in the multiband CMR paradigm could be differenti-
ated via manipulations of the stimulus characteristics in the
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interstimulus interval. Two stimulus manipulations were ex-
amined: �1� onset asynchrony between the OSB and the
CFBs, and �2� the presence of a random temporal fringe
surrounding the core comodulated bands. The availability of
within- and across-channel cues was manipulated by varying
the frequency spacing of the narrow bands of noise making
up the comodulated complex. Both logarithmic and linear
spacings were employed. It was hypothesized that the two
stimulus manipulations would disrupt masking release due to
across-channel cues but not masking release due to within-
channel cues.

The overall pattern of results did not wholly support the
hypothesis. When the OSB was gated on during the observa-
tion intervals and the CFBs were presented continuously the
results were compatible with the hypothesis: masking release
was not affected for stimuli providing robust within-channel
cues, but it was disrupted for stimuli providing robust across-
channel cues. However, presenting the OSB continuously
and gating the flanking bands elevated thresholds, irrespec-
tive of frequency spacing. The second stimulus manipulation
�random temporal fringe� also generated results that did not
support the hypothesis: masking release was largely elimi-
nated by the presence of a random temporal fringe irrespec-
tive of the frequency spacing of the noise bands making up
the masking complex.

In conclusion, this investigation has demonstrated that a
detection advantage for a tone masked by a complex of co-
modulated narrow bands of noise can be observed under con-
ditions of predominantly within- or cross-channel process-
ing. Identifying the mechanisms underlying the masking
release remains a challenge. Manipulation of stimulus fea-
tures in the interstimulus interval that were previously
thought to disrupt only across-channel processes has been
shown to also disrupt within-channel processes under some
conditions.
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The decision process in forward-masked intensity
discrimination: Evidence from molecular
analysesa)
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In a two-interval forced-choice intensity discrimination task presenting a fixed increment, the level
of the forward masker in interval 1 and interval 2 was sampled independently from the same normal
distribution on each trial. Mean and standard deviation of the distribution were varied. Correlational
analyses of the trial-by-trial data revealed different decision strategies depending on the relation
between mean masker level and standard level. If the two levels were identical, listeners tended to
select the interval containing the higher-level masker, behaving like an energy detector at the output
of a temporal window of integration. For mean masker level higher than the standard level, most
listeners showed a negative correlation between the masker level in a given interval and the
probability of selecting this interval, indicating a strategy of comparing the masker loudness and the
target loudness in each of the two observation intervals, and voting for the interval where the
loudness difference was smaller. Implications for models of forward-masked intensity
discrimination and differences from decision strategies reported for forward-masked detection tasks
�Jesteadt et al., �2005�. “Effect of variability in level on forward masking and on increment
detection,” J. Acoust. Soc. Am. 118, 325–337� are discussed.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3021296�
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I. INTRODUCTION

Nonsimultaneous masking produces a rather complex
pattern of effects on intensity resolution �e.g., Carlyon and
Beveridge, 1993; Plack et al., 1995; Zeng, 1998; Oberfeld,
2008b�. The present study for the first time not only exam-
ined the effects of a forward masker on performance levels
or intensity-difference limens �DLs� �“molar psychophys-
ics;” see Green, 1964� but also assessed the decision process
in a forward-masked intensity discrimination task by intro-
ducing within-trial variability in masker level and analyzing
the trial-by-trial data �“molecular psychophysics;” see Green,
1964; Gilkey and Robinson, 1986; Berg, 2004�. The results
demonstrate different decision strategies for different combi-
nations of masker level and standard level.

To summarize previous findings, an important result is
that with an intense forward masker �e.g., 90 dB SPL �sound
pressure level��, intensity DLs are strongly elevated for a
midlevel standard, relative to the DL in quiet. On the other
hand, there is only a small effect of the masker on the DLs
for standards presented at low and high levels, resulting in
the so-called midlevel hump in intensity discrimination �Zeng
et al., 1991�.

Three explanations have been proposed for these effects
�for an in-depth discussion see Oberfeld, 2008b�. Zeng et al.
�1991� suggested that the effect is due to adaptation of the
�small� population of low spontaneous-rate �SR� auditory-

nerve neurons showing slower recovery from prior stimula-
tion than high-SR neurons �Relkin and Doucet, 1991�. How-
ever, in subsequent experiments a midlevel hump was also
found for backward maskers and contralaterally presented
maskers �e.g., Plack and Viemeister, 1992; Plack et al., 1995;
Schlauch et al., 1999�, which precludes mechanisms in the
auditory periphery as the origin of the effect.

The referential encoding hypothesis by Plack and
Viemeister �1992� and Carlyon and Beveridge �1993� can
account for the effects of backward maskers and contralater-
ally presented maskers. It assumes that the masker presented
between the targets in a two-interval �2I� task degrades the
memory trace of the target presented in the first observation
interval, so that the listener is forced to switch to the
“context-coding mode” �Durlach and Braida, 1969; Braida
and Durlach, 1988�, in which he or she remembers a
categorical/verbal representation of the sensation, based on a
comparison with internal or external references.1 Referential
encoding is assumed to work efficiently at low and high
standard levels, where the detection threshold, the discomfort
threshold, or the level of the intense forward masker can be
used as a coding reference �Braida et al., 1984; Carlyon and
Beveridge, 1993�. At intermediate standard levels, however,
the perceptual distance to these references is large, and dis-
crimination performance is thus predicted to be poor �Braida
et al., 1984�. Consequently, for a midlevel standard, the
model predicts a strong effect of an intense masker. For low-
level and high-level standards, on the other hand, it predicts
essentially no effect of the masker due to the assumed effi-
ciency of referential encoding.

a�
A portion of this work was presented at the 22nd Annual Meeting of the
International Society for Psychophysics �Fechner Day�, June 2006.

b�Electronic mail: oberfeld@uni-mainz.de
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Thus, the referential encoding hypothesis can account
for the midlevel hump. Yet, it cannot easily explain the re-
duced midlevel humps observed if a masker differing from
the standard in duration or spectral content is presented
�Schlauch et al., 1997, 1999�. Even more important, the ref-
erential encoding hypothesis predicts essentially no effect of
the masker at low and high standard levels. However, Ober-
feld �2008b� found significant masker-induced DL elevations
at standard levels of 25 and 85 dB SPL. At the low standard
level, a mid-difference hump was observed: the DL elevation
was larger at intermediate than at large masker-standard level
differences. The latter result and the effects of masker dura-
tion and spectrum indicate that the perceptual similarity be-
tween the masker and the standard modulates the effect of
the masker. Such similarity effects can be integrated into a
third explanation proposed for the midlevel hump, which is
based on the finding that a forward masker has an effect not
only on intensity resolution but also on loudness. Maskers
higher in level than a temporally proximal target result in an
increase in target loudness �loudness enhancement; see Zwis-
locki and Sokolich, 1974 and Oberfeld, 2007�. Now, Carlyon
and Beveridge �1993� suggested that the masker-induced
change in target loudness introduces loudness variability,
which in turn results in impaired performance in an intensity
discrimination task �loudness enhancement hypothesis�. In
fact, both a midlevel hump �Zeng, 1994; Plack, 1996� and a
mid-difference hump �Oberfeld, 2008b� have been reported
for loudness enhancement. One possible explanation for
loudness enhancement is that listeners cannot access the
“isolated” loudness of the target but will instead use a
weighted average of masker loudness and target loudness
when making their decision �“mergence;” see Elmasian et
al., 1980 and Oberfeld, 2007�. Oberfeld �2007, 2008b� pro-
posed that the observed similarity effects can be incorporated
into such a model by assuming that maskers strongly differ-
ing from the target in at least one dimension �e.g., level,
duration, or spectrum� will receive only a relatively small
weight. Thus, the third model considered in this paper is the
combination of the loudness enhancement hypothesis and the
similarity hypothesis proposed by Oberfeld �2008b�.

The “molar” data �i.e., DLs� collected in previous stud-
ies are compatible with the latter model, but as Oberfeld
�2008b� noted, the referential encoding hypothesis could also
be extended by the assumption that a perceptual difference
between masker and standard results in less memory trace
interference, accounting for the observed similarity effects.
The current study provides a “molecular” analysis of the data
from an intensity discrimination task. The levels of the
masker in interval 1 and the masker in interval 2 were inde-
pendently and randomly perturbed on each trial. The influ-
ence of the masker intensity information on the decision of
the listener was measured in terms of the correlation between
the within-trial difference in masker level and the response
(increment in interval 1 or increment in interval 2�.

Now the three different explanations for the effect of a
forward masker on intensity resolution predict rather distinct
patterns of correlations. For instance, a decision strategy
compatible with the loudness enhancement hypothesis com-
bined with the similarity hypothesis �Oberfeld, 2008b� would

be that the listeners behave as an energy detector, comparing
the output level of a “temporal window” for the first interval
�representing a weighted sum of masker level and target
level in that interval� with the output level of a temporal
window for the second interval and responding that the in-
crement was presented in the interval where the output level
was higher �Plack and Oxenham, 1998�.2 These assumptions
result in the hypothesis that the response be positively corre-
lated with the within-trial difference in masker level. For
example, listeners should tend to respond “Increment in in-
terval 2” if the masker presented in interval 2 is higher in
level than the masker in interval 1. The recovery-rate model
and the referential encoding hypothesis predict different pat-
terns of correlations, which will be detailed in Sec. IV.

The assumptions about the decision process in forward-
masked intensity discrimination have not yet been tested us-
ing a molecular approach. Concerning intensity discrimina-
tion in quiet, Jesteadt et al. �2005� reanalyzed data from an
experiment by Jesteadt et al. �2003� in which external vari-
ability was added by randomly varying the pedestal level in
each of the two observation intervals. The relation between
the level of the tone in the interval containing the standard
only and in the interval containing the standard-plus-
increment and performance was compatible with the pattern
an energy detector would produce �see Green and Swets,
1966�. Listeners voted for the interval containing the tone
higher in level. For a forward-masked detection task with
randomly perturbed masker levels, on the other hand, analy-
sis of the trial-by-trial data demonstrated a decision strategy
incompatible with energy detection at the output of a tempo-
ral window of integration �Plack and Oxenham, 1998;
Nizami, 2003� because the subjects did not vote for the in-
terval containing the higher-level masker.

It was hoped that an insight into the decision process
could also provide an explanation for an additional aspect of
the previous data currently not well understood, namely, the
considerable intersubject variability, which is most notable
for the case of an intense masker combined with a low-level
standard. As pointed out above, most listeners show no or
only a small DL elevation in this condition. In several stud-
ies, however, a large increase in the DL was observed for
some listeners �Zeng et al., 1991, listener RB; Zeng and
Turner, 1992, listener RB; Carlyon and Beveridge, 1993, lis-
tener LW; Schlauch et al., 1997, listener S4; Schlauch
et al., 1999, listener 2; Oberfeld, 2008b, listener BS�. Could
these differences be due to the use of different decision strat-
egies?

II. METHOD

A 2I, two-alternative forced-choice �2AFC� intensity
discrimination procedure was used. The levels of the stan-
dards remained constant at 25 dB SPL throughout the experi-
ment. Listeners were tested in quiet and with forward
maskers presented at mean levels of 25, 55, and 85 dB SPL.
Three different values of the masker level variance were pre-
sented. Either the masker level was identical in the two ob-
servation intervals �i.e., the masker level was constant� or a
small or large within-trial masker level variability was intro-
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duced. The performance of an energy detector operating at
the output of a temporal window of integration would de-
crease with the variability in masker level because the latter
variability would contribute to the variance of the decision
variable, which is assumed to be the difference in output
level of the temporal window for the two observation inter-
vals.

In order to make the task more similar to the “classical”
2I intensity discrimination task used in previous experi-
ments, the level of the target tones �standard and standard-
plus-increment� was not perturbed. In an adaptive procedure,
for example, there are only two alternative target levels
�standard or standard-plus-increment�, standard level is con-
stant, and increment level remains relatively stable toward
the end of a run. To approximate these conditions, a fixed
level increment was presented in each block. The task obvi-
ously still differed from a classical intensity discrimination
task due to the within-trial variation in masker level. This
level variation of the to-be-ignored masker seemed less
likely to introduce a decision strategy other than in the clas-
sical task than if the target levels had been perturbed. Sec-
ond, the presentation of only two fixed target levels �standard
and standard-plus-increment� per condition made it possible
to use a signal detection approach for calculating sensitivity.

A. Listeners

Four students at the Johannes Gutenberg–Universität
Mainz participated in the experiment voluntarily �three fe-
males, one male, age 19–24 years�. They either received
partial course credit or were paid for their participation. All
listeners reported normal hearing. For the right ear �the ear
tested�, detection thresholds measured by a 2I, 2AFC adap-
tive procedure with a 3-down, 1-up rule �Levitt, 1971� were
better than 10 dB HL at all octave frequencies between 0.5
and 8 kHz. Listeners were naïve with respect to the hypoth-
eses under test. Only listener KD had previous experience in
an intensity discrimination task.

B. Stimuli and apparatus

The standard and the masker were 1-kHz pure tones
with a steady-state duration of 20 ms, gated on and off with
5-ms cosine-squared ramps. Each sinusoid started at zero
phase. On each trial, there were two observation intervals.
Except in no-increment trials �see below�, an increment—
that is, a pure tone of the same frequency, duration, and
temporal envelope—was added in-phase to the standard in
one of the observation intervals �selected with an equal a
priori probability�. In the forward masking conditions, a
masker was presented in both intervals. On each trial, the
sound pressure level of the masker presented in interval 1
and of the masker presented in interval 2 was sampled inde-
pendently from the same normal distribution. Mean masker
level �M was 25, 55, or 85 dB SPL. The standard deviation
�SD� was 0 �fixed masker level�, 2, or 6 dB. Masker level
was limited to a range of �M �2.5 SD.

The silent interval between masker offset and standard
onset was 100 ms. The interval between the offset of the first
target and the onset of the second target was 650 ms. A simi-

lar stimulus configuration has been used in previous experi-
ments �e.g., see Plack et al., 1995; Zeng, 1998; Oberfeld,
2008b�.

A trial started with a visual attention signal. The targets
�standard and standard-plus-increment� were also marked by
visual signals. The intertrial interval was 2000 ms, with the
restriction that the next trial never started before the response
and the feedback to the preceding trial had been given.

The stimuli were generated digitally, played back via
one channel of an RME ADI/S digital/analog converter �fs

=44.1 kHz, 24-bit resolution�, attenuated by a TDT PA5 pro-
grammable attenuator, buffered by a TDT HB7 headphone
buffer, and presented to the right ear via Sennheiser HDA
200 circumaural headphones calibrated according to IEC 318
�1970�. The attenuator setting remained constant within a
trial. The experiment was conducted in a single-walled IAC
sound-insulated chamber. Listeners were tested individually.

C. Procedure

The listeners participated in two training sessions, fol-
lowed by three sessions in which intensity DLs were mea-
sured using an adaptive procedure. On the basis of these
DLs, individual increments corresponding to 70%–85% cor-
rect were selected for each combination of mean masker
level and masker level SD. The so-selected increments were
used in the main experiment in which the increment was
constant within each block.

1. Adaptive measurement of intensity-difference
limens

Prior to the main experiment, intensity DLs were mea-
sured using a 2I, 2AFC adaptive procedure with a 3-down,
1-up tracking rule �Levitt, 1971�. A level increment was
added to the standard in one of the two observation intervals
�selected randomly�. Listeners were instructed to ignore the
maskers. Visual trial-by-trial feedback was provided. The ini-
tial level of the in-phase intensity increment, 10 log10��I / I�,
was 8 dB. The step size was 5 dB until the fourth reversal
and 2 dB for the remaining eight reversals. For each track,
the arithmetic mean of 10 log10��I / I� at the eight final rever-
sals was converted to �LDL=10 log10�1+�I / I�. A track was
discarded if the SD of 10 log10��I / I� at the eight final rever-
sals was greater than 5 dB. At least three tracks were ob-
tained for each Mean Masker Level�SD combination. Time
permitting, additional tracks were run if the SD of the DLs
estimated in the first three tracks exceeded 5 dB.

2. Intensity discrimination task with a fixed level
increment

In a 2I, 2AFC procedure, a level increment was added to
the standard in one of the two observation intervals �selected
randomly�. The increment was fixed within each block. Lis-
teners indicated the interval containing the louder target.
They were instructed to ignore the maskers.

Based on the DLs obtained in the adaptive procedure, a
level increment �L was selected individually for each Mean
Masker Level�SD combination that would correspond to
percent correct in the range from 70% to 85%. Across listen-
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ers and conditions, �L ranged from 1.3 to 7.2 dB. Due to
sizeable individual DL elevations caused by the 55-dB SPL
and the 85-dB SPL maskers, it was not always possible to
test a single intensity level increment resulting in the targeted
performance level for all conditions. Therefore, for most lis-
teners, the conditions differed not only in mean masker level
and masker level variability, but also in increment level. This
variation in the increment level presents a potential problem
for the analyses of the trial-by-trial data because different
correlation coefficients observed at, e.g., two different mean
masker levels could be either due to the difference in masker
level or to the difference in increment level. For example,
Dai et al. �1996� demonstrated that the increment level has a
pronounced effect on the expected and observed correlations
in a spectral-shape discrimination task. To solve this prob-
lem, additional trials presenting the standard in both obser-
vation intervals �i.e., trials without an increment� were in-
cluded in each block �Green, 1964; Dai et al., 1996�, except
for the in-quiet condition. If the two targets are identical, any
correlation between, e.g., the response and the difference be-
tween masker level in interval 2 and masker level in interval
1, can be attributed to the variation in masker level.

Only one Mean Masker Level�SD combination was
presented in each block. Each block comprised 35 trials with
the level increment presented in the first interval, 35 trials
with the increment presented in the second interval, and 35
trials without an increment. Visual trial-by-trial feedback was
provided, except following a no-increment trial. Addition-
ally, the percentage of correct responses was displayed at the
end of each block. Listeners were informed that they would
receive both trials with feedback and trials without feedback,
but they were not told that there would be no-increment trials
without any difference in target level. Within each block, the
three types of trials were presented in random order. For each
combination of mean masker level and masker level SD, six
blocks of 105 trials each were run in separate sessions, re-
sulting in a total of 210 trials per condition �Mean Masker
Level�SD� Increment Position�. The main experiment
comprised nine sessions. A testing session lasted approxi-
mately 1 h. Listeners took one short break in each session.

III. RESULTS AND DISCUSSION

A. Effect of mean masker level and masker variability
on intensity resolution

The data from the intensity discrimination task using a
fixed level increment were analyzed in terms of a signal de-
tection theory model assuming equal-variance Gaussian dis-
tributions �Green and Swets, 1966�. The no-increment trials
were excluded from the analysis. For each observer, the sen-
sitivity index applicable to a 2I forced-choice �2IFC� task,
d�2IFC= �1 /�2��zhit−zFA�,3 was computed for each block.4

In 7 of the total of 240 blocks obtained across listeners
and conditions, the proportion of hits was 1.0. As d� is not
defined in this case, the “log-linear correction” for extreme
proportions was used �see Goodman, 1970; Hautus, 1995;
Jesteadt, 2005�.

As the level increment was not constant across listeners
and conditions, it was not possible to analyze the sensitivity

in terms of d� directly. Instead, the level increment resulting
in d�=1.16 was estimated for each block. This value of d�
corresponds to the performance level targeted by a 3-down,
1-up adaptive procedure �79.4% correct; see Macmillan and
Creelman, 2005�, under the assumption of unbiased respond-
ing. In the first step, resolution-per-dB was computed as ��
=d� /�L �Durlach and Braida, 1969�, where �L is the size of
the level increment presented in a given block. The estimate
of the level increment corresponding to d�=1.16 was then
computed as �LDL=1.16 /��, with the subscript DL denoting
the correspondence to the DL in a 3-down, 1-up adaptive
intensity discrimination task. Note that this analysis rests on
the assumption that d� is proportional to the difference in
level ��L� between standard-plus-increment and standard
�Rabinowitz et al., 1976; Buus and Florentine, 1991; Jesteadt
et al., 2003; for a discussion see Green, 1993�.

In one block, d� was slightly negative so that no mean-
ingful value of �� could be computed. This block was ex-
cluded from the analysis. If for a given block the distance
between the estimated �LDL and the closer of the two quar-
tiles of the six individual estimates obtained in the respective
condition was larger than three interquartile ranges, this data
point would be as an outlier �Lovie, 1986�, resulting in the
exclusion of four data points. Across the remaining 235
blocks, the percentage of correct responses ranged between
0.56 and 0.96 �M =0.73, SD=0.084�. Mean d� was 0.95
�SD=0.40�.

Figure 1 displays the individual estimates of the level
increment �LDL corresponding to d�=1.16, as a function of
mean masker level and masker level variance. In the condi-
tion with fixed masker level �SD=0; open symbols in Fig. 1�,
the effect of the masker was small �maximum DL elevation
of 2.6 dB�, except for listener LE who produced a DL eleva-
tion of more than 7 dB at the two higher masker levels. For
comparison, Oberfeld �2008b� using an adaptive procedure
observed a mean DL elevation of 2.7 dB for a 55-dB SPL
masker combined with a 25-dB SPL standard. For listeners
KD and LE, the effect of the midlevel masker was slightly
larger than the effect of the intense masker, representing
weak evidence for a mid-difference hump pattern �Oberfeld,
2008b�, which was also present in the mean data shown in
Fig. 2. Listeners KD and LE showed a mid-difference hump
in the presence of variability in masker level, while in these
conditions �LDL tended to increase monotonically with the
masker level for listeners AZ and NH. The data were ana-
lyzed via repeated-measures analyses of variance �ANO-
VAs�. The Huynh–Feldt correction for the degrees of free-
dom �Huynh and Feldt, 1976� was used where applicable and
the value of �̃ is reported. For the conditions with fixed
masker level �SD=0�, a one-factorial repeated-measures
ANOVA indicated no significant effect of masker level
�F�3,9�=2.24�. There was a significant quadratic trend,
however, �F�1,3�=10.26, p=0.049�, compatible with the ob-
servation of a mid-difference hump. For the data obtained
under forward masking, the DLs tended to be larger if the
masker levels were varied rather than fixed �Fig. 2�. Such a
pattern is compatible with energy detection at the output of a
temporal window of integration. However, an ANOVA with
the within-subject factors mean masker level �25, 55, and
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85 dB SPL� and masker level SD �0, 2, and 6 dB� showed
neither a significant effect of mean masker level �F�2,6�
=1.64� nor an effect of masker level SD �F�2,6�=3.50� nor
a Mean Masker Level�SD interaction �F�4,12�=0.94�.

B. Correlational analyses of the trial-by-trial
data

A correlational approach was used for molecular analy-
ses of the trial-by-trial data �see Richards and Zhu, 1994 and
Lutfi, 1995; see also Berg, 1989�.5 In the first analysis, point-
biserial correlations were computed between the within-trial
difference between the masker levels in interval 2 and inter-
val 1 �LM2−LM1� and the binary response of the listener �1 or
2, indicating that he or she detected the increment in interval
1 or interval 2, respectively�. This made it possible to test the
hypothesis that the listeners use energy detection at the out-

put of a temporal window of integration, that is, tend to
respond that the increment was presented in the interval in
which the masker was higher in level.

In the second analysis, correlations of the correctness of
the response �correct or incorrect� on individual trials with
the masker level in the interval containing the standard and
the level of the masker in the interval containing the
standard-plus-increment were computed separately in order
to answer the question whether the pattern Jesteadt et al.
�2005� found for a forward-masked detection task also ap-
plies to a forward-masked intensity discrimination task, or if
detection and discrimination show different characteristics in
this regard.

1. Correlations between the within-trial difference in
masker level and the response

Separate point-biserial correlations between the within-
trial difference in masker level and the binary response were
computed for the increment presented in interval 1, for the
increment presented in interval 2, and for the no-increment
trials.

An energy detector showing temporal integration will
vote for the interval containing the higher overall level. As
can be seen in Fig. 3, all listeners showed positive correla-
tions if the mean masker level equaled the standard level
�25 dB SPL�, compatible with the behavior of an energy de-
tector. All correlation coefficients were significantly different
from 0 at the masker level SD condition of 6 dB �each co-
efficient based on 210 trials; t-test for correlation, p�0.05,
two tailed; see Hays, 1988, p. 589�. With a masker level SD
of 2 dB, 8 of the 12 coefficients differed significantly from 0.

The data obtained in the conditions where the mean
masker level was higher than the standard level indicated a
decision strategy not compatible with energy detection, ex-
cept for listener LE, who showed positive correlations be-
tween LM2−LM1 and the response at all mean masker levels.
For the remaining listeners, 28 of the 36 correlation coeffi-
cients were significantly smaller than 0 at the 55-dB SPL and
the 85-dB SPL mean masker levels �Fig. 3�. A negative cor-
relation between the difference in masker level and the re-
sponse means that the listeners tended to vote for the interval

FIG. 1. Individual level increments ��LDL, plotted on a log scale� corresponding to d�=1.16 as a function of mean masker level, estimated from resolution-
per-dB in a 2IFC intensity discrimination task presenting a fixed level increment. The different symbols indicate different masker level SDs. Open diamonds:
SD=0 dB �fixed masker level�. Triangles: SD=2 dB. Boxes: SD=6 dB. Panels represent listeners. Error bars show �1 standard error of the mean �SEM� of
the six estimates per data point.

FIG. 2. Mean estimated level increments ��LDL� corresponding to d�
=1.16 as a function of mean masker level. Same symbols as in Fig. 1. Error
bars show �1 SEM of the four individual estimates.
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containing the softer masker. Such a behavior is compatible
with a decision strategy of comparing the masker loudness
and the target loudness in each of the two observation inter-
vals and voting for the interval in which this difference in
loudness was smaller.

A simple explanation for the zero correlations observed
in several cases would be that the listener was effectively
ignoring the maskers.

The correlations were stronger at a mean masker level of
55 dB SPL, especially so for the larger masker level SD. At
the intermediate mean masker level, 23 of the 24 coefficients
were significantly different from 0. At the largest mean
masker level, only 12 of the 24 correlation coefficients dif-
fered significantly from 0. In principle, this pattern is consis-
tent with the idea that a large loudness difference between
masker and target should reduce the influence of the masker
level on the decision �Oberfeld, 2008b�, although the loud-
ness enhancement hypothesis combined with the similarity
hypothesis, of course, predicts positive rather than negative
correlations.

At this point, a general cautionary note concerning the
interpretation of the correlations as decision weights is in
order. As Richards and Zhu �1994� showed, the correlation
coefficients are identical in sign to the decision weight as-
signed to the parameter of interest �in the current case, the
within-trial difference in masker level�. Their magnitude, on
the other hand, depends not only on the decision weight but
also on parameters such as response bias, the �external� vari-
ability in masker level, and additional sources of variability
in the decision variable �internal noise�. Therefore, for a
meaningful comparison of the magnitudes of the weight as-
signed to masker levels between, e.g., different mean masker
levels, it would be necessary to analyze estimates of the de-
cision weight rather than correlation coefficients. Unfortu-
nately, the weight estimation would require rather strong as-
sumptions about, for example, sources of internal noise and
the weight assigned to target level. In part, these assumptions
could be relaxed if the target levels were also randomly per-
turbed. In the current experiment, this was not done in order
to make the task more similar to the classical intensity dis-
crimination task. As a consequence, only the qualitative pat-

terns of the correlations, most importantly the signs of the
correlation coefficients, provide unequivocal information
concerning differences in decision strategies. The magnitude
of the correlations does not necessarily reflect the magnitude
of the decision weights assigned to masker level information,
however.

Mean data are displayed in Fig. 4. As discussed, the use
of different level increments in the different Mean Masker
Level�SD combinations poses a problem for the compari-
son of the correlations �see Dai et al., 1996�. Therefore, only
the data from the common no-increment condition �circles in
4� were analyzed using a repeated-measures ANOVA with
the factors mean masker level �25, 55, and 85 dB SPL� and
masker level SD �2 and 6 dB�. There was a significant effect
of mean masker level �F�2,6�=6.48, p=0.032, �̃=1.0�, indi-
cating different decision strategies for mean masker level

FIG. 3. Individual point-biserial correlations between the within-trial difference in masker level �LM2−LM1� and the response of the listener �1 or 2, indicating
that he or she detected the increment in interval 1 or interval 2, respectively�. Open symbols: SD=2 dB. Filled symbols: SD=6 dB. Circles: no increment.
Triangles: increment in interval 1. Boxes: increment in interval 2. Panels represent listeners. Each data point is based on 210 trials. Correlation coefficients
above or below the dotted horizontal lines are significantly different from zero �t-test for correlation, p�0.05, two tailed�.

FIG. 4. Mean point-biserial correlations of the difference between masker
level in interval 2 and masker level in interval 1 �LM2−LM1� with the re-
sponse of the listener. Same format as Fig. 3. Error bars show �1 SEM of
the four individual correlation coefficients.
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equal to or greater than standard level, respectively. The ob-
servation of a stronger correlation at the larger masker level
SD was confirmed by a significant Mean Masker Level
�SD interaction �F�2,6�=6.53, p=0.031, �̃=1.0�. The main
effect of masker level SD was not significant �F�1,3�
=0.275�, reflecting the fact that the correlation coefficients
obtained at the two higher masker levels were more negative
in the 6-dB SD condition for listeners AZ and KD, but more
positive for listener LE.

2. Correlations between the masker level in the
interval containing the standard or the standard-plus-
increment and the correctness of the response

Correlations of the correctness of the response �correct
or incorrect� on individual trials with the masker level in the
interval containing the standard �MS� and the masker level in
the interval containing the standard-plus-increment �MS+I�
were computed separately. Jesteadt et al. �2005� reported that
the level of the masker in the interval containing the signal
was negatively related to performance, while the level of the
masker in the nonsignal interval had only a very small effect
on the correctness of the response. The performance of an
energy detector at the output of a temporal window of inte-
gration would be equally affected by the masker levels in
both intervals, albeit in opposite directions. A higher masker
level in the interval containing the increment would increase
the probability of voting for this interval, thereby increasing
the probability of a correct response. A higher masker level
in the interval containing the standard would also increase
the probability of voting for this interval, but as a result
reduce the probability of a correct response. For the current
experiment, this raises the question whether the correspond-
ing correlations differed as a function of mean masker level.
As shown above, for mean masker level equal to standard
level, the correlations between the within-trial difference in
masker level and the response �increment in interval 1 or 2�
were compatible with energy detection. Thus, it was ex-
pected that the masker level in both intervals be correlated
with the correctness of the response in this condition. In
contrast, for the higher masker levels, where a different de-
cision strategy was observed, it seemed conceivable that the
correctness was correlated mainly with the masker level in

the interval containing the increment, which would parallel
the results by Jesteadt et al. �2005�.

An incorrect answer was coded as 0, a correct answer as
1. The no-increment trials were excluded from the analysis.
The individual data are shown in Fig. 5. At a mean masker
level of 25 dB SPL, all correlation coefficients for the rela-
tion between MS+I and the correctness of the response were
positive, although only three of the eight coefficients differed
significantly from 0 �each coefficient was computed on the
basis of 420 trials�. In contrast, all correlation coefficients for
the relation between MS and the correctness of the response
were negative �six of the total of eight were significantly
different from zero�. The positive correlations for the interval
containing the increment and the negative correlations for
the intervals containing the standard are compatible with en-
ergy detection.

For the two higher mean masker levels, the opposite
relations were found for all listeners except LE �e.g., a posi-
tive correlation between MS and the correctness of the re-
sponse�. For the interval containing the standard �S� and the
interval containing the standard-plus-increment �S+ I�, 13
and 10, respectively, of the 16 correlation coefficients were
significantly different from 0.

To test whether the strength of association between
masker level and correctness differed between the standard
interval and the standard-plus-increment interval, the abso-
lute values of the correlation coefficients were analyzed in a
repeated-measures ANOVA with the factors mean masker
level �25, 55, and 85 dB SPL�, SD �2 and 6 dB� and interval
�interval containing the standard and interval containing the
standard-plus-increment�. Mean data are displayed in Fig. 6.
There was no significant effect of interval �F�1,3�=0.11, p
=0.76�, showing that the correctness of the response was
equally affected by the masker level in the interval contain-
ing the standard �S� as well as by the masker level in the
interval containing the increment �S+ I�. The association be-
tween masker level and correctness was stronger at the larger
masker level SD, confirmed by a significant effect of SD
�F�1,3�=22.63, p=0.018�. There was also a significant
Mean Masker Level�SD interaction �F�2,8�=8.51, p
=0.026, �̃=0.85� because the difference between the two
SDs was not present at the highest mean masker level. Mean

FIG. 5. Individual point-biserial correlations between the masker level and the correctness of the response as a function of interval and mean masker level.
Circles: masker level in the interval containing the standard �MS�. Boxes: masker level in the interval containing the standard-plus-increment �MS+I�. Open
symbols: masker level SD=2 dB. Filled symbols: SD=6 dB. Panels represent listeners. Each data point is based on 420 trials. Correlation coefficients above
or below the dotted horizontal lines are significantly different from zero �p�0.05, two tailed�.
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masker level had a significant effect, with the correlation
being largest at the intermediate masker level �F�2,6�
=8.77, p=0.046, �̃=0.59�. The remaining effects were not
significant at an alpha level of 0.05.

Taken together, the correlations between masker level in
the two types of interval and the correctness of the response
were incompatible with the behavior of an energy detector
for conditions where mean masker level was higher than the
standard level. Different from what Jesteadt et al. �2005�
observed for a forward-masked detection task, the influence
of masker level in the nonsignal interval �i.e., the interval
containing the standard S� on the correctness of the response
was not significantly smaller than the influence of masker
level in the interval containing the increment. It can thus be
concluded that different decision strategies are used in
forward-masked detection and forward-masked intensity dis-
crimination tasks.

IV. GENERAL DISCUSSION

The decision process in a 2I, 2AFC forward-masked in-
tensity discrimination task was studied by introducing
within-trial variability in masker level and analyzing the
trial-by-trial data. Correlations between the within-trial dif-
ference in masker level and the response of the listener indi-
cated the use of different decision strategies for different
masker-standard level combinations. If the mean masker
level equaled the standard level, the correlation was positive,
compatible with a strategy of integrating the loudness of the
masker and the target in each observation interval and voting
for the interval in which the overall loudness was larger �i.e.,
energy detection at the output of a temporal window of inte-
gration�. On the other hand, for three of the four listeners, the
correlations were negative if the mean masker level was
higher than the standard level. This result is compatible with

a decision strategy of comparing the masker loudness and the
target loudness in each of the two observation intervals and
voting for the interval in which this difference in loudness
was smaller. One of the listeners used the same strategy �“en-
ergy detection”� at all mean masker levels. For this listener,
the forward masker also had the strongest effect on intensity
resolution. It remains to be shown whether and why using
the “energy detection” rather than the “differencing” strategy
could be related to this interindividual difference in sensitiv-
ity.

How do the results relate to the three explanations for
the effects of a forward masker on intensity resolution dis-
cussed in the Introduction? If the effect of the masker was
due to peripheral adaptation, as Zeng et al. �1991� assumed,
then in principle negative correlations between the masker
level presented in a given interval and the probability of
selecting this interval should result. The reduction in the neu-
ral response �spike count� of auditory-nerve fibers to a test
tone is proportional to the response to the masker �Smith,
1977; Abbas and Gorga, 1981�. Therefore, the masker-
induced reduction in the neural response to the target should
be weaker in the interval containing the masker lower in
level, introducing a tendency to vote for the interval contain-
ing the softer masker. On the other hand, as the output from
high-SR fibers saturates at moderate sound pressure levels, a
variation of �5 dB in the level of a forward masker with a
mean level of 85 dB SPL �as in the SD=2 dB condition of
the current experiment� should have virtually no effect on the
neural response to the test tone. However, based on a model
of auditory-nerve responses that explicitly takes into account
the differences between high-SR and low-SR neurons �Sum-
ner et al., 2002�, Meddis and O’Mard �2005� concluded that
for low-SR neurons, the amount of depression in the re-
sponse to the test tone does not saturate even at masker lev-
els of 90 dB SPL. In any case, the positive correlations be-
tween the within-trial level difference and the response
observed for mean masker level equal to standard level are at
odds with the physiological characteristics of the auditory
nerve, where maskers identical in level to the test tone pro-
duce adaptation rather than enhancement �Smith, 1977�.

Negative correlations are in principle also compatible
with the referential encoding hypothesis, but only if it is
assumed that the listeners use the intense masker as the cod-
ing reference. If now the intensity of the targets is coded by
“measuring” the distance to the reference intensity �Braida
et al., 1984�, then the distance will be larger in the interval
containing the masker higher in level, so that the target pre-
sented in this interval will be coded as being softer. It ap-
pears very unlikely, though, that the listeners used the
masker as a coding reference. As the level of the standard
was fixed to 25 dB SPL throughout the experiment, this was
the lowest level in all blocks presenting the 55 and the 85-dB
SPL mean masker level, thus representing a sharp gradient in
the stimulus set. This should have made the standard level
useful as a coding reference according to the model by
Braida et al. �1984�, specifically so as the perceptual distance
between the targets and the standard was much smaller than
the distance between the targets and the intense masker. Sec-
ond, to explain the different correlations observed for mean

FIG. 6. Mean absolute values of the point-biserial correlation coefficients
for the relation between masker level and the correctness of the response, as
a function of interval and mean masker level. Same symbols as in Fig. 5.
Error bars show �1 SEM of the four individual values.
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masker level equal to standard level, it could be assumed that
the masker causes no trace degradation. On the other hand,
only zero correlations would have been directly compatible
with the referential encoding hypothesis in this situation,
while the observed positive correlations cannot be explained
in terms of the model.

The loudness enhancement hypothesis �Carlyon and
Beveridge, 1993� combined with the idea that loudness en-
hancement occurs because the percept of target loudness is
the weighted average of the separate sensation masker and
target would produce if presented in isolation �mergence; see
Elmasian et al., 1980; Oberfeld, 2008b� predicts positive cor-
relations between the within-trial level difference and the
response. Compatible results were found only for mean
masker level equal to standard level, however, while the
negative correlations at higher masker levels are evidence
against this hypothesis. The data show that at least in the
latter conditions the listeners do not behave as an energy
detector at the output of a temporal window of integration.

Taken together, it has to be concluded that none of the
three explanations for the effects of a nonsimultaneous
masker on intensity resolution is strictly compatible with the
results of the present experiment. Instead, the decision strat-
egies identified via molecular analyses should motivate the
formulation of alternative models. To this end, it would, of
course, be desirable to apply the molecular approach to a
wider variety of conditions than in the current experiment.
Generally, the findings indicate that it is not appropriate to
assume that one and the same decision strategy is used in all
conditions and by all listeners.

In order to gain meaningful information about not only
the direction of the influence of masker level on the decision
but also about the strength of the association between the
within-trial difference in masker level and the response, it
would be necessary to estimate decision weights rather than
to analyze the correlations �see Richards and Zhu, 1994�. In
this context, a sensible step for future experiments would be
to also perturb the target levels, which could simplify the
derivation of the weights. The magnitudes of the decision
weights in different conditions �e.g., mean masker levels�
could provide further information about, for example, the
relation to inter-and intraindividual differences in sensitivity.

Correlations of the correctness of the response on indi-
vidual trials with either the masker level in the interval con-
taining the standard or the masker level in the interval con-
taining the standard-plus-increment showed that the masker
level in both types of interval had an effect on performance,
contrary to what Jesteadt et al. �2005� observed for a
forward-masked detection task. The data are thus further evi-
dence for the characteristics of discrimination and detection
differing from one another �see Laming, 1986; Zeng
et al., 1991�.
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Frequency difference limens of pure tones and harmonics
within complex stimuli in Mongolian gerbils and humans
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Frequency difference limens �FDLs� for pure tones between 200 and 6400 Hz and for the first, the
second, or the eighth harmonic of an 800 Hz complex in four Mongolian gerbils �Meriones
unguiculatus� were determined using a Go/NoGo-procedure. The 12 harmonics of the complex
started either in sine phase or at a random phase. Gerbils showed very high pure tone FDLs ranging
from 17.1% Weber fraction �200 Hz� to 6.7% �6400 Hz�. They performed much better in detecting
mistuning of a harmonic in the complex in the sine phase condition with FDLs decreasing from
0.07% for the first harmonic to 0.02% for the eighth harmonic. FDLs were about one order of
magnitude higher when temporal cues were degraded by randomizing the starting phase of every
component in the harmonic complex for every stimulus. These results are strikingly different from
those obtained in four human subjects who needed about four times higher frequency shifts than
gerbils for detecting a mistuned component in a sine phase complex and showed similar detection
of mistuning in the random phase condition. The results are discussed in relation to possible
processing mechanisms for pure tone frequency discrimination and for detecting mistuning in
harmonic complex stimuli. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3021315�

PACS number�s�: 43.66.Fe, 43.66.Gf, 43.66.Nm, 43.66.Hg �WPS� Pages: 304–314

I. INTRODUCTION

The natural environment is acoustically complex. The
auditory system receives acoustic information from many
different sound sources that often overlap in time and in
frequency. The auditory system has the capability to segre-
gate these sound sources and to group together sounds that
belong to one source. Many of the natural sounds are not
simple pure tones but are harmonic complexes composed of
tonal components with a frequency that is an integer multiple
of a fundamental frequency f0. Such harmonic complexes are
produced by the human voice, musical instruments, and ani-
mal calls, but can even be generated incidentally by me-
chanical action of water or wind. The harmonic complex is
generally perceived as one sound with a pitch corresponding
to the fundamental frequency. Thus, harmonicity is a strong
cue to group together frequencies aiding the segregation of
sounds from different sources and the grouping of sounds
from a single source to a perceived auditory object.

If a component of a harmonic complex is shifted in fre-
quency, the percept of the harmonic complex changes for
small frequency shifts until the mistuned component falls out
of the harmonic series producing a separate auditory object
at a large frequency shift. The “mistuned” harmonic para-
digm is one way of studying the influence of harmonicity on
the segregation of concurrent auditory objects �e.g., Moore et
al. 1984, 1985, 1986; Lin and Hartmann, 1998�. In such an
experiment, a harmonic complex serves as a reference stimu-
lus and in the inharmonic test stimulus one of the compo-
nents of the harmonic complex is shifted in frequency.

Moore et al. �1985� reported that the cues for detecting the
inharmonicity differed for the lower and higher harmonics.
Mistuned harmonics of low frequencies that are resolved by
the auditory system “stand out” as a separate pure tone
whereas harmonics with high unresolved frequencies are
heard as a “beating” of the stimulus. These results indicate
that in a harmonic complex with a mistuned component not
only changes in the spectral domain but also changes in the
temporal structure can be used to detect inharmonicity.

In this paper, we evaluate the perception of mistuned
components in an otherwise harmonic complex in the Mon-
golian gerbil and compare these results to human data. Mon-
golian gerbils are a widely used animal model for studying
auditory processing mechanisms in mammals since their
hearing sensitivity in the low-frequency region is similar to
that of humans. We measured the gerbil’s ability to detect a
frequency shift in three behavioral experiments. In the first
experiment, we obtained frequency difference limens �FDLs�
for pure tones at different frequencies that were used as a
reference for the two subsequent experiments. In the second
and third experiment, FDLs for mistuned components of a
harmonic complex stimulus were measured. The harmonic
complex in the second experiment consisted of components
that all started in sine phase. This resulted in a periodic tem-
poral pattern that may provide a reference for detecting a
change caused by the mistuning of a harmonic. If gerbils are
especially sensitive to such temporal cues, we expect them to
perform much better in detecting a frequency shift leading to
the inharmonicity in a complex stimulus than in frequency
discrimination of pure tones as has been found in birds �e.g.,
Lohr and Dooling, 1998�. By randomizing the phase of every
component in the harmonic complex in every presented
stimulus during the third experiment, we provided a refer-
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ence with a constant spectral composition but a varying tem-
poral structure. We thereby made a change in the temporal
pattern less useful as a cue. The comparison of the thresholds
for detecting a frequency shift in the three conditions will
provide insight into the mechanisms of processing of har-
monic complexes that affects the formation of auditory ob-
jects.

II. MATERIALS AND METHODS

A. Animal subjects

Four adult Mongolian gerbils �Meriones
unguiculatus�—three females, one male—were trained to
serve as subjects in the experiments. For one of the females,
we only obtained hearing thresholds and FDLs of mistuned
harmonics in a complex with all harmonics starting in sine
phase. During the time of testing, the animals were between
15 and 27 months old. All four gerbils had normal hearing
within the frequency range of 100 Hz–8 kHz �see below for
further explanation�. Animals were housed in individual
cages �Type III, 42�26�15 cm3� and had unlimited access
to water. The daily amount of food was restricted to maintain
a weight of approximately 80% of their ad libitum weight.

The care and treatment of the gerbils were in accordance
with the procedures of animal experimentation approved by
the Government of Lower Saxony, Germany. All procedures
were performed in compliance with the NIH Guide on Meth-
ods and Welfare Considerations in Behavioural Research
with Animals �NIH Publication No. 02-5083�.

B. Apparatus and stimulus generation

Experiments were conducted in a single-walled sound
attenuating booth �Industrial Acoustics, Type IAC 401-A�.
The interior of the chamber was lined with a 15 cm thick
layer of sound absorbing foam with a pyramidal surface �Ill-
bruck Illtec Pyramide 100 /50, Illbruck Illtec PLANO Type
50 /0�. The reverberation time T60 of a broadband white noise
measured through a microphone placed at the location where
the head of the gerbil would normally be during the experi-
ment was 12 ms and thus can still be referred to as anechoic.

The experimental cage was mounted on a rack in the
middle of the chamber. The rack was built out of 5 mm thin
metal bars that produced no substantial reflections. The cage
was doughnut shaped and consisted of wire mesh �mesh size
of 1 cm� on all sides. The floor of the cage was covered with
fine wire mesh �mesh size of 1 mm� to provide for an even
surface. Inside the cage, there was an elevated platform
where the gerbils had to sit and wait for the test stimulus
being played. Two light barriers were installed, one monitor-
ing the pedestal and one the access to it. By forcing the
gerbil to interrupt the light barriers in a specific sequence, we
ensured that test stimuli were only presented if the gerbil was
facing the loudspeaker. The loudspeaker �Canton Plus XS,
frequency range: 150 Hz–21 kHz� was mounted about
30 cm in front of the elevated platform at 0° azimuth and 0°
elevation in relation to the head of the gerbil. For correct
responses, food rewards �20 mg round pellets, Bioserve
Dustless Precision Pellets Formula F0163-J50� were dis-
pensed from a custom-built feeder. It was connected via a

flexible tube to a food tray mounted close to the platform. A
red feeder light emitting diode �LED� served as an additional
reinforcer. Custom software controlled feeder and feeder
light, registered switches of the light barriers, and generated
and delivered the stimuli. Experiments took place with no
visible light in the chamber. The sessions could be monitored
by a charge coupled device camera and infrared LEDs.

All stimuli were generated using a Linux workstation
with an AMD processor and an RME sound card �Hammer-
fall DSP Multiface II�. The analog signal from the sound
card �sample frequency of 44.1 kHz� was delivered to a
manual attenuator �Kenwood type RA-920A, presetting of
overall signal level� and from there to a programmable at-
tenuator �PA5 from Tucker Davis Technologies System 3, for
computer controlled variations in signal level�. The signal
was then passed through an acoustic isolation transformer
�1:1� to an amplifier �Rotel High Current 8 Channel Power
Amplifier RMB-1048� and from there to the free-field loud-
speaker. Stimuli were monitored on an oscilloscope �Conrad
Voltcraft Type 630-2�.

The setup was calibrated before every testing day using
a spectrum analyzer �Stanford Research SR780� in conjunc-
tion with a G.R.A.S. Type 21SP Acoustic Transducer �micro-
phone Type 40AF plus preamplifier� which was permanently
mounted next to the pedestal.

We conducted three experiments with three different
stimuli. In the first experiment, we obtained FDLs for pure
tones. Test frequencies were 200, 400, 800, 1200, 1600,
3200, 6000, and 6400 Hz. Tone duration was 400 ms includ-
ing a 25 ms Hanning ramp at stimulus onset and offset. The
overall sound-pressure level �SPL� of 60 dB was roved by
�3 dB to eliminate any possible level cue for the gerbils.

In the second and third experiment, we obtained FDLs
for mistuned components in a harmonic complex. The har-
monic complex consisted of the first 12 harmonics with a
fundamental frequency f0 of 800 Hz and a SPL of 60 dB per
component �with levels adjusted to the frequency response of
the loudspeaker�. The SPL of the overall complex was varied
randomly by �3 dB. As in the first experiment, the duration
of the stimulus was 400 ms including a 25 ms Hanning ramp
at onset and offset. In the reference stimuli, all components
were harmonically related whereas in the test stimuli one of
the harmonics was mistuned. For the second experiment, all
12 components of the complex started in sine phase �0°, Fig.
1�a��. This resulted in reference stimuli that had exactly the
same peaky waveform from one presentation to the next and
the waveform was only different if a test stimulus with a
mistuned harmonic was presented �Figs. 1�b� and 1�c��. For
the third experiment, all components started at a random
phase which resulted in reference stimuli �Fig. 1�d�� and test
stimuli �Fig. 1�e�� with a different temporal pattern for every
stimulus presentation. We determined FDLs for frequency
shifts of the first �800 Hz�, the second �1600 Hz�, and the
eighth �6400 Hz� harmonic.

C. Procedure

Animals were trained using operant conditioning with
positive reinforcement �food pellets� in a Go/NoGo para-
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digm. During the session, we continuously repeated a refer-
ence stimulus every 1.3 s. The stimulus was either a pure
tone �experiment 1� or a harmonic complex �experiments 2
and 3�. To initialize a trial, the gerbil had to jump onto the
pedestal and interrupt the light barrier. After a randomly cho-
sen waiting interval between 1 and 7 s, the test stimulus was
played instead of the reference stimulus. The test stimulus
could either be the same as the reference stimulus during a
catch trial or be different from the reference stimulus. For the
first experiment, the test stimulus was a pure tone with a
higher frequency than the reference stimulus. In the second
and third experiment, the test stimulus was an inharmonic
complex with one of the harmonics shifted upwards in fre-
quency.

A correct response after a test stimulus �“Hit”� was re-
warded by switching on the feeder LED for 3 s and deliver-
ing a food pellet with a probability of 80%. Sessions con-
sisted of a block of ten warm-up trials, followed by ten
blocks of ten trials each. Within each block, three catch trials
and seven different test trials were presented in a randomized
order. Frequency increments in test trials consisted of fixed
steps of a preselected Weber fraction. The step size was ad-
justed for the FDL measurements at the different harmonics.
To provide at least some salient frequency differences to the
animals, the step size for the two largest frequency incre-
ments that were not included in determining thresholds was
double that of the step size used for determining thresholds.
For example, a possible step size of 0.00005 Weber fraction
around the threshold value �1.1 Hz in the 6400 Hz compo-
nent� in the sine phase condition would result in frequency
shifts of 0.32, 0.64, 0.96, 1.28, 1.60, 2.24, and 2.88 Hz for
the seven test stimuli. In the block of warm-up trials, only
the largest frequency increment was presented. The perfor-
mance during these trials was not included in the data analy-
sis.

D. Testing of human subjects

We obtained FDLs from four human subjects listening
to the same harmonic complex stimuli that were generated
by similar hardware as in the experiments with the gerbils.
Subjects included the first author and three students, who
took part in a practical course. All four subjects had normal
hearing. Informed written consent was obtained from each
subject. Except for the first author, the human subjects had
no prior experience in psychoacoustic tasks. The students got
course credits for completing the experiments. The experi-
ments were conducted in a single-walled sound attenuating
chamber �IAC Mini 250�. The stimuli were presented via
headphones �Sennheiser HDA 200�. The headphones were
calibrated using an artificial ear �Brüel&Kjær Type 4153�
mounted on a microphone �Brüel&Kjær Type 4134� and a
measuring amplifier �Brüel&Kjær Type 2610�. All harmonics
were presented at 60 dB SPL. The procedure being used in
the gerbil experiments was adapted for humans, replacing the
light barriers with a two-button response box. The human
subjects had to press one of the buttons to initiate a trial and
the other button to respond to a difference between reference
and test stimulus. Feedback was given at correct responses
by switching on a LED on the response box for 2 s.

E. Data analysis

A session was accepted as being valid if the subject
responded correctly to at least 80% of the two test stimuli
with the largest frequency difference and their false alarm
rate did not exceed 20%. A psychometric function was con-
structed relating d� to the frequency shift in the test trials.
The threshold was determined by linearly interpolating be-
tween adjacent points of the psychometric function as the
amount of frequency shift resulting in a d� of 1.8 �Green and
Swets, 1966�. Two consecutive valid sessions in which
thresholds differed no more than 1% Weber fraction for ex-
periment 1 and experiment 3 and 0.1% Weber fraction for
experiment 2 were combined to calculate the final FDL.

To exclude any training effects, we randomized the pre-
sentation order of every threshold for every animal within
one experiment and repeated the first threshold after finish-
ing each experiment. If the repeated threshold did not differ
more than 3% �experiment 1�, 1% �experiment 3�, or 0.1%
�experiment 2�, respectively, from the threshold obtained the
first time, then we assumed that no training effect affected
the results. If it differed by more than that, the second thresh-
old had to be repeated, then the third and so on until the
repetition matched the original results. Data were always
taken from the last measurement. The order in which the
experiments were conducted was randomized and different
for each animal. For a statistical analysis we used the statis-
tical software package STATISTICA �StatSoft®, Version 7.0�.
Throughout the text, average results are reported as
mean� two times the standard error �mean�2SE�. All
p-values are two tailed unless stated otherwise.

F. Prior testing of the hearing sensitivity of gerbils

Prior to the frequency discrimination experiments, we
tested the hearing sensitivity of all four gerbils at the fre-
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FIG. 1. Complex stimulus consisting of 12 harmonics and a fundamental
frequency of 800 Hz. Left column shows complete stimulus length of
400 ms, right column a close up to compare the changes in the fine struc-
ture. ��a�–�c�� harmonic complex stimulus with all harmonics starting at sine
phase with �a� no mistuning, �b� first harmonic mistuned by 0.07% �0.6 Hz
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quencies of 100, 500, 1000, 2000, 4000, and 8000 Hz. Test-
ing took place in the same chamber with the same procedure
as was used for the frequency discrimination experiments.
No stimulus was played except in test trials in which a single
800 ms pure tone was presented as the test signal. During a
catch trial, no signal was presented. The method of constant
stimuli was used with a step size in signal level of 3 dB. A
session was accepted if at least 80% of responses to the two
stimuli with the highest level were “Hits” and no more than
20% false alarms were reported. The hearing threshold was
defined as the SPL at a d� of 1.8 �Green and Swets, 1966�.
Two consecutive valid sessions in which thresholds differed
no more than 3 dB were combined to calculate the final hear-
ing threshold based on 20 responses from 20 trials at each
level and 60 catch trials. The presentation order of all tested
frequencies was randomized for every animal and the first
threshold was repeated after finishing the test series of the
experiment to exclude any training effects. If the repeated

threshold differed more than 3 dB from the threshold ob-
tained the first time, then the next threshold of the series was
repeated. The range of tested frequencies with the best
hearing was between 1 kHz �−1.0�4.1 dB SPL,
mean�standard deviation� and 8 kHz �−8.9�1.5 dB SPL�
with an average of −5.8 dB SPL. At the frequencies of 2 kHz
and 4 kHz, we determined hearing sensitivity thresholds of
−4.7�2.7 dB SPL and −8.4�1.3 dB SPL, respectively. Be-
low 1 kHz, the hearing sensitivity declined and thresholds
increased up to 16.2�3.7 dB SPL at a frequency of 500 Hz
and 38.0�1.3 dB SPL at 100 Hz. In the low-frequency
range up to 1 kHz, the gerbils’ hearing did not differ much
from the hearing sensitivity thresholds obtained by Ryan
�1976�. At frequencies from 1 kHz to 8 kHz we observed
between 7 and 14 dB SPL lower hearing thresholds than
Ryan �1976�. All four gerbils could be considered as having
a normal hearing.

III. RESULTS

A. Experiment 1: Pure tone frequency discrimination

Figure 2 shows the mean pure tone FDLs of the gerbils
in percent Weber fraction �solid line with open squares� in
relation to the reference frequency. The corresponding FDLs
in Hertz are listed in Table I. The relative frequency shift
necessary for the detection decreased from a Weber fraction
of 20.8% �10.4% �mean�2SE� at 200 Hz to 6.7% �1.6%
at 6400 Hz. This corresponds to an absolute frequency dif-
ference of 41.7�20.9 Hz at a reference frequency of
200 Hz. The absolute frequency shift necessary for detection
increased gradually with increasing frequency of the refer-
ence signal up to 428.2�100.2 Hz at 6400 Hz. A one-way
repeated measure ANOVA revealed a significant effect of the
reference frequency on the relative frequency shift at detec-

TABLE I. FDLs of pure tones. Individual data of three gerbils and their
mean with 2SE in Hz.

Frequency �Hz� Lv Sa Th Mean�2SE

200 45 22 58 42�21
400 67 25 56 49�25
800 84 77 72 78�7
1200 84 112 86 94�18
1600 87 147 153 129�42
3200 158 196 295 216�81
6000 377 327 345 350�29
6400 383 528 374 428�100
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tion threshold �p�0.05; �2=0.56� as well as on the absolute
frequency shift at detection threshold �p�0.05; �2=0.95�.
The post hoc pairwise comparisons revealed a significant dif-
ference between the mean thresholds for the absolute fre-
quency discrimination determined for 800 and 6400 Hz ref-
erence tones �Tukey test, p�0.01�. None of the other post
hoc comparisons revealed significant differences.

B. Experiment 2: Frequency difference limens of
mistuned components in a sine phase
harmonic complex

In this experiment, we presented a harmonic complex to
the gerbils in which every component started in sine phase
�0°, Fig. 1�a��. Applying a frequency shift on one of the
harmonics produced a change in the fine structure of the
waveform over the duration of the stimulus and a slight am-
plitude modulation occurred �Figs. 1�b� and 1�c��. This
stimulus condition resulted in the lowest FDLs of all three
experiments. Figure 3 shows the amount of mistuning at
threshold expressed as the Weber fraction relative to the fre-
quency of the respective harmonic. The corresponding abso-
lute threshold values in hertz are shown in Table II. The
Weber fraction necessary for detecting the mistuning de-
creased from 0.073% �0.027% �mean�2SE� at the 800 Hz
harmonic to 0.017% �0.001% at the 6400 Hz harmonic.

Harmonic number significantly affected the Weber fraction
necessary for detection of the mistuning �one-way repeated
measure ANOVA, p�0.05, �2=0.81�. Pairwise post hoc
tests revealed a significant decrease of the threshold Weber
fraction between the data for the 800 and 6400 Hz harmonic
�Tukey test, p�0.01� and a trend for the decrease comparing
the 1600 and 6400 Hz harmonic �Tukey test, p=0.08�. The
corresponding absolute frequency shift significantly in-
creased from 0.59 Hz�0.21 Hz at the 800 Hz harmonic to
1.09 Hz�0.08 Hz at the 6400 Hz harmonic �one-way re-
peated measure analysis of variance �ANOVA�, p�0.05,
�2=0.69, a post hoc Tukey test revealed a significant differ-
ence between the data for the 800 Hz and the 6400 Hz har-
monic, p�0.05�.

C. Experiment 3: Frequency difference limens of
mistuned components in a random phase harmonic
complex

During the third experiment, we randomized the starting
phase of every component of the 800 Hz complex for every
stimulus we presented throughout the experiment in order to
degrade temporal cues. Figure 3 shows the relative frequency
shifts necessary for the detection of a mistuning. The corre-
sponding absolute frequency shifts at threshold are listed in
Table II. A one-way repeated measure ANOVA revealed a

TABLE II. FDLs for three harmonics of an 800 Hz complex with all components starting at sine phase and for
three harmonics of an 800 Hz complex with all components starting at random phase. Individual data of three
and four gerbils, respectively, and of four human subjects and their mean with 2SE in Hz.

Gerbils

Sine phase
condition
Harmonic
number

Frequency of
harmonic �Hz�

Lv Sa Th Ls mean�2SE

1 800 0.51 0.60 0.36 0.87 0.59�0.21
2 1600 0.44 0.97 0.60 0.99 0.75�0.27
8 6400 1.14 1.03 1.18 1.01 1.09�0.08

Random phase
condition
Harmonic
number

Frequency of
harmonic �Hz�

Lv Sa Th mean�2SE

1 800 19.9 9.2 18.4 15.8�6.7
2 1600 33.4 16.6 11.4 20.5�13.3
8 6400 5.8 19.8 12.5 12.7�8.1

HUMANS

Sine phase
condition
Harmonic
number

Frequency of
harmonic �Hz�

AK AV NG AT mean�2SE

1 800 1.9 3.1 2.2 1.5 2.2�0.7
2 1600 7.6 6.5 1.5 8.2 6.0�3.0
8 6400 2.9 10.5 5.5 1.3 5.1�4.0

Random phase
condition
Harmonic
number

Frequency of
harmonic �Hz�

AK AV NG AT mean�2SE

1 800 1.9 3.5 2.5 5.4 3.3�1.5
2 1600 9.8 4.7 8.9 10.5 8.3�2.6
8 6400 2.4 15.1 7.1 5.5 8.8�5.4

308 J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 A. Klinge and G. M. Klump: Frequency discrimination of complexes in gerbils



significant difference in the relative frequency shifts at the
detection threshold from 2.0% �0.8% �mean�2SE� at the
800 Hz harmonic to 0.22% �0.16% at the 6400 Hz har-
monic �p�0.05; �2=0.79�. However, pairwise post hoc
comparisons only revealed a significant decrease in the rela-
tive frequency shift necessary for the detection of a mistun-
ing from the 800 Hz harmonic to the 6400 Hz harmonic
�Tukey test, p�0.05�. All other pairwise comparisons were
not significant. A one-way repeated measure ANOVA re-
vealed no significant effect of the harmonic on the absolute
frequency shift in Hertz.

D. Comparison of all three experiments

Comparing the results of all three experiments with each
other �Fig. 3�, we observed a highly significant difference
between the mean relative frequency shift at the detection
threshold among the three different experimental conditions.
A two-way repeated measure ANOVA with experimental
conditions �stimulus type� and reference frequency as factors
including the data from the three gerbils that completed all
experiments resulted in values of p�0.001 and p�0.05, re-
spectively. The stimulus type had a strong effect on the dis-
crimination threshold �effect size �2=0.99�. The thresholds
for the relative frequency shifts were the lowest for harmon-
ics in sine phase stimuli, about one order of magnitude
higher for harmonics in random phase stimuli, and about
another order of magnitude higher for pure tones �all pair-
wise planned comparisons of the experimental condition
within a reference frequency revealed significant differences,
all p�0.05�. The second main effect reference frequency
also showed a high effect size �2 of 0.78. There was no
significant interaction between the factors experimental con-
dition and reference frequency �two-way repeated measure
ANOVA, p=0.26�.

The performance of the gerbils during the sessions was
different for the second and third experiments. Correspond-
ing to the large difference in FDL, it was more difficult to
obtain data in the random phase condition, than in the sine
phase condition. In the sine phase condition, the gerbils
needed on an average five sessions to obtain a threshold
which was significantly less than in the random phase con-
dition with an average of 14 sessions to obtain a threshold
�paired t-test, p�0.05�. When the gerbil switched from the
sine phase condition to the random phase condition, their
false alarm rate was significantly increased �from 98 to 160
false alarms, averaged over five sessions of two gerbils,
paired t-test, p�0.05�, whereas a slight decrease was ob-
served when switching from random phase to sine phase
�from 104 to 101 false alarms, averaged over five sessions of
one gerbil, paired t-test, p=0.92�.

E. Comparison with human data

Human FDLs for frequency shifts in the harmonic com-
plex were obtained by using the same procedure and stimuli
as for the gerbils to be able to compare FDLs directly �Table
II, Fig. 3�. A two-way repeated measure ANOVA with ex-
perimental condition �sine phase and random phase� and ref-
erence frequency �800, 1600, and 6400 Hz� as factors re-

vealed no significant difference between the Weber fraction
of the shift at threshold for sine phase and random phase
stimuli �p=0.129�. However, the reference frequency as a
main effect had a significant effect on the Weber fraction at
threshold �p�0.01, �2=0.79�. Post hoc tests revealed sig-
nificant differences for the comparison of the data obtained
for reference frequencies of 6400 and 1600 Hz �Tukey test,
p�0.01� and for reference frequencies of 6400 and 800 Hz
�Tukey test, p�0.05�. No significant interactions between
reference frequency and experimental condition were found.
Neither experimental condition nor reference frequency had
a significant effect on the absolute frequency differences nec-
essary for the detection of the mistuning �two-way repeated
measure ANOVA�.

For sine phase stimuli, the Weber fraction of the shift at
threshold was smaller in gerbils than in humans, i.e., gerbils
were more sensitive for detecting the mistuning. This differ-
ence was significant for the 800 Hz harmonic �t-test, p
�0.005� and the 1600 Hz harmonic �t-test, p�0.02�, and
there was a trend in the same direction for the 6400 Hz har-
monic �t-test, p=0.096�. For random phase stimuli, the We-
ber fraction of the shift at threshold was larger in gerbils than
in humans. This difference was significant for the 800 Hz
harmonic �t-test, p�0.005� and there was a trend for the
1600 Hz harmonic �t-test, p=0.091�.

IV. DISCUSSION

A. Pure tone frequency difference limens

Compared to the discrimination ability of other animal
species �Fig. 2�, the gerbil exhibits a poor ability to discrimi-
nate the frequency of pure tones �Fig. 2, see also Sinnott et
al., 1992�, especially in the low-frequency region. Human
data are shown from Moore �1973� and Sinnott et al. �1992�
for comparison. The highest frequency discrimination acuity
in humans being as low as 0.2% shift in frequency is found
between 500 Hz and 2 kHz. Bird species vary in their ability
to discriminate between pure tones of different frequencies.
Pigeons, for example, exhibit fairly high FDLs at frequencies
higher than 1 kHz that are, however, within the range of
nonhuman mammals �Sinnott et al., 1980�. Klump et al.
�2000� reported pure tone FDLs in European starlings from
4.6% for a frequency of 500 Hz to 1.5% for 6300 Hz. Study-
ing budgerigars, Dent et al. �2000� found FDLs of around
1.3% at frequencies of 1, 2, and 4 kHz. The SPLs used for
the experiments in the different studies were all around
60–65 dB SPL which compares well to the sensation level
used in the present study.

Pure tone frequency discrimination can be achieved
based on two different mechanisms. The first mechanism ap-
plies to the low-frequency region where phase locking of
auditory nerve �AN� fibers to the stimulus waveform occurs.
For these frequencies, the distribution and change of inter-
spike intervals in the AN fibers can be exploited to estimate
the change in frequency �e.g., Wever, 1949�. The second
mechanism mainly applies to the high frequency region
where phase locking is no longer possible. It evaluates the
place of excitation in the cochlea for frequency discrimina-
tion. Ideas for a place mechanism in which frequencies are
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represented tonotopically along the basilar membrane reach
as far back as to the 17th century �Du Verney, 1683, c.f.
Cheveigné, 2005�. Later on, von Békésy �1960� and Zwicker
�1970� proposed a place mechanism in which a frequency is
represented as a certain excitation pattern along the basilar
membrane. The detection of a change in frequency is based
on changes in the excitation pattern.

Comparing a wide range of species, Fay �1992� favored
a place mechanism in most animal species. He stated, based
on analyses of cochlear place-frequency functions by Green-
wood �1961, 1990�, that perceptual units in the frequency
domain such as the pure tone FDL, the critical bandwidth
�CB�, critical masking ratio bandwidth, and the psychophysi-
cal tuning curve can all be related to the spatial frequency
map on the basilar membrane. In the Mongolian gerbil, a
physiologically determined cochlear map �Müller, 1996� fit-
ted by the cochlear place-frequency function �Greenwood,
1961� can be used to calculate the relation between the criti-
cal ratio bandwidth or the CB and the FDL �Kittel et al.,
2002�. Figure 4 shows an estimate of the CB as a function of
frequency �gray line� in comparison to the FDLs determined
in this study. CBs were calculated from a cochlear place-
frequency function that was fitted to the behavioral estimates
of the CB �Kittel et al., 2002�. They range from 56 Hz at a
center frequency of 200 Hz to 638 Hz at 6400 Hz. The func-
tion of the observed FDLs �black dotted line on top of the
gray line� runs parallel to the CB function �i.e., it is offset by
a scaling factor of 1.5� over the whole range of tested fre-
quencies �Fig. 4, axes were adjusted accordingly�. This par-
allel run of the CB function and the pure tone FDL function
in the gerbil suggests that at least over the tested frequency
range of 200–6400 Hz, a pure place mechanism might ex-
plain the observed FDLs.

What remains unexplained is the small scaling factor
relating the FDL to the CB of the gerbil. Fay �1992� showed

that the best FDLs in humans are related to the CB by a
factor of 50. He proposed that this scaling factor applies to
most mammals and birds at least for frequencies above
1 kHz. However, Sinnott et al. �1992� argued against this
scaling factor by presenting data from African monkeys
�Cercopithecus mitis, Cercocebus albigena� that show much
larger pure tone FDLs than humans in spite of having a CB
that is similar to the human CB. The FDLs observed in mon-
keys can only be matched to the CB function by a scaling
factor of 3 �see Sinnott et al., 1992� which is more similar to
the scaling factor of 1.5 found for the gerbil in the present
study. Studying humans, Sek and Moore �1995� related dif-
ferent measures of frequency discrimination to the auditory
filter bandwidth. They observed that the scaling factor is re-
duced considerably at frequencies for which humans have to
rely on a place mechanism for frequency analysis. It deterio-
rated from about 18 at 4 kHz to about 5 at 8 kHz. This is
similar to the range of scaling factors from about 7 to 17 that
was found by Buus et al. �1995� fitting the FDL data from
European starlings to the starling’s CB function. These scal-
ing factors, however, are much larger than the value found
for the gerbil.

What may determine the value of the scaling factor and
the value of the FDL that can vary considerably between
species? Fay �1992� proposed that the largest absolute fre-
quency discrimination acuity will be found in mammals with
a poor high frequency hearing �thus perceiving a small fre-
quency range� and a long cochlea. Frequency discrimination
ability will be poor when the cochlea is short but the fre-
quency range of sensitive hearing is wide. The gerbil cochlea
is only 11 mm long �Müller, 1996� which is short in com-
parison to 34 mm reported for the human cochlea �Miller,
2007�. Corresponding to the difference in length, the number
of hair cells along the basilar membrane is reduced from
about 3500 inner hair cells �IHCs� in the human cochlea
�Wright et al., 1987� to about 1400 IHCs in the gerbil co-
chlea �Plassmann et al., 1987�. Moreover, the hearing range
of the gerbil extending from approximately 0.1–60 kHz
�Ryan, 1976� is much larger than the human hearing range
extending from about 0.01 to 16 kHz �ISO 389-7, 1996�.
Furthermore, the gerbil’s larger frequency range is mapped
onto more critical bands than the frequency range of humans
�estimated on the basis of data from Kittel et al., 2002 for
gerbils, and Greenwood, 1961 and Moore and Glasberg,
1983 for humans�. The distance on the cochlear map covered
by a critical band in the gerbil is about 0.21 mm which is
small compared to the distance of 1.15 mm estimated for
humans �Fay, 1992�. Thus, a specific shift in frequency rela-
tive to the reference will result in a smaller change of the
spatial pattern of excitation in the cochlea involving a much
smaller number of hair cells in gerbils compared to humans
�a difference by a factor of 5–8�. The difference between
human and gerbil FDLs may thus be related to the higher
number of hair cells in humans and encoding of frequencies
by a larger number of AN fibers. This might result in a more
fine-scaled frequency representation in the cochlea.
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FIG. 4. Pure tone FDLs �black dotted line, squares�, random phase FDLs
�black dash-dotted line, triangles�, and sine phase FDLs �black dashed line,
circles� of gerbils are plotted in comparison to the cochlear place-frequency
function �gray solid line�. The CB function is derived from the general
bandwidth function from Greenwood �1961� with parameters obtained from
physiological data of gerbils �Müller, 1996�.
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B. Frequency difference limens of mistuned
components in a harmonic complex

The results of the “mistuned harmonic” experiments ap-
peared in stark contrast to the pure tone FDLs. While the
performance of the gerbils in pure tone frequency discrimi-
nation was unusually poor and about 20 times worse than the
performance of humans, gerbils were about four times better
than humans in detecting a mistuned harmonic in the sine
phase condition. When gerbils detected a mistuned harmonic
in a harmonic complex with all components starting at a
random phase, FDLs were about one order of magnitude
worse than FDLs obtained in the sine phase condition. This
makes gerbils about two to four times less sensitive in re-
porting the mistuning compared to humans in the random
phase condition.

1. Models for pitch perception and frequency
discrimination

Two classes of models have been applied to explain
pitch perception and discrimination of complex tone stimuli:
�1� spectral pattern recognition models and �2� autocorrela-
tion models. The spectral pattern recognition models �early
models by Goldstein, 1973, Wightman, 1973, and Terhardt,
1974� assume that the frequency of every harmonic is deter-
mined either by place or by temporal mechanisms and then
the best fitting fundamental frequency is estimated. An inter-
nal central processor or pattern recognizer decides if the fre-
quency of a component of the complex is belonging to the
harmonic series or not and has therefore been called a “har-
monic sieve” by Duifhuis et al. �1982�. One constraint of this
type of model is, however, that the harmonics of the complex
have to be resolved. Furthermore, the phase of components
of complex stimuli is not taken into account as the pitch is
extracted from the peripheral excitation pattern. A spectral
pattern recognition model thus implies that the frequency
selectivity of the basilar membrane has to be sufficiently
good in order to reach low FDLs. To evaluate the involve-
ment of place mechanisms in the frequency discrimination
ability of mistuned harmonics in a harmonic complex, we
plotted the FDLs of the random phase condition and of the
sine phase condition of our study in relation to the place-
frequency map in Fig. 4. If a place model would explain the
FDLs for mistuned harmonics in complex stimuli at both
condition, then the FDLs would be parallel to the cochlear
place-frequency function determined by Greenwood �1961�.
The FDLs of mistuned harmonics at the random phase and
the sine phase condition cannot be fitted to the cochlear map
function by the same scaling factor at least over the tested
frequency range which makes place mechanisms more un-
likely to operate over the whole frequency range tested. Fur-
thermore, we would expect much higher FDLs for mistuned
harmonics in a harmonic complex in gerbils than in humans
due to the gerbil’s poor pure tone FDLs, if we assume that
the pattern recognition model applies. Our results do not sup-
port the prediction based on the spectral pattern recognition
model.

Instead, the FDLs of mistuned harmonics in a complex
with all harmonics starting at sine phase are two orders of

magnitude smaller than pure tone FDLs. This applies not
only to the 6400 Hz harmonic that is unresolved in the gerbil
auditory system but also for the 800 and the 1600 Hz har-
monic that are resolved. Detecting an inharmonicity in the
sine phase complex stimuli by the Mongolian gerbil there-
fore seems not to involve the analysis of the spectral pattern
of a complex stimulus or the evaluation of temporal patterns
within a single auditory filter but rather points to processing
of temporal patterns beyond the stage of the basilar mem-
brane.

Most of the temporal models for the processing of har-
monic tone complexes rely on autocorrelation which is com-
puted on the basis of the temporal envelope or temporal fine
structure in all frequency channels. Such models were first
introduced by Licklider �1951� and further developed by
Meddis and Hewitt �1991a, 1991b�, Meddis and O’Mard
�1997�, Patterson et al. �1995�, and Denham �2005� using a
summary autocorrelation function over all channels. The au-
tocorrelation function suggested by Licklider �1951� is cal-
culated on the basis of spike occurrences from a single neu-
ron or a group of neurons and depends on the waveform
envelope of unresolved harmonics to extract the pitch of a
complex. A summary autocorrelation function combines the
periodicity estimates derived from all frequency channels
and therefore they do not depend only on unresolved com-
ponents of a harmonic complex.

2. Temporal cues available for detecting a mistuned
harmonic in a complex

Temporal cues that might be used for detecting mistun-
ing of a component in a complex with all harmonics in sine
phase could be a beating in the mistuned harmonic complex
or a gradual phase shift over the duration of the stimulus
resulting in a change of the fine structure of the ongoing
stimulus. A beating is produced when the frequency-shifted
harmonic in the mistuned harmonic complex is unresolved
and interacts with the adjacent harmonics in the complex.
Human subjects in the study by Moore et al. �1985� identi-
fied the mistuning of unresolved harmonics by hearing a kind
of “beat.” This detection based on the amplitude modulation
suggests that for humans temporal cues may play a greater
role than spectral cues for detecting an unresolved mistuned
harmonic in a complex stimulus. Temporal mechanisms for
detecting a mistuned component in an otherwise harmonic
complex in humans have also been suggested by Le Goff and
Kohlrausch �2005�. Their simulations showed that the exci-
tation patterns for flat-spectrum and sloped-spectrum com-
plex stimuli are less affected by mistuning the fundamental
frequency component than the excitation pattern of the
frequency-shifted pure tone. In a simulation of the envelope
pattern of the output signal of the auditory filters, however,
Le Goff and Kohlrausch �2005� showed that mistuning the
fundamental frequency component in a sloped spectrum
changed the temporal envelope of the signals in the auditory
filters considerably. This points to the use of temporal
mechanisms by humans even for resolved mistuned harmon-
ics under certain circumstances.

Some authors proposed the evaluation of distortion
products producing beating as a possible explanation for the
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good performance in detecting a mistuned harmonic in a
complex �Moore et al., 1985; Pressnitzer and Patterson,
2001�. Distortion products emerge at the point on the basilar
membrane where the traveling waves of at least two nearby
tones �with frequencies f1 and f2� overlap. Generally, the
most prominent distortion product is the cubic 2f1-f2 distor-
tion which may under certain circumstances interact consid-
erably with components of the presented stimulus on the
basilar membrane. We estimated the possible interaction of
the mistuned harmonic and the cubic distortion product
which would develop at the place where the shifted harmonic
has been. Taking into account measurements of distortion
product otoacoustic emissions and neuronal responses by
Faulstich and Kössl �1999� and Mom et al. �2001�, we con-
cluded that the SPL of the distortion product would be at
least 20 dB lower than the level of the interacting mistuned
harmonic. The estimated modulation depth due to the beating
between the distortion product and the mistuned harmonic
was around 1.1 dB. Since the gerbil’s intensity discrimina-
tion threshold is at least 3 dB �Sinnott et al., 1992�, we con-
clude that the depth of modulation resulting from the beating
of a distortion product with the mistuned component would
not allow the gerbils to detect the beating and to use it as a
detection cue.

A more likely temporal cue available to the gerbils for
detecting the mistuning is an ongoing change in the fine
structure over the duration of the mistuned harmonic com-
plex. The change results from the gradual phase shift of the
mistuned component compared to the other components. The
peaky waveform of the sine phase stimulus may aid the ger-
bil in using this cue. In the random phase condition, how-
ever, only some of the randomly produced waveforms have a
peaky temporal structure. Sensitivity to the phase or to
changes of the phase in harmonic complex stimuli has been
proposed in several physiological and psychophysical studies
�e.g., Bilsen, 1973; Horst et al., 1986, 1990; Moore and
Glasberg, 1989; Simmons et al., 1993�. Phase relations might
be detected on the basilar membrane when unresolved har-
monics fall within one auditory filter. Phase relations for re-
solved harmonics might be preserved and detected in more
central stages of the auditory system where they can be ana-
lyzed across channels. Hartmann �1988� showed that revers-
ing the phase of the resolved fourth harmonic in comparison
to the other components of a 200 Hz complex influenced the
detection of a mistuning in relation to the duration of the
stimulus. Since the mistuned component with the phase shift
of 180° and the adjacent harmonics fall in different auditory
filters, a processing of the phase relationship between the
mistuned harmonic and the adjacent components is less
likely to be analyzed on the basilar membrane. Thus, the
phase effects observed by Hartmann �1988� suggest that the
processing of these temporal cues in humans is not limited to
cochlear within-channel mechanisms.

A further improvement for detecting a mistuned har-
monic in the sine phase compared to the random phase
stimulus could be explained by the stimulus statistics. In the
sine phase condition, a constant temporal pattern is provided
with every background stimulus that only changes during the
presentation of a test stimulus. In the random phase stimulus

condition, we continuously varied the temporal fine structure
and phase relations by randomizing the starting phase of ev-
ery harmonic in every presented stimulus. Changing the tem-
poral fine structure with every presented stimulus removed
the possibility to compare temporal patterns of the harmonic
complex sequentially. This high level of uncertainty in the
stimuli might have resulted in the observed decline of FDLs
in the random phase condition compared to the sine phase
condition. The observation that gerbils needed more sessions
to obtain a threshold in the random phase condition than in
the sine phase condition and that they showed an increased
false alarm rate when switching from the sine phase to the
random phase condition also suggests that available cues in
the random phase condition may have been less salient.

The amplitude modulation of the stimulus envelope re-
sulting from mistuning could provide another possible cue
for detecting a mistuned harmonic in a complex in the ran-
dom phase condition. The depth of the amplitude modula-
tion, however, has to be sufficiently large to be perceived by
the gerbil. In the sine phase condition, the FDLs are too
small to produce an exploitable modulation. Also in the ran-
dom phase condition, the modulation spectrum of the mis-
tuned complex stimulus at threshold value indicated that the
modulation depth is not large enough to be detectable by the
gerbil.

3. Comparison with other species

Figure 5 gives an overview of FDLs of mistuned com-
ponents in harmonic complexes in several animal species
and humans. Zebra finches and budgerigars exhibit very low
FDLs for detecting mistuning of components in harmonic
complexes in the sine phase condition �Lohr and Dooling,
1998� that were similar to the FDLs of gerbils determined in
the present study. An increased FDL in the random phase
condition compared to the sine phase condition could be
shown for zebra finches in the study by Lohr and Dooling
�1998�. The European starling also exhibits discrimination
thresholds that are similar to those found in gerbils �Klump
et al., 2008�. The FDLs in the bird species were significantly
lower compared to those of humans when all components of
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the complex stimulus started in sine phase. The studies show
that gerbils are not the only species that have such low FDLs
for detecting a frequency shift in harmonic complexes in the
sine phase condition. The difference in the salience of mis-
tuning in the sine phase and the random phase conditions in
gerbils and birds suggests that temporal fine structure of the
stimuli may be of particular importance. Sinnott and Mos-
teller �2001� found gerbils to be equally sensitive in detect-
ing frequency changes in speech formants compared to de-
tecting a frequency shift of a harmonic in the random phase
experiment as determined in the present study. Threshold
values for detecting frequency changes in speech formants
were similarly decreased compared to pure tone FDLs in
gerbils as is described here for detecting a mistuning of a
harmonic in a random phase complex. Furthermore, the ratio
between the gerbil and human formant FDLs in the speech
discrimination task and between the gerbil and human FDL
in the random phase condition was found to be similar. These
comparisons could be interpreted as a hint that humans and
gerbils may employ similar mechanisms in processing fre-
quency changes in both experiments. However, it may well
be that both species use different mechanisms resulting in a
similar sensitivity for detecting the frequency shift.

Human subjects were not as sensitive as gerbils or zebra
finches �Lohr and Dooling, 1998� to the loss of distinctive
temporal features of the stimulus during the presentation of
random phase harmonic complexes. In humans, the FDLs for
mistuned harmonics in harmonic complexes with all compo-
nents starting at random phase were never significantly dif-
ferent to the FDLs for mistuned harmonics in the sine phase
condition �see present study or Lohr and Dooling, 1998�.
These results are supported by studies from Dooling et al.
�2002� and Patterson �1987� who showed that humans cannot
discriminate cosine phase complex stimuli from random
phase stimuli at a fundamental frequency of 800 Hz. This
points to a reduced importance of temporal fine structure as a
cue in humans compared to gerbils and birds.

Which constraints may bias gerbils and birds to rely
more and humans to rely less on temporal cues when detect-
ing mistuning of components in a harmonic complex? The
length of the cochlea may hint at a possible explanation. The
Mongolian gerbil has a short cochlea compared to the human
cochlea with much fewer hair cells covering a CB. Thus, the
same change in frequency in a gerbil and a human cochlea
results in a much smaller change of the spatial pattern of
excitation in the gerbil than in humans. In order to compen-
sate for this, the gerbil and possibly the birds �also having a
short cochlea� might have switched to exploiting temporal
cues in complex stimuli to detect small amounts of mistun-
ing. However, by proposing the use of temporal fine structure
as a cue the question remains why gerbils seem not to exploit
any temporal cues for detecting frequency differences in pure
tones �at least in the frequency range below 2 kHz for which
this is suggested in humans, e.g., Moore, 1973�. Since hu-
mans have a much longer cochlea than birds or the gerbil,
the evolutionary pressure to use changes in the temporal fine
structure as a cue in the processing of frequency shifts in
harmonic complexes may have been much lower than in the
other species discussed here.
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This paper suggests that critical ratios obtained in noise-masked tone studies are not good indicators
of critical bandwidths obtained in both human and nonhuman animal subjects. A probe-tone
detection study using chinchilla subjects suggests that they may be broadband processors in
detection tasks as opposed to human subjects who use narrow-band, critical-band processing. If
chinchilla and other nonhuman animal subjects are wideband processors, this can partially explain
why their critical ratios are significantly greater than those measured in human subjects. Thus, large
critical ratios obtained for nonhuman animals may indicate processing inefficiency rather than wide
critical bands. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3037232�
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I. INTRODUCTION

A fundamental measure of auditory function is fre-
quency selectivity, the ability of an animal to discern the
frequency of one sound in the presence of sound�s� of differ-
ent frequencies. Obtaining direct psychophysical measures of
frequency selectivity �e.g., estimates of critical bandwidth
�CBW�� can be time consuming, and, thus, such CBW mea-
sures of frequency selectivity have only been obtained for a
few animals �see Fay, 1988�. An indirect measure of fre-
quency selectivity, the critical ratio �CR�, is simple to obtain
as it requires a single masked threshold measurement. The
CR has been obtained for many animals �Fay, 1988�. In this
paper, we explain why the CR is probably a poor indicator of
frequency selectivity in that the estimates of frequency selec-
tivity derived from direct measurements �e.g., CBW� do not
agree with those derived from the indirect CR method. For
nonhuman animal subjects, estimates of CRs are consider-
ably greater than those obtained for human subjects, and as
such they imply that frequency selectivity in these nonhuman
animal subjects would be much worse than in human sub-
jects. The sharpness of tuning of auditory filters between
human and nonhuman animals has recently been the subject
of controversy in the literature �see Shera et al., 2002; Rug-
gero and Temchin, 2005�. We describe the outcome of an
experiment, which might provide one reason why the CRs
obtained for most nonhuman animal subjects are consider-
ably larger than those obtained for human subjects.

The concept of the critical band and the use of the CR to
estimate the CBW were developed during the 1930s and
1940s at Bell Laboratories directed by Fletcher.1 Fletcher
�1940� used a band-narrowing procedure and showed that
only a “critical band” of frequencies centered on the tone to
be detected affected a tone’s noise-masked threshold. That is,
the masked threshold of a tone remained unchanged as the
bandwidth of a masking noise was decreased �holding the
spectrum level of the masking noise constant� until the band-
width was narrower than a critical value, and then the thresh-

old of the tone decreased as the noise bandwidth was made
narrower than this critical value. The masker bandwidth at
which the tone’s thresholds began to decrease as the band-
width was narrowed was used as an estimate of the CBW.
Fletcher �1940� showed that the CBW increased as the fre-
quency of the signal tone increased, implying a widening of
the CBW with increasing frequency. This and other observa-
tions were consistent with frequency selectivity measured at
the auditory periphery, and it was assumed that the critical
band reflected the biomechanical and neural processes occur-
ring in the cochlea and auditory nerve.

Fletcher �1940� made a general assumption that a tone’s
masked threshold was proportional to the power of the noise
within the critical band that spectrally surrounded the tone.
He also observed that the power of the noise within the criti-
cal band was approximately equal to the power of the signal
at the masked threshold. This second observation is often
couched as a second assumption that the power of the signal
at the masked threshold is equal to the power within the
critical band. These two assumptions allowed Fletcher
�1940� to derive the CR as an indirect estimate of the CBW.
The derivation is as follows:

Assumption 1: Masked threshold is proportional to the
power in the critical band:

�1� Pt=K*Pcb, where Pt is the power of the tone at masked
threshold, Pcb is the power within the critical band, and
K is the proportionality constant.

�2� Or Pt / Pcb=K.
�3� Pcb can be rewritten as Pcb=No*CBW, where No is the

spectrum level �noise power per unit bandwidth� of the
noise �which is held constant�.

�4� Thus, from �2� Pt / �No*CBW�=K.
�5� Or CBW= Pt / �K*No�.

Assumption 2: The power of the tone at the masked
threshold equals the power of the noise within the criti-
cal band:

�6� Pt= Pcb.
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�7� From �1� above Pt / Pcb=K.
�8� Thus, from �6� K=1.
�9� Then, from �5� above CBW= Pt /No.

The value of CBW that equals the ratio Pt /No, the signal-to-
noise ratio at the masked threshold, is called the CR, and
CR=CBW. Note that CR only requires a single estimate of
the signal-to-noise ratio �expressed as the power of the tonal
signal, Pt, at the masked threshold divided by the noise
masker’s spectrum level, No, in units of power�.2 However,
for the CR to be equal to the CBW requires that both as-
sumptions listed above are true. Using only Assumption 1,
the CBW is a function of both the signal-to-noise ratio at the
masked threshold and K, where K can be viewed as an effi-
ciency value �see Patterson et al., 1982�. Let us examine the
evidence that Assumption 2 is true. That is, the power of the
signal at the masked threshold equals the power of the mask-
ing noise within the critical band, and thus K=1. Obtaining
an estimate of K requires that the CBW is known.

Measures of the critical band in noise masking experi-
ments have been studied extensively over the past 70 years.
We will not attempt to review this history �see Moore, 1986�.
Scharf �1970� provided a thorough review of the critical
band and CR, and he argued based on several data sets that
the value of K measured for human subjects is about 0.4, and
therefore the CR for human subjects is about 2.5 times the
signal-to-noise ratio at the masked threshold, i.e., CR
=2.5*Pt /No. Perhaps Assumption 2 should be changed to
CR=2.5*Pt /No, and as such this revised CR ratio can be
used to estimate CBW. However, Patterson et al. �1982� ar-
gued that the CR does not allow one to accurately estimate
the CBW of elderly subjects in that the CRs obtained in this
experiment were more a function of efficiency, the propor-
tionality constant K, than they were of the CBW. Thus, the
CR would not accurately estimate the CBW measured as a
function of age.

We now deal with how well the CR accounts for critical
bands in nonhuman animal subjects. First, almost all studies
of noise masking of a tonal signal in nonhuman animal sub-
jects indicate that the signal-to-noise ratio required for
threshold performance �i.e., the CR when appropriately cal-
culated� is substantially higher than that measured for human
subjects. Figure 1 compares estimates of CRs for several
mammalian species based on the summary provided by Fay
�1988�. Data from several mammals �Gourevitch, 1970;
Green et al., 1959; Miller, 1964; Nienhuys and Clark, 1979;
Niemiec et al., 1992; Pickels, 1975; Seaton and Trahiotis,
1975; Watson, 1963� are shown in Fig. 1. As can be seen, the
CR measures for several nonhuman mammalian species are
much larger than the CRs obtained for human subjects. Since
the signal-to-noise ratio at threshold is used to calculate the
CR as an indirect estimate of the CBW the large masked
thresholds obtained for nonhuman animal subjects imply that
they have wider critical bands than human subjects.

As stated previously, there are very few studies of direct
measures of CBWs in nonhuman animal subjects. Niemiec
et al. �1992� directly measured the critical band using several
different methods along with the CR for the chinchilla. Table
I summarizes some of these data �those using the notched-

noise estimate of the equivalent rectangular bandwidth
�ERB�,3 as defined in the procedures used by Glasberg and
Moore �1990��, and they indicate that the value of K is
greater than 1 for the chinchilla, sometimes far greater than
1. The work by Niemiec et al. �1992� showed that, on aver-
age, the estimates of the CBW for the chinchilla derived
from direct estimates �e.g., notched-noise estimates of the
ERB� were about 5%–10% larger than those measured for
human subjects. On the other hand, the values of the CR
obtained for the chinchilla were, on average, more than
300% larger than the CRs obtained for human subjects
�Green et al., 1959; see also Fig. 1�. Evans et al. �1992� also
measured critical bands for the guinea pig and found that the
ERBs for the guinea pig were only about 12% larger than the
ERB measured for human subjects. And, recently May et al.
�2006� measured filter bandwidths in the mouse using a
notched-noise masker and found narrower filter bandwidths
than those reported by Ehret �1976� using CR estimates.
Thus, it appears as if direct estimates of the critical band for
some nonhuman animal subjects are much less than those
based on CR measures and only somewhat larger than those
estimated for human subjects, while the estimates of CRs for
most mammals deviate greatly from those estimated for hu-
man subjects. Thus, the CR for nonhuman animal subjects

FIG. 1. CRs in Hz plotted as a function of signal �center� frequency �Hz� for
several mammals. Adapted from Fay �1988�.

TABLE I. CR measurements and critical band–ERB measurements for the
chinchilla from Niemiec et al. �1992� along with the calculated value of K
�see text also�.

Signal frequency �Hz� CR �Hz� ERB �Hz� K

500 341 59 5.8
1000 293 185 1.6
2000 1166 304 3.8
4000 1359 335 4.1
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may significantly overestimate the width of the actual critical
band that could be directly measured in these animals.

The fact that the CR is considerably larger than the criti-
cal band in nonhuman animal subjects implies that these ani-
mals are inefficient in detecting a tonal signal in a back-
ground of noise, not necessarily that these animals have wide
critical bands. In the next section we describe an experiment
that suggests that chinchillas are inefficient in detecting tonal
signals in a noise background because they operate like
wideband4 detectors, whereas human subjects use the
narrow-band critical band for detecting noise-masked tonal
signals.

A. Probe-tone experiment

In detecting a tonal signal in a background of wideband
noise, a detector can maximize its sensitivity if it processes
the noise in a narrow band centered on the frequency of the
tonal signal �Green and Swets, 1974�. That is, using a wide-
band process4 is inefficient for detecting a tonal signal in a
background of broadband noise. It has been shown in several
experiments that human subjects appear to use the critical
band for detecting tonal signals masked by wideband noise
�e.g., Green, 1961�.

Greenberg and Larkin �1968� measured the ability of
human subjects to detect probe tones of different frequencies
that were presented at levels of equal detectability but were
presented infrequently and at frequencies that the subject was
not trained to detect. The general paradigm is that the
detectability5 of noise-masked tones of different frequencies
was obtained in a baseline experiment. In the test experi-
ment, one of these tones with frequency �fs� was presented as
“the signal” during a practice session and on 75% of signal
trials during the test condition. The remaining 25% of the
signal trials contained probe tones with frequencies different
from fs but at levels that were previously determined to yield
equal detectability. One example of a typical result is shown
in Fig. 2. The detection of the probe tones was lower than
that of the signal tone �fs�, and detection performance tended
to follow a form that is consistent with a critical-band filter
function. That is, the data suggested that human subjects use
a filter centered on the frequency of the expected tonal signal
for detection of that signal, and the level of the probe tones

was attenuated by this detection filter. The filter has a band-
width consistent with that measured for the critical band.4

Thus, the Greenberg and Larkin �1968� probe-tone experi-
ment reinforces the idea that human subjects process a tonal
signal masked by a broadband noise using a narrow band
characterized by the critical band. Several additional studies
have been conducted using variations in the probe-tone tech-
nique �e.g., see Hafter and Saberi, 2001; Hafter et al., 1993;
Dai et al., 1991; see Hafter et al., 2007, for a review�, and
these studies consider the filter used by subjects in these
experiments to be an “attention filter,” reflecting the idea that
a subject’s attention is focused on the frequency of the tonal
signal. The results from all of these experiments indicate that
human subjects process masked tonal signals in a narrow
band, even when the subjects are aware that several different
tones may be presented during the probe-tone experiment
�Hafter et al., 1993�.

The probe-tone technique is very similar to the stimulus
generalization procedure often used in the animal behavior
literature �Malott and Malott, 1970�. In a stimulus generali-
zation task, an animal subject is trained �e.g., reinforced� to
respond to one value of a stimulus �e.g., one tonal fre-
quency�. During testing, sounds that differ from that used
during training �e.g., test tones that differ in frequency from
that used in training� are occasionally presented without re-
inforcement, and the responses of the animal to these infre-
quent test stimuli are recorded. If the animal responds to the
test sounds with the same response magnitude that they re-
sponded to the training sound, the animal is described as
generalizing to the test sounds. That is, the animals presum-
ably perceive the test and training sounds as similar, leading
to all sounds being responded to somewhat equally. The de-
gree to which an animal does not generalize suggests the
degree to which the animal does not perceive the test and
training sounds as similar. The signal tone, fs, in the Green-
berg and Larkin �1968� paradigm is similar to a training tone
in the generalization task, and the probe tones are similar to
the test tones.

We used a task such as the Greenberg and Larkin �1968�
procedure to test the generalization of the chinchilla to noise-
masked tones of different frequencies. We intended this to be
a baseline experiment for additional tests of generalization
by the chinchilla as a means to explore aspects of pitch per-
ception in the chinchilla �see, Shofner et al., 2005�. That is,
we expected chinchilla subjects to show a lack of generali-
zation when the test �fs� and probe tones were considerably
different in frequency, as indicated by the previous measures
of CBW �Niemiec et al., 1992� or even the CR. The fact that
the animals showed strong generalization rather than a lack
of generalization was surprising to us and led to our hypoth-
esis that these data are evidence that the chinchilla is a wide-
band detector in experiments in which tones are masked by
noise. Thus, we also conducted a probe-tone experiment with
human subjects using the same procedure as was used for the
chinchilla subjects to be able to compare performance in the
probe-tone task for the two species.

FIG. 2. Data from Greenberg and Larkin �1968� showing d� as a function of
tone frequency in Hz. The circled point at 1000 Hz is the test signal, and the
d� values for probe tones at 800 and 1200 Hz are shown as squares. Green-
berg and Larkin �1968� plotted their data in terms of percent correct. Percent
correct was converted to d� based on assuming a symmetric criterion and
using the tables in Swets �1964�.
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II. METHOD

A. Chinchilla subjects

Participants. Four adult chinchillas �Chinchilla lanig-
era� were maintained at body weights of approximately
400–450 g. Animals were trained to detect a tone in the
presence of a continuous low-level background noise. Ani-
mals were free to move around their cage that was placed
inside of a single-walled sound-proof chamber, and they
were not restrained in any manner. A pellet dispenser �Ger-
brands G5120� with a reward chute attached to a response
lever was located at one end of the cage.

Stimuli. Broadband noise was presented from a noise
generator �Grayson-Stadler model 455C� and was low-pass
filtered �Tucker-Davis Technologies, TDT, PF1� at a cutoff
frequency of 10 kHz. Sine tones were synthesized digitally
�TDT AP2� and presented through a 16-bit digital-analog
converter �TDT DD1� at a conversion rate of 50 kHz. The
output was low-pass filtered at 15 kHz. The 10-kHz noise
was on continuously and was presented at a constant spec-
trum level of 10 dB �approximately 50 dB SPL �sound pres-
sure level� over all levels�, which was approximately 12 dB
above the detection level of a wideband noise in the experi-
mental setup �see Shofner et al., 1993�. The level of the tone
was adjusted using a programmable attenuator �TDT PA4�.
The mixed tone and noise were played through a Realistic
Minimus �3.5� loudspeaker placed near the pellet dispenser
approximately 6 in. in front of the animal and approximately
30° to the right of the center. The sound level in the cage was
monitored with an Ivie Technologies �1133� sound level
meter.

Procedure. The behavioral task was a modified “yes/no”
task. The animal initiated a trial by pressing down on the
response lever. After the trial was initiated, there was a hold-
time of 1.15–8.15 s, which varied randomly for each trial.
At the end of the holdtime, either a tone trial or a catch trial
was presented. If the animal released the lever before the
random holdtime, then the trial was aborted and the count-
down for the holdtime was halted. That trial began again
with the next lever press using the same holdtime. For a tone
trial, two bursts of the tone signal were presented in the
presence of the background noise masker; the tones were
500 ms in duration shaped with 10-ms rise/fall times, pre-
sented with an interburst interval of 500 ms and a 500-ms
interval after the second tone presentation. During a catch
trial, only the continuous background noise was presented.
The entire duration of each tone or catch trial was 2.0 s. The
response window coincided with the duration of the trial but
began 150 ms after the onset of the first tone burst. The
resulting response window was therefore 1.85 s. When the
animal released the lever during the response window, the
response was recorded as a “yes.” A “yes” response during a
tone trial was treated as a hit, and that during a catch trial
was treated as a false alarm. If the animal continued to hold
down the lever throughout the response window, the re-
sponse was treated as a “no.” A ‘no’ response during a catch
trial was treated as a correct rejection and as a miss during a
tone trial. Chinchillas received food pellets �Noyes: Formula
N� for hits and correct rejections only.

Psychometric functions for tones of 500, 1000, and
2000 Hz were obtained using a method of constant stimuli.
Animals ran in a block of 40 trials and generally completed
two to five blocks per day. Within a block of 40 trials, eight
different tone levels in 5-dB steps were randomly presented.
Each level was presented four times, and there were eight
catch trials per block �20% of the trials�. Each psychometric
function was based on at least 50 blocks of data. The psy-
chometric functions obtained at all three frequencies allowed
us to ensure that all tones presented during the probe-tone
test experiment were equally detectable.5

After all of the data had been collected for the psycho-
metric functions, animals ran in the probe-tone paradigm.
During testing using the probe-tone method, the broadband
noise was again presented continuously at a 10-dB spectrum
level �No�, and the duration, shaping, and frequency of the
tones as well as the response window and variable holdtime
were the same as previously described. The signal tone �fs�
was 1000 Hz, and the probe tones were 500 and 2000 Hz.
The sound level of all three tones was fixed to be equally
detectable based on the psychometric functions. For animals
C16, C18, and C24 the levels were chosen to give d� of 1.3,
while for animal C12 the levels were set to yield a d� of 1.1.
The value of d� was computed from the hit and false alarm
rates obtained from each animal and each condition as the
z-score associated with the hit rate minus that from the false
alarm rate �see Green and Swets, 1974�.

A block of 40 trials contained 32 tone trials �80%� and 8
catch trials �20%�. Of the 32 tone trials, 24 �60% of 40 and
75% of 32� contained the signal tone �fs=1000 Hz�, 4 �10%
of 40 and 12.5% of 32� contained the 500-Hz probe tone, and
4 �60% of 40 and 75% of 32� contained the 2000-Hz probe
tone. All tones appeared randomly throughout a block. Any
correct detection of the tone during tone trials was counted
as a hit, but only hits for the signal tone �fs=1000 Hz� were
rewarded with a food pellet. Hits for the probe tones of 500
and 2000 Hz were not rewarded. Correct rejections for catch
trials were also rewarded with a food pellet. Detection per-
formance to signal and probe tones was measured using d�,
as described previously. The false alarms for the signal and
probe trials were based on the same values obtained by
Greenberg and Larkin �1968�.

B. Human subjects

Participants. Three college students �one male and two
females ranging in age from 21 to 25� served as subjects.
They all reported that they had normal hearing and were
experienced in performing in psychoacoustic tasks. They
were paid $10 /h for their participation in the experiment.
Since it is not possible to have the human subjects run in the
small animal sound-proof chambers, the human subjects ran
in a single-walled sound-proof room that had about the same
attenuation characteristics as the single-walled animal cham-
bers.

Stimuli. The equipment, stimuli, and stimulus conditions
used for the human subjects were very similar to those used
for the chinchilla subjects, except that a TDT waveform gen-
erator �WG2� was used instead of the Grayson Stadler noise
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generator. A Realistic Minimus �3.5� loudspeaker was placed
near the subject’s head approximately 22 in. in front of the
subject and approximately 30° to the right of the center
�similar to what was done for the chinchilla subjects�. The
sound levels at the place of the middle of the subject’s head
were measured with an Ivie Technologies �IE-33� sound
level meter.

Procedure. The psychometric procedures and analyses
used for the human subjects were the same as those used for
the animal subjects with the following exceptions. A com-
puter mouse was used by the subject to enter responses. As
for the chinchilla subjects, the human subjects initiated a trial
by clicking on a box on a computer terminal that said
“Ready.” Following the random holdtime and during the re-
sponse window, a release of the mouse button was used to
indicate that they perceived the presence of a signal sound.
Keeping the mouse button down during the response window
indicated that the signal was not presented. Eight point psy-
chometric functions �varying from a signal-to-noise ratio of
8–22 dB in 2-dB steps; these values were determined from
preliminary data� were first obtained for all subjects at the
three frequencies, and then the level required for a d� of 1.3
�calculated in the same way as explained above� was used in
the probe-tone test experiment. All other procedures for ob-
taining the psychometric functions for the human subjects
were the same as for the chinchilla subjects.

During the probe-tone test experiment, each block of 40
trials began with three presentations of the 500-ms 1000-Hz
signal tone presented at a 40-dB signal-to-noise ratio. Sub-
jects were instructed that the object of the experiment was to
be as correct as possible in detecting the presence of the
signal when it was presented and in detecting its absence
when it was not presented. Unlike in the chinchilla study, no
feedback was provided, as was consistent with the proce-

dures used by Greenberg and Larkin �1968�. If feedback is
viewed as similar to food reward, it is not possible to provide
feedback only for hits during signal trials and for all correct
rejections �as was done with food reinforcement for the chin-
chilla subjects� since this would mean that feedback would
not be provided on some trials �probe-tone trials�. The pre-
sentation of the 1000-Hz signal before each block is similar
to a procedure used by Greenberg and Larkin �1968� and was
intended to serve some of the functions of using food reward
to “focus attention” on 1000 Hz. All other procedures were
the same for the human subjects as they were for the chin-
chilla subjects.

III. RESULTS

The major results obtained from four chinchillas are
shown in Fig. 3 as d� for the signal-tone �circles� and probe-
tone �squares� frequencies. The open symbols are the values
of d� obtained from the psychometric functions during the
initial baseline experiments used to determine the signal-to-
masker-noise ratio at each tonal frequency required for d� of
1.1 for C12 and of 1.3 for the other three animals. The closed
symbols represent d� performance during the probe-tone test
experiment. As can be seen, all four animals responded to all
tones with values greater than d�=1, and they generalized to
the probe tones with about the same level of performance
�d�� as they did to the test tone. The data also indicate that
two animals �C12 and C24� performed with a higher d� dur-
ing the test experiment than they did during the initial base-
line experiment.

Figure 4 shows the psychometric functions for the four
animals measured for fs of 1000 Hz. All psychometric func-
tions obtained at all frequencies were monotonically increas-
ing functions, indicating improved detection with increasing

FIG. 3. Probe-tone experimental data for four chinchilla subjects �C12, C16, C18, and C24� showing d� as a function of tone frequency in Hz. Circled data
points at 1000 Hz are for the signal frequency, and the squares are for the 500- and 2000-Hz probe frequencies. Open symbols are for estimates from the
psychometric-function baseline experiment, and closed symbols are for the probe-tone test experiment.

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 W. A. Yost and W. P. Shofner: Chinchilla critical bands 319



signal-to-noise ratio. Psychometric functions obtained at the
probe frequencies were very similar to those obtained at fs,
although different signal-to-noise ratios were required to ob-
tain d� of 1.1 and 1.3. In all conditions the false alarm rate
was low �maximally approximately 20%� and relatively con-
sistent from animal to animal and over blocks of trials, and it
decreased as the signal level increased. These data also indi-
cate that the signal-to-noise ratio for a d� of 1.0 is between
25 and 33 dB, which is consistent with the results from other
studies of the CR in chinchilla �e.g., Niemiec et al., 1992;
Miller, 1964; Seaton and Trahiotis, 1975; see also Fig. 1�.

Figures 5 and 6 display the data for the three human
subjects using the same formant as was used for Figs. 3 and
4. As can be seen, the human subjects responded to the two
probe tones �500 and 2000 Hz� with much lower values of d�
during the probe-tone experiment than they did in the base-
line experiment �Fig. 5�, indicating a clear difference from
the performance of the chinchilla subjects. The psychometric
functions at 1000 Hz indicate that d�=1.0 was obtained at
signal-to-noise ratios between 15 and 18 dB, which is higher
than that often obtained for human subjects �e.g., Reed and
Bilger, 1973�. Also, the psychometric functions for the hu-
man subjects �Fig. 6� were considerably steeper than those
for the chinchilla subjects �Fig. 4�, and their slopes are con-
sistent with those found in the literature �e.g., Green, 1961�.

IV. DISCUSSION

The major results shown in Figs. 3 and 5 are that the
chinchilla subjects generalized to the probe tones with ap-
proximately the same level of performance �d�� as they did
to the test tone, but the human subjects did not. We consider
this evidence that the chinchilla is not a narrow-band detec-
tor, using something like the critical band, in detecting a
tonal signal masked by a broadband noise. The fact that two
animals responded at higher values of d� during testing than
they did in the initial baseline experiment in which the psy-
chometric functions were obtained might be due to an under-
estimation of the sensitivity of these animals to the signal
tone during the baseline psychometric-function experiment.
To test this hypothesis we ran all animals on an additional
method of constant stimuli procedure to re-estimate the psy-
chometric functions. Two animals �C12 and C24, but not
C16 and C18� performed with higher values of d� during this
second constant stimulus test experiment than they did dur-
ing the initial baseline experiment, suggesting that indeed the
original estimate of performance during the baseline experi-
ments was too low for these two animals. The values of d�
obtained during the retest of the psychometric-function ex-
periment were very similar to those obtained in the probe-
tone test experiment. We also compared the psychometric
functions obtained during the first ten blocks of trials during
the baseline psychometric-function experiment with those
obtained during the last ten blocks. Again, only animals C12
and C24 showed improved performance between the first
and last ten blocks, also suggesting that these animals were
still improving in their performance. A similar comparison of
the first ten blocks of trials to the last ten blocks during the

FIG. 4. Psychometric functions for the four chinchilla subjects �C12, C16,
C18, and C24� showing d� as a function of signal-to-noise ratio �dB� for the
1000-Hz tonal signal.

FIG. 5. Data from the three human subjects �S1, S2, and S3� using the same
format as was used in Fig. 3.

FIG. 6. Data from the three human subjects �S1, S2, and S3� using the same
format as was used in Fig. 4.
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follow-up psychometric-function experiment did not reveal
any differences in performance for all four animals. While all
of the data for C12 and C24 shown in Figs. 3 and 4 may not
accurately represent their absolute level of detection, the
comparison of performance between probe tone and signal
tones shown in Fig. 3 is similar to that from the other two
animals in indicating broadband processing in a noise-
masked tone detection task.

The retest of the psychometric functions indicated that at
least for two of the chinchillas the estimate of thresholds is
reliable. And even for the two animals whose initial thresh-
old estimates appeared high, their thresholds appeared to be
stable after the probe-tone test experiment. Since the thresh-
olds obtained in this study are well within the range of
thresholds measured for chinchilla subjects in other experi-
ments �see Fig. 1�, the present results would seem to be valid
estimates of chinchilla subjects’ performance in this masked
threshold experiment.

Since the performance for the signal frequency
�1000 Hz� for the three human subjects did not differ be-
tween the probe-tone experiment and the baseline
psychometric-function experiment �Fig. 5�, we did not obtain
an additional estimate of the psychometric functions as we
did for the chinchilla subjects. The higher signal-to-noise
ratios obtained for the human subjects compared to those
reported in other studies are probably due to the psycho-
physical procedure, which is substantially different from that
typically used to estimate masked thresholds in human sub-
jects. It is the case that the threshold signal-to-noise ratios
are still, on average, approximately 12 dB lower for the hu-
man subjects than for the chinchilla subjects. This is consis-
tent with the data in the literature �e.g., see Fig. 1�.

Perhaps the chinchilla subjects generalized to the probe
tones because of their prior experience with these tones dur-
ing the baseline psychometric-function experiment. In all of
the past probe-tone experiments with human subjects, in-
cluding the one conducted for this paper, the human subjects
have also had prior experience listening to the probe tones
before being tested in the probe-tone test experiment.4 In
some studies the subjects are aware that information other
than that provided by the signal may occur during an experi-
mental run �Hafter et al. 1993�. Despite these experiences, in
none of the past experiments do human subjects generalize to
the probe tones at anywhere near the level that the chinchilla
subjects did in the chinchilla experiment reported in this pa-
per. One explanation for these differences that we feel is
worth pursuing is that the chinchilla subjects are wideband
processors in these tasks and human subjects are narrow-
band processors, although we cannot completely rule out
other reasons why chinchilla subjects generalize and human
subjects do not.

If the data in Fig. 3 indicate broadband processing in
noise-masked tone detection tasks, then this could explain
why the CR is large in these animals. That is, chinchilla
subjects require a larger signal-to-noise ratio for tonal detec-
tion than human subjects because chinchilla subjects are
wideband processors, while human subjects are narrow-
band, critical band processors in noise-masked tone detection
tasks. Green �1961� calculated that wideband detection could

increase the signal-to-noise ratio by as much as 10 dB over
that achieved with narrow-band processing. The results of
the present study suggest that the chinchilla subjects required
about 12-dB larger signal-to-noise ratio �CR� to detect the
tonal signals than did the human subjects. However, if the
critical bands for the chinchilla are 10%–12% larger than
those for humans as the data of Niemiec et al. �1992� and
Evans et al. �1992� suggest, then the difference due to wide-
band listening for the chinchilla subjects could be less than
10 dB. This difference is roughly consistent with Green’s
calculations of the decrement in signal-to-noise ratio that
might occur if a wideband listening strategy was employed.
While there may be other reasons why the chinchilla subjects
perform poorer in detecting a noise-masked tonal signal than
human subjects, the results of the present study appear con-
sistent with the hypothesis that a contributing factor for the
chinchilla subjects’ poorer performance is that chinchillas are
“wideband processors.” Thus, it is possible that chinchilla
subjects use, for whatever reason, wider bands to detect tonal
signals masked by broadband noise than do human subjects.
The same may be true for other nonhuman animal subjects
whose CRs are much larger than those measured in human
subjects. It is also interesting to note that human infants re-
spond to probe tones with higher response rates than do adult
humans, indicating that infants process tones-in-noise with a
wideband listening strategy �see Bargones and Werner,
1994�.

Greenwood �1990� argued that the larger CRs reflect
wider critical bands in many nonhuman animals, and the
differences in CR estimates of critical bands can be ex-
plained on the basis of the length of the cochlea in these
animals and his assumptions regarding the relationship be-
tween the cochlear map of frequency and frequency selectiv-
ity. Greenwood �1990� produced a compelling series of de-
tailed articles and arguments supporting these relationships.
His work implies that frequency selectivity in many nonhu-
man animal subjects is somewhat accurately represented by
the CR.

The analysis presented in this paper argues that the CR
is not a good indicator of frequency selectivity. Thus, it is
worth asking if the critical-band estimates of Niemiec et al.
�1992�, Evans et al. �1992�, and May et al. �2006� are more
indicative of frequency selectivity than the CR. Since several
different procedures were used in several of these studies to
directly estimate the critical band and since these procedures
produced similar estimates of the critical band, which were
much narrower than the CR estimates, these critical-band
estimates appear to be reliable and valid.

One can use measures other than the critical band or
ratio to infer an animal’s frequency-selectivity ability. Mea-
sures of tonal frequency discrimination produce results that
suggest that nonhuman animal subjects are poorer at tonal
frequency discrimination than are human subjects �see Fay,
1988�, which might imply that nonhuman animals are poorer
at frequency resolution than human subjects. However, fre-
quency discrimination is known to be variable across human
subjects �Jesteadt and Bilger, 1974�, so it is not clear how
much difference there may be between a human subject who
is poor at frequency discrimination and a nonhuman animal’s
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frequency discrimination ability. Moreover, frequency dis-
crimination performance may reflect more than processing
based on frequency selectivity �e.g., temporal processing; see
Dye and Hafter, 1980�. Tone-on-tone psychophysical simul-
taneous masking functions have been obtained for several
nonhuman animal species. In general, the shapes of these
psychophysical tonal masking tuning curves obtained for
nonhuman animal subjects are similar to those that have been
measured for human subjects �see Fay, 1988�. This would
imply that nonhuman animal and human subjects have simi-
lar frequency selectivities. Thus, it is our view that the direct
measurements of frequency selectivity do suggest that fre-
quency selectivity in the chinchilla is only slightly worse
than that measured for human subjects, while the CR mea-
surements differ greatly.

Why might the chinchilla �and perhaps other animals�
use wider band processing in detecting a tonal signal masked
by a noise masker? Both positive �e.g., food reinforcement
used by Niemiec et al. �1992�� and negative reinforcers �e.g.,
shock avoidance used by Seaton and Trahiotis �1975�� have
been used to estimate the CR and both types of motivation
produce approximately the same CRs. Thus, it is unlikely
that performance in these detection tasks is related to the
type of motivation used in psychophysical tasks. In most
studies the animal subjects appear to have reached
asymptotic performance during training, so it is unlikely that
additional training might improve performance. Thus, we do
not have a compelling explanation as to why chinchilla sub-
jects appear to be wideband detectors and human subjects
appear to be narrow-band, critical-band detectors. It might be
possible to induce narrow-band processing in the chinchilla
by using some sort of cuing technique. Such cuing has been
shown to improve performance in some detection tasks using
human subjects �Richards and Neff, 2004�. It is also possible
that animals such as the chinchilla process signals as a wide-
band processor in order to not “miss” potential signals that
might indicate a predator. That is, they may trade sensitivity
for detecting a particular signal for an ability to process
many different signals.

If the chinchilla and other nonhuman animal subjects are
not using a narrow-band critical band to process a noise-
masked tone, then the first assumption of Fletcher �1940�
does not appear to hold for these animals. That is, the detec-
tion of a tone masked by a broadband noise may not appear
to depend in any direct way on a critical band. While such
nonhuman animal subjects show evidence of critical bands
with bandwidths similar to those of human subjects, they
may not use them in the same way as human subjects when
they are asked to detect sinusoids in noisy environments.

V. CONCLUSIONS

Comparison of CR measures as an indirect indication of
frequency selectivity to the direct measures of the critical
band suggests that CRs are probably not a good indicator of
frequency selectivity as measured in both human and nonhu-
man animal subjects.

The probe-tone masking experiment suggests that it is
possible that the large CRs measured in nonhuman animal

subjects, such as the chinchilla, are due to these animals
using a broader band for signal processing in noise-masked
detection tasks than human subjects use.
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Gockel et al. ��2004�. J. Acoust. Soc. Am. 116, 1092–1104� reported that discrimination of the
fundamental frequency �F0� of two sequentially presented complex tones �the target� was impaired
when an additional complex tone �the interferer� was presented simultaneously with and to the same
ear as the target, even though the target and interferer were filtered into separate frequency regions.
This pitch discrimination interference �PDI� was greatest when the target and interferer had similar
F0s. The current study examined the role of relative ear of entry of the target and interferer and
whether the dependence of the PDI effect on the relative F0 of target and interferer is based on pitch
height �F0 as such� or pitch chroma �the musical note�. Sensitivity �d�� was measured for
discrimination of the F0 of a target with a nominal F0 of 88 Hz, bandpass filtered from 1375 to 1875
Hz. The interferer was bandpass filtered from 125 to 625 Hz. The contralateral interferer produced
marked PDI, but smaller than for ipsilateral presentation. PDI was not larger when the interferer’s
F0 was twice the nominal target F0 than when it was a factor of 1.9 or 2.1 higher.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3021308�

PACS number�s�: 43.66.Hg, 43.66.Fe, 43.66.Rq �RLF� Pages: 324–327

I. INTRODUCTION

In the auditory system, complex sounds are filtered into
frequency channels or bands by the action of the basilar
membrane. It is commonly assumed that it is possible to
attend selectively to single channels or combinations of
channels so as to achieve good performance in detection and
discrimination tasks �Fletcher, 1940; Moore et al., 1997�.
However, under some conditions, it appears to be difficult or
impossible for human listeners to process the outputs of
some channels while ignoring others. This is manifested in
effects such as across-channel masking �Schooneveldt and
Moore, 1987; Moore et al., 1990�, modulation detection in-
terference for amplitude and/or frequency modulated tones
�Yost and Sheft, 1989, 1990; Moore et al., 1991�, pitch dis-
crimination interference �PDI� �Gockel et al., 2004, 2005�,
interference with detection of an increment in level of a tone
by amplitude modulation of a spectrally distant tone �Gallun
and Hafter, 2006�, and disruption of intensity discrimination
by a spectrally remote sound that is roved in level �Buss,
2008�.

In the case of PDI, discrimination of the fundamental
frequency �F0� of a target complex tone that is filtered into a

restricted spectral region can be impaired by the presence of
an interfering complex tone with fixed F0 that is filtered into
a different spectral region �Gockel et al., 2004, 2005�. The
effect is greatest when the F0 of the interferer is close to the
�mean� F0 of the target. Furthermore, the effect is greater
when the interferer has a high pitch salience than when it has
a low pitch salience. For example, a strong PDI effect is
obtained when the target contains only unresolved compo-
nents, while the interferer contains resolved components
�Gockel et al., 2004�. Part of the PDI effect may be expli-
cable in terms of perceptual grouping of the target and inter-
ferer, which would be stronger when their F0s were similar
�Broadbent and Ladefoged, 1957; Brokx and Nooteboom,
1982�. This could explain the importance of the relative pitch
salience of the target and interfering sounds. If the two
sounds are perceptually fused, the higher the pitch salience
of the interferer with fixed F0 the more it will “dilute” the
perceived pitch change produced by the change in F0 of the
target, leading to impaired F0 discrimination of the target.
However, perceptual grouping probably cannot explain the
whole of the PDI effect since PDI occurs even under condi-
tions where strong cues are available to promote perceptual
segregation of the target and interferer. For example, PDI is
reduced, but not eliminated, by gating the interferer on be-
fore and off after the target, or by presenting the interferer
continuously �Gockel et al., 2004�.

In the present paper, two factors that might affect PDI
are explored. The first factor is the ear of entry of the target
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hedwig.gockel@mrc-cbu.cam.ac.uk. Data were collected while this author
was working in the Department of Psychology, University of California at
Berkeley, 3210 Tolman Hall, Berkeley, CA 94720.
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and interferer. Presentation of two sounds, one to each ear,
can provide a powerful cue for perceptual segregation of the
sounds �Cherry, 1953; Hartmann and Johnson, 1991�, espe-
cially when the sounds do not overlap spectrally �Darwin and
Hukin, 2004�. The target and interferer used here were fil-
tered into two spectral regions separated by one octave, and
their F0 was never identical. When these stimuli were pre-
sented dichotically �target to one ear and interferer to the
other�, subjects reported hearing two independent sound
sources, one at each ear. In contrast, when two tone com-
plexes have the same F0 and the complexes are filtered into
two separate spectral regions with overlapping filter slopes,
listeners report a single sound source coming from the center
of the head �Broadbent and Ladefoged, 1957�. If perceptual
grouping is important for PDI, then presentation of the target
and interferer to opposite ears �called the dichotic condition�
should lead to a strong reduction of PDI relative to the case
where the target and interferer are presented to the same ear.
However, if some PDI persisted in the dichotic condition,
this would provide evidence to support the idea that PDI
does not depend entirely on perceptual grouping. Further-
more, the presence of PDI in the dichotic condition would
indicate that at least part of the PDI effect occurs at a level in
the auditory system where there is significant binaural inter-
action.

The second factor explored in the present paper is con-
cerned with the relative F0s of the target and interferer.
Gockel et al. �2004� argued that similarity in pitch of the
target and interferer is an important factor influencing the
amount of PDI. However, pitch has two dimensions, pitch
height and pitch chroma �Bachem, 1950�. Two tones whose
F0s are separated by an octave have different pitch heights
but the same pitch chroma. The question addressed here was:
is the similarity of pitch that governs PDI based on pitch
height, pitch chroma, or a combination of the two? To ad-
dress this question, PDI was measured for a wide range of F0
relationships between the target and interferer, including an
octave relationship.

II. METHOD AND STIMULI

A. Stimuli

In a two-interval two-alternative forced choice �2AFC�
task, subjects had to discriminate between the F0s of two
sequentially presented target complex tones with a nominal
F0 of 88 Hz and a fixed difference, �F0, between the F0s of
the two tones within a trial. In one, randomly chosen, inter-
val, the target complex had an F0 equal to F0−�F0 /2, while
in the other interval its F0 was F0+�F0 /2. The value of
�F0 was selected and fixed for each subject based on pilot
data, so that in the easiest condition, i.e., in the absence of an
interferer, the sensitivity index, d�, was between 1.5 and 2.0.
The following values for �F0 were used: 3.5% for two sub-
jects, 5.0% for three subjects, and 7.0% for one subject. The
target was presented either alone or with a synchronously
gated harmonic complex �the interferer�, which had an F0
that was the same in the two intervals of a trial. The F0 of the
interferer was either equal to the arithmetic mean of the ac-
tual F0s of the two target complexes in the two intervals or

increased by various amounts �15%, 45%, 90%, 100%, or
110%�. Thus, the interferer’s F0 was never identical to the
F0 of the simultaneously presented target complex. The tar-
get was always presented to the left ear, while the interferer
was presented either ipsilaterally or contralaterally to the tar-
get. Each harmonic complex was bandpass filtered �slopes of
48 dB/octave� into one of two frequency regions. The target
was bandpass filtered into a “MID” region with nominal cut-
off frequencies �3-dB down points� of 1375 and 1875 Hz,
while the interferer was filtered into a “LOW” region with
nominal cutoff frequencies of 125 and 625 Hz. Thus, the
interferer would contain resolved harmonics �Plomp, 1964;
Plomp and Mimpen, 1968; Moore and Ohgushi, 1993;
Shackleton and Carlyon, 1994; Bernstein and Oxenham,
2003�, while the target would contain only unresolved har-
monics. These frequency regions were chosen following Car-
lyon and Shackleton �1994�, and the stimuli were similar to
those used in experiment 1 of Gockel et al. �2004�, except
that in the previous study the target complex was bandpass
filtered between 1375 and 15 000 Hz. In the present study,
the bandwidth of the target was chosen to be identical to that
of the interferer because we wanted to produce a large PDI
effect �when the target and interferer had equal F0s� to maxi-
mize the chance of observing differences between PDIs for
interferers whose F0s were widely separated from the nomi-
nal target F0.

The nominal F0 was randomly varied between trials
over the range of �10%. The filter cutoffs for both the LOW
and the MID region were varied by the same factor in order
to keep fixed the degree of resolvability of the components.
This F0 randomization encouraged subjects to compare the
pitch of the two target complexes in each trial and discour-
aged them from basing their decision on a long-term memory
representation of the sound. All complex tones had a root-
mean-square �rms� level of 53 dB sound pressure level
�SPL�, and components were added in sine phase. The stimu-
lus duration was 400 ms, including 5-ms raised-cosine onset
and offset ramps. The silent interval between the two stimuli
within a trial was 500 ms. To mask possible distortion prod-
ucts, a continuous pink background noise, spectrally limited
between 2 and 1512 Hz �corresponding to 1.1�1375 Hz�,
was presented diotically in all conditions. Its overall rms
level was 49.2 dB SPL. Its rms level in the region from 125
to 625 Hz, the nominal frequency band covered by the inter-
ferer, was 10 dB below that of the interferer.

Tones were generated and bandpass filtered digitally.
They were played using a Turtle Beach Santa Cruz sound
card �20-bit digital-to-analog conversion� with a sampling
rate of 44.1 kHz. Stimuli were presented using Sennheiser
HD580 headphones. Subjects were seated individually in a
sound-attenuating booth.

B. Procedure

Subjects had to indicate the interval in which the target
sound had the higher F0. They were requested to focus
attention on the target and to ignore the interferer as much as
possible when it was present. Each interval was marked by a
light, and visual feedback was provided after each trial. If the
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interferer was present, it was present in both intervals of the
2AFC task. The amount by which the interferer’s F0 was
increased above that of the nominal target F0 was fixed
within a block of 105 trials; the first five trials in each block
were considered as “warm-up” trials and were discarded.
The upward shift of the interferer’s F0 was pseudorandom-
ized between blocks. One block was run for each condition
in turn before additional blocks were run in any other con-
dition, with one exception: usually a block of “target alone”
trials was run first, so that subjects were familiar with the
timbre of the target. This was followed by a block with the
interferer present. The relative ear of presentation of the in-
terferer was fixed within a session; ipsilateral and contralat-
eral conditions were run in alternating repeated sessions. The
total duration of a single session was about 2 h, including
rest times. For all subjects, at least 500 trials were run per
condition. The data collection proper �after 6–10 h of prac-
tice� took between 15 and 22 h. To familiarize subjects with
the procedure and equipment, they participated in at least
three practice sessions, and up to two more if practice effects
were seen. The practice covered conditions both with and
without the interferer.

C. Subjects

Six subjects with normal hearing participated, one of
whom was the first author. They ranged in age from 18 to 46
years. All of the subjects except one had some musical train-
ing. One had participated in earlier studies on PDI. All sub-
jects participated in all conditions.

III. RESULTS AND DISCUSSION

The filled symbols in Fig. 1 show the mean d� values
and the corresponding standard errors averaged across five
subjects as a function of the ratio between the interferer’s F0
and the nominal target F0. The data of one “aberrant” subject
are plotted separately �open symbols� and will be described
below. The upward and downward pointing triangles show
results for contralateral and ipsilateral presentation of the in-
terferer, respectively. For clarity, data for the contralateral
interferer are plotted toward the left of their true values on
the x-axis. Performance was best, with a d� value of 1.86, in
the absence of an interferer �filled circle in the left upper
corner, condition None�. Performance was worst, with a d�
value of 0.32, for the ipsilateral interferer with an F0 corre-
sponding to the nominal target F0. The size of the PDI effect
�d� without interferer minus d� in the presence of the inter-
ferer� for this condition was 1.54, which is substantially
larger than the PDI of about 1.0 observed by Gockel et al.
�2004� for the corresponding condition of their experiment 1.
For the ipsilateral interferer whose F0 was 1.45 times the
nominal target F0, PDI was about 0.7, which is substantially
larger than the PDI of about 0.2 observed by Gockel et al.
�2004� in their experiment 1 for an F0 ratio of 1.3 �the largest
they employed�. The larger PDI effects in the present study
are probably due to the fact that here the target and interferer
had equal bandwidths and overall levels, while in experiment

1 of the earlier study the level per component was the same
for the target and interferer, and the target’s bandwidth was a
factor of 27 larger than that of the interferer.

In the presence of a contralateral interferer, performance
was clearly impaired relative to that without an interferer.
However, the PDI effect was smaller than for an ipsilateral
interferer. For both ipsi- and contralateral interferers, perfor-
mance improved as the interferer’s F0 increased. Perfor-
mance leveled out when the interferer’s F0 was more than
1.9 times that of the target, and there was no sign of a local
increase in PDI �decrease in performance� when the interfer-
er’s F0 was twice that of the target.

One subject showed a different pattern of results from
all the others. The open symbols show the mean d� and the
corresponding standard errors across five blocks with 100
trials each, for this subject. While his performance was better
than that of the other subjects when the interferer’s F0 was
equal to the nominal target F0, he showed no tuning effect
for either side of presentation; i.e., his performance was in-
dependent of the F0 of the interferer relative to that of the
target. This lack of tuning of the PDI effect has not been
observed among the 12 subjects tested in this and previous
studies.

To examine the statistical significance of the results, a
repeated measures two-way analysis of variance �ANOVA�
with factors side of presentation of the interferer and inter-
ferer’s F0 was calculated, using the mean PDI value for each
subject and condition as input. Note that the results of the
ANOVA were basically unchanged when the data from the

FIG. 1. Performance �d�� in an F0-discrimination task, plotted as a function
of the ratio between the interferer’s F0 and the nominal target F0, which was
88 Hz. The target was bandpass filtered from 1375 to 1875 Hz, while the
interferer was filtered from 125 to 625 Hz. The filled symbols connected by
solid lines show the mean d� values for five subjects who produced very
similar results and the associated standard errors across subjects. The open
symbols connected by dashed lines show the mean d� values for one aber-
rant subject, who showed no tuning effect, and the associated standard errors
across five blocks with 100 trials each. The downward and the upward
pointing triangles show performance in the presence of ipsilaterally and
contralaterally presented interferers, respectively. The filled and the open
circles in the upper-left corner show performance in the absence of any
interferer �condition None� for the five subjects and the single aberrant
subject.

326 J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Gockel et al.: Pitch discrimination interference: Contralateral and octave



aberrant subject were excluded. The ANOVA showed a
highly significant main effect of the F0 of the interferer
�F�5,25�=23.57, p�0.001�, a significant main effect of side
of presentation of the interferer �F�1,5�=11.95, p�0.05�,
and a significant interaction between side and F0 �F�5,25�
=5.31, p�0.05�. To check for an “octave effect,” two sepa-
rate ANOVAs were calculated, one for the contralateral and
one for the ipsilateral interferer, using only the PDI values
for the three highest F0 values �F0 ratios of 1.9, 2.0, and
2.1�. The results of both ANOVAs showed no significant
main effect of the interferer’s F0. Thus, PDI did not locally
increase when the interferer’s F0 was an octave above the
nominal target F0. Planned t-tests for the three highest F0
values showed that for all cases but one �ipsilateral interferer
with frequency ratio of 2.1�, the observed PDI was signifi-
cantly larger than zero �one-tailed, 5% error level�.

In the present study, the relationship between the inter-
ferer’s F0 and the nominal target F0 was varied by increas-
ing �rather than decreasing� the interferer’s F0 above that of
the target. This was done to ensure that all components of the
interferer were resolved in all conditions. Therefore, the cur-
rent findings apply only to the situation in which the inter-
ferer’s F0 is one octave above that of the target. However,
there is no obvious reason why an interferer with an F0 one
octave below the nominal target F0 should have a special
status, differing from that of an interferer with an F0 above
the nominal target F0.

IV. SUMMARY AND CONCLUSIONS

F0 discrimination between two target tones containing
only unresolved harmonics was clearly impaired by the pres-
ence of an additional tone complex containing resolved har-
monics. The impairment was less strong when the interferer
was presented to the ear opposite to the ear receiving the
target. However, in spite of the fact that ear of entry provides
a strong segregation cue, a marked PDI effect was observed
for the contralateral interferer. Furthermore, a small but sig-
nificant PDI effect was observed even when the interferer
was presented contralaterally to the target and had an F0 that
was as much as a factor of 2.1 above the nominal target F0.
These findings give further support to the idea that PDI can
occur under conditions that are likely to lead to perceptual
segregation of the target and interferer. The finding of sig-
nificant PDI when the interferer was presented to the oppo-
site ear to the target suggests that at least part of the PDI
effect originates at a level of the auditory system where there
is binaural interaction. No local increase in PDI was ob-
served when the interferer’s F0 was an octave above that of
the target complex. Thus, the similarity in pitch which has
been found to influence PDI seems to be based on pitch
height rather than on pitch chroma.

ACKNOWLEDGMENTS

This work was supported by NIH Grant No. DCD
00087. We thank Anastasios Sarampalis for help with cali-
bration and generous “sharing” of his booth and office. We
would also like to thank Richard Freyman and two anony-
mous reviewers for helpful comments on an earlier version
of this paper.

Bachem, A. �1950�. “Tone height and tone chroma as two different pitch
qualities,” Acta Psychol. 7, 80–88.

Bernstein, J. G., and Oxenham, A. J. �2003�. “Pitch discrimination of diotic
and dichotic tone complexes: Harmonic resolvability or harmonic num-
ber?,” J. Acoust. Soc. Am. 113, 3323–3334.

Broadbent, D. E., and Ladefoged, P. �1957�. “On the fusion of sounds reach-
ing different sense organs,” J. Acoust. Soc. Am. 29, 708–710.

Brokx, J. P. L., and Nooteboom, S. G. �1982�. “Intonation and the perceptual
separation of simultaneous voices,” J. Phonetics 10, 23–36.

Buss, E. �2008�. “Across-channel interference in intensity discrimination:
The role of practice and listening strategy,” J. Acoust. Soc. Am. 123,
265–272.

Carlyon, R. P., and Shackleton, T. M. �1994�. “Comparing the fundamental
frequencies of resolved and unresolved harmonics: Evidence for two pitch
mechanisms?,” J. Acoust. Soc. Am. 95, 3541–3554.

Cherry, E. C. �1953�. “Some experiments on the recognition of speech with
one and two ears,” J. Acoust. Soc. Am. 25, 975–979.

Darwin, C. J., and Hukin, R. W. �2004�. “Limits to the role of a common
fundamental frequency in the fusion of two sounds with different spatial
cues,” J. Acoust. Soc. Am. 116, 502–506.

Fletcher, H. �1940�. “Auditory patterns,” Rev. Mod. Phys. 12, 47–65.
Gallun, F. J., and Hafter, E. R. �2006�. “Amplitude modulation sensitivity as

a mechanism for increment detection,” J. Acoust. Soc. Am. 119, 3919–
3930.

Gockel, H., Carlyon, R. P., and Moore, B. C. J. �2005�. “Pitch discrimination
interference: The role of pitch pulse asynchrony,” J. Acoust. Soc. Am. 117,
3860–3866.

Gockel, H., Carlyon, R. P., and Plack, C. J. �2004�. “Across-frequency in-
terference effects in fundamental frequency discrimination: Questioning
evidence for two pitch mechanisms,” J. Acoust. Soc. Am. 116, 1092–1104.

Hartmann, W. M., and Johnson, D. �1991�. “Stream segregation and periph-
eral channeling,” Music Percept. 9, 155–184.

Moore, B. C. J., Glasberg, B. R., and Baer, T. �1997�. “A model for the
prediction of thresholds, loudness and partial loudness,” J. Audio Eng.
Soc. 45, 224–240.

Moore, B. C. J., Glasberg, B. R., Gaunt, T., and Child, T. �1991�. “Across-
channel masking of changes in modulation depth for amplitude- and
frequency-modulated signals,” Q. J. Exp. Psychol. 43A, 327–347.

Moore, B. C. J., Glasberg, B. R., and Schooneveldt, G. P. �1990�. “Across-
channel masking and comodulation masking release,” J. Acoust. Soc. Am.
87, 1683–1694.

Moore, B. C. J., and Ohgushi, K. �1993�. “Audibility of partials in inhar-
monic complex tones,” J. Acoust. Soc. Am. 93, 452–461.

Plomp, R. �1964�. “The ear as a frequency analyzer,” J. Acoust. Soc. Am.
36, 1628–1636.

Plomp, R., and Mimpen, A. M. �1968�. “The ear as a frequency analyzer II,”
J. Acoust. Soc. Am. 43, 764–767.

Schooneveldt, G. P., and Moore, B. C. J. �1987�. “Comodulation masking
release �CMR�: Effects of signal frequency, flanking-band frequency,
masker bandwidth, flanking-band level, and monotic versus dichotic pre-
sentation of the flanking band,” J. Acoust. Soc. Am. 82, 1944–1956.

Shackleton, T. M., and Carlyon, R. P. �1994�. “The role of resolved and
unresolved harmonics in pitch perception and frequency modulation dis-
crimination,” J. Acoust. Soc. Am. 95, 3529–3540.

Yost, W. A., and Sheft, S. �1989�. “Across-critical-band processing of
amplitude-modulated tones,” J. Acoust. Soc. Am. 85, 848–857.

Yost, W. A., and Sheft, S. �1990�. “A comparison among three measures of
cross-spectral processing of amplitude modulation with tonal signals,” J.
Acoust. Soc. Am. 87, 897–900.

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Gockel et al.: Pitch discrimination interference: Contralateral and octave 327



The relationship between pitch discrimination and vocal
production: Comparison of vocal and instrumental musicians

Dee A. Nikjeh,a� Jennifer J. Lister, and Stefan A. Frisch
Department of Communication Sciences and Disorders, University of South Florida, 4202 East Fowler
Avenue, PCD 1017, Tampa, Florida 33620

�Received 26 March 2008; revised 13 October 2008; accepted 14 October 2008�

Auditory pitch discrimination and vocal pitch accuracy are fundamental abilities and essential skills
of a professional singer; yet, the relationship between these abilities, particularly in trained vocal
musicians, has not been the subject of much research. Difference limens for frequency �DLFs� and
pitch production accuracy �PPA� were examined among 20 vocalists, 21 instrumentalists, and 21
nonmusicians. All were right-handed young adult females with normal hearing. Stimuli were
harmonic tone complexes simulating piano tones and represented the mid-frequency of the
untrained female vocal range, F0=261.63–392 Hz �C4–G4�. DLFs were obtained by an adaptive
psychophysical paradigm. Vocal pitch recordings were analyzed to determine PPA. Musicians
demonstrated superior pitch discrimination and production accuracy compared to nonmusicians.
These abilities did not distinguish instrumentalists and vocalists. DLF and PPA were significantly
correlated with each other only for musicians with instrumental training; however, PPA was most
consistent with minimal variance for vocalists. It would appear that a relationship between DLF and
PPA develops with musical training, and these abilities can be differentially influenced by the type
of specialty training. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3021309�
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I. INTRODUCTION

Auditory pitch discrimination and vocal pitch control
reflect abilities necessary for accurate integration of sensory
perception, motor planning, and vocal production skills.
These processes are regarded by researchers and music edu-
cators as fundamental abilities for musical talent and essen-
tial skills for vocal musicians �Bentley, 1966; Geringer,
1983; Seashore, 1919; Titze, 1994; Watts et al., 2003�. Intu-
itively, it seems that pitch perception and production should
be directly related. Auditory pitch discrimination and vocal
pitch control have been proposed to be independent abilities
between which a relationship develops with training or matu-
ration �Geringer, 1983; Goetze et al., 1990; Yarbrough et al.,
1991�. Vocal pitch production is unequivocally affected by
acoustic cues �Higgins et al., 2005; Seifert et al., 2002; Ward
and Burns, 1978� and may be manipulated by alterations in
auditory feedback �Elman, 1981; Hain et al., 2000; Jones and
Munhall, 2000; Leydon et al., 2003�. A convergence of psy-
choacoustic evidence acknowledges a relationship between
these skills; however, there is an inadequate understanding of
the nature of this relationship particularly in formally trained
vocal musicians �Amir et al., 2003; Kishon-Rabin et al.,
2001; Watts et al., 2003�.

While pitch extraction is basic to the perception of
speech intonation, rapid and precise pitch perception is criti-
cal to the processing of music. The typical contours of pitch
change to convey relevant information in the English lan-
guage are larger than one-half an octave; whereas, melodies
of Western culture are generally written with smaller pitch
intervals of approximately 1 /6th to 1 /12th of an octave �Ay-

otte et al., 2002; Sundberg, 1994�. This perhaps explains why
Seashore �1919� thought that the auditory perception of
minute pitch differences “is a fundamental capacity in musi-
cal talent, and upon it rests most of the powers of apprecia-
tion and expression in music” �p. 42, as cited in Pedersen and
Pedersen, �1970��.

Pitch is the perceptual correlate of frequency and per-
ception of pitch corresponds to the fundamental frequency
�F0�, or the frequency of the lowest partial in the frequency
spectrum of a periodic sound �Gelfand, 1998; Sundberg,
1994�. The just noticeable difference between two pitches is
referred to as difference limen for frequency �DLF� �Gel-
fand, 1998�. The consensus among published research is that
formally trained instrumental musicians have more precise
frequency discrimination �smaller DLFs� than nonmusicians
�Kishon-Rabin et al., 2001; Spiegel and Watson, 1984�. Spie-
gel and Watson �1984� described a “relative acuteness of the
ears” and a “mystique” associated with the listening abilities
of performers, conductors, and composers of classical music
�p. 1690�. Kishon-Rabin et al. �2001� reported that instru-
mental musicians compared to nonmusicians had approxi-
mately 50% smaller DLF values for pure tones and sug-
gested that extensive music training influences auditory pitch
discrimination.

In a subsequent study, Amir et al. �2003� compared the
relationship between auditory pitch discrimination and vocal
pitch matching of pure-tone stimuli among instrumental mu-
sicians and nonmusicians. None had previous vocal training.
A positive correlation between vocal production and auditory
perception was reported �r=0.67, p�0.001�; however, this
statistic was based on the combination of all individual data.
The relationship between these skills for instrumental musi-
cians versus nonmusicians was not reported. Both auditorya�Electronic mail: dnikjeh@aol.com
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discrimination and vocal pitch matching were found to be
more accurate for instrumentalists than nonmusicians sug-
gesting that instrumental music training may enhance per-
ception of acoustic parameters otherwise ignored by nonmu-
sicians.

Psychoacoustic research suggests that auditory skills
may differ between musicians of distinct musical genres
�Kishon-Rabin et al., 2001; Spiegel and Watson, 1984�. Spie-
gel and Watson �1984� suggested that musicians who tune
their own instrument �e.g., wind instruments� have better fre-
quency discrimination than those who do not �e.g., piano�.
Kishon-Rabin et al. �2001� did not replicate this particular
finding; however, they reported that classically trained in-
strumental musicians �i.e., those who received musical train-
ing on the viola, violin, French horn, and bassoon� have sig-
nificantly better frequency discrimination than those who
have a contemporary musical background �i.e., those who
received music training on the keyboard, guitar, or percus-
sion instrument�. Electrophysiologic measures of auditory-
neural differences among musically trained and untrained in-
dividuals illustrate that different types of auditory
experiences distinctly influence auditory perception. Data
from cortical auditory evoked potentials �CAEPs� suggest
that conductors have enhanced attention to spatially located
sounds compared to other musicians �Nager et al., 2003�.
Accordingly, instrumental musicians appear to selectively
encode acoustic parameters �e.g., pitch, timbre, and interval�
most relevant to their musical genre �e.g., jazz and rock�
�Tervaniemi et al., 2006�, instrumental training �Pantev et
al., 2003�, or practice strategies �Seppänen et al., 2007�.

Although the term “musician” includes instrumentalists
and vocalists, psychoacoustic �Kishon-Rabin et al., 2001;
Spiegel and Watson, 1984� and neurophysiological research
�Koelsch et al., 2002; Koelsch, et al., 1999; Münte et al.,
2003; Shahin et al., 2003� has focused predominantly on
instrumental musicians �e.g., violinists and keyboard players�
rather than vocal musicians. Comparative research on the
effects of long-term music training for vocal musicians is
lacking. Recently Nikjeh et al. �2008� reported that vocal and
instrumental musicians have slightly different CAEPs �i.e.,
mismatch negativity, P3a� to small unattended pitch devi-
ances. Further, auditory-neural responses to small changes of
pitch occurred earlier for those vocal musicians with a com-
bination of voice and instrumental training than musicians
with instrumental only or vocal only training, suggesting that
a combination of music training may provide auditory-neural
advantages.

Compared to instrumental musicians, vocalists are
unique since their musical “instrument” is endogenous to the
body �i.e., the larynx and vocal tract�. Integration of auditory
and kinesthetic feedback from the voice begins with vocal-
izations as neonates long before any actual music training.
The vocal production of music requires the integration of
multiple neural systems including the sensorimotor, auditory,
limbic, and executive �Jones and Munhall, 2000; Münte
et al., 2003; Mürbe et al., 2004; Titze, 1994�. Based on the
early work of Kirchner and Wyke �1965�, recent researchers
have argued that the receptor system in the larynx is continu-
ously influenced by the auditory system and that auditory

feedback is crucial for controlling vocal fundamental fre-
quency �F0� �Leydon et al., 2003; Perry et al., 1999; Titze,
1994�. Previous studies have argued in favor of an interactive
closed-loop auditory-governance system �Davidson, 1959;
Elman, 1981; Lane and Tranel, 1971; Perry et al., 1999�; that
is, an auditory perceptual monitoring system that is sensitive
to errors and uses feedback to make adjustments whenever
error-performance signals are detected. According to Titze
�1994�, “… pitch is one of those dimensions that if correctly
adjusted draws little attention to itself, but if incorrect it can
reduce the acceptability and intelligibility of the human
voice” �p. 214�. For vocal musicians, accurate control of
pitch and intonation patterns is of paramount importance.

For speech production, auditory feedback may be the
primary control for variation in pitch that constitutes intona-
tion patterns. For singers, auditory feedback has the same
function, but by its very nature, real-time auditory feedback
does not provide a reliable means for controlling the preci-
sion of vocal characteristics for singing. Moreover, auditory
feedback alone cannot explain a singer’s ability to accurately
control pitch when they have difficulty hearing their own
voices, such as in choir singing or with loud orchestral ac-
companiment �DiCarlo, 1994; Mürbe et al., 2002�.

A number of music educators and researchers report that
vocal instruction and training facilitate kinesthetic feedback
or “internal models” of pitch that assist in controlling funda-
mental frequency and maintaining targeted pitches �Jones
and Munhall, 2000; Leydon et al., 2003; Mürbe et al., 2004;
Sapir et al., 1983�. In other words, the professional singer
associates an auditory image of pitch with an internal sensa-
tion �DiCarlo, 1994�. Similarly, Jones and Munhall �2000�
proposed that auditory feedback is necessary for the acquisi-
tion and maintenance of these internal models so that singers
develop a neural representation or an internal model with the
intention that the perceived pitch is matched to a reference
pitch in the brain. Furthermore, Leydon et al. �2003� de-
scribed a pitch-shift reflex within the auditory system that is
triggered in response to discrepancies between the intended
and perceived pitches and propose that this compensatory
reflexive response contributes to the production of vocal vi-
brato in professional singers.

Traditionally, psychoacoustic studies of pitch discrimi-
nation have used sinusoidal tones �pure tones� consisting of
only a single frequency partial to measure DLFs �Amir et al.,
2003; Kishon-Rabin et al., 2001; Leydon et al., 2003; Ward
and Burns, 1978; Watts et al., 2003�. CAEPs derived from
electroencephalography �EEG� consistently demonstrate
greater auditory sensitivity for harmonic complexes com-
pared to pure tones �Novitski et al., 2004; Pantev et al.,
1998; Shahin et al., 2003�. All naturally occurring periodic
sounds have a sound spectrum consisting of a time-varying
pattern of multiple harmonic partials across a wide frequency
range �Novitski et al., 2004�. Musical sounds, in particular,
are temporally, spectrally, and structurally complex. Thus, it
may be argued that in order to establish the most precise
measure of DLFs in musicians, selected stimuli should be
musically relevant harmonic tone complexes. Further, so that
correlations of auditory pitch perception and vocal pitch pro-
duction may be more accurately assessed, measurements of
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task performance should use the same stimuli for both per-
ception and production tasks and represent a gender-
appropriate vocal range. By contrast, Amir et al., �2003�
chose pure-tone frequencies from the midmale vocal range
�131, 165, and 196 Hz� for the vocal task, and correlated this
task to an auditory discrimination task for pure-tone frequen-
cies of 250 Hz, 1 kHz, and 1.5 kHz. Measurements of pure
tones and unrelated frequencies for pitch production and per-
ception may not accurately reflect the relationship between
auditory pitch perception and vocal pitch production for mu-
sicians. The present study proposes that the chosen frequen-
cies should be equivalent for both tasks and should also be
representative of a musically relevant frequency range.

Auditory pitch discrimination �perception� and vocal
pitch accuracy �production� have been identified as related
processes that demonstrate the integration of sensory percep-
tion with motor planning, and as essential skills for vocal
musicians. Although many researchers and music educators
acknowledge this relationship between auditory pitch dis-
crimination and vocal pitch control, the nature and develop-
ment of this relationship remain elusive. Furthermore, scien-
tific research on musicians with vocal training is sparse.
Findings for instrumental musicians are often generalized to
include all musicians. While vocal musicians adhere to the
same rigorous training as other musicians, little is specifi-
cally known about this particular class of musicians. This
investigation sought to examine the pitch perception-
production relationship by psychoacoustic analysis of audi-
tory discrimination and vocal production among formally
trained vocal and instrumental musicians using musically rel-
evant and gender-appropriate stimuli. Based on previous out-
comes, it was predicted that measures of auditory pitch dis-
crimination and vocal pitch production would be more
accurate for musicians relative to nonmusicians. Further, it
was hypothesized that since vocalists receive auditory and
kinesthetic feedback from their instrument as neonates, prior
to any actual music training, that the same measures of pitch
perception and vocal production would yield superior results
for vocal musicians compared to instrumental musicians.

II. METHODS

A. Participants

Sixty-one female students �21 instrumental musicians,
20 vocal musicians, and 20 nonmusicians� were recruited
from the University of South Florida �USF�. All musicians
were formally trained. For the purpose of this investigation,
formal music training refers to a minimum of five years of
professionally directed and implemented music instruction
and technical exercises provided by a professional musician
and/or music educator. Table I provides details of musicians’
musical training. Instrumental and vocal musicians had a
mean age of 22 years �range of 18–33� and an average of
10.5 years of formal music training. On average, musicians
received approximately nine years of instruction in their re-
spective area �instrumentalist=9.8 yr; vocalists=9.0 yr�. In
addition to formal vocal training, almost half of the singers
�9 of 19� also received training on a musical instrument
�string or wind instrument�. The instrumental musicians were

all trained on either wind or string instruments. None had
training on percussion instruments, nor had any received any
formal vocal training. By comparison, mean age for nonmu-
sicians was 23 years �range of 20–34�. All had less than
12 months of music training. All participants were right
handed, native speakers of English, and had pure-tone
thresholds less than 25 dB HL bilaterally at octave frequen-
cies from 250 to 4 kHz. To control for factors that may in-
fluence auditory pitch perception, there was no history of
neurological impairment, absolute pitch ability, exposure to
tone languages, or previous participation in psychoacoustic
experiments. Documented informed consent was obtained
from all subjects in accordance with the ethical guidelines
established by the USF Institutional Review Board.

B. Stimuli

Auditory stimuli consisted of harmonic tone complexes
that approximated the physical characteristics of piano tones.
Since the assumption underlying this investigation was that
accuracy of vocal pitch production is related to auditory fre-
quency perception, the stimuli were the same for each task
and chosen from the midfrequency range of the untrained
female vocal pitch range. The stimuli extended from music
tones C4 to G4 �F0=261.63 Hz to F0=392 Hz� �Hirano,
1981�. In physical terms, the interval between adjacent
whole tones is a 12% difference between the fundamental
frequencies of each tone. The interval between a reference
tone and its semitones is a fundamental frequency difference
of roughly 6%, while the interval between a reference tone
and its quarter tones is a 3% difference between fundamen-
tals. Stimuli for the pitch production task included C4 �F0
=261.63 Hz�, E4 �F0=329.63 Hz�, and G4 �F0=392 Hz�. In
addition, there were three semitones including C4# �F0
=277.32 Hz, 6% increase from C4�, D4# �F0=310.97 Hz,
6% decrease from E4�, and F4# �F0=369.81 Hz, 6% de-
crease from G4�, and three additional quarter tones �3% in-
crease from C4, F0=269.48 Hz; 3% decrease from E4, F0
=320.03 Hz; and 3% decrease from G4, F0=380.58 Hz� for
a total of nine tones. Stimuli for the auditory discrimination
task centered around C4 �F0=261.63 Hz�, E4 �F0
=329.63 Hz�, and G4 �F0=392 Hz�, and the stimuli were
generated dynamically by algorithm during the perception
task as described in the procedures. Each stimulus contained
a fundamental �F0� and three harmonics. The amplitude of
each harmonic was divided by its harmonic number to create
a natural amplitude contour in the frequency spectrum.
Stimuli were digitally generated �sampling rate=50 kHz�
and presented using Tucker-Davis Technologies �TDT� RP2
Real-Time Processor and locally written software. Stimuli
were routed bilaterally through a TDT HB7 headphone
buffer and Etymotic Research �ER2� insert earphones at an
overall level of 75 dB sound pressure level.

C. Procedures

1. Pitch production accuracy „PPA…

To assess vocal pitch matching accuracy, participants
were instructed to listen to each of the nine tones until it
ended and then to reproduce the tone on the vowel /a/ at the
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same pitch as accurately as possible for 3 s. In addition to
insert earphones, subjects wore a head-set microphone posi-
tioned at a constant microphone-to-mouth distance of 2.5
centimeters and placed off center at the right corner of the
mouth. Each stimulus tone was 1 s in duration and randomly
presented three times, totaling 27 stimuli. Interstimulus inter-
val �ISI� was manually controlled by the examiner allowing
time for the subject to respond prior to the next presentation.
To verify comprehension of the task, each subject had two
practice opportunities using a synthesized piano tone other
than the test stimuli �e.g., B3, F0=246.94 Hz�. The produc-
tions were directly recorded into a computer using a sam-
pling rate of 22 050 Hz and 16 bits/sample. An autocorrela-
tion analysis of F0 for the middle 50% of each production

was performed using PRAAT software �Version 4.4�. The F0
of the three vocal trials were averaged to determine a mean
fundamental production of each targeted tone for each par-
ticipant.

2. Difference limen for frequency „DLF…

To establish DLFs, an adaptive three-interval, three-
alternative forced-choice �3I/3AFC� paradigm was used in
conjunction with a three-down, one-up stepping rule to esti-
mate the frequency difference corresponding to 79.4% cor-
rect point on the psychometric function for each participant
and condition �Levitt, 1971; Moore and Peters, 1992�. For
each single incorrect response, the frequency difference be-

TABLE I. Instrumental musician �IN� and vocal musician �V� musical history.

Musician
Total years

music training
Age onset

voice
Total years

voice
Age onset
instrument

Total years
instrument

Instrument
category

IN01 10 N/A N/A 11 10 Wind
IN02 8 N/A N/A 10 8 Wind
IN03 15 N/A N/A 3 15 String
IN04 8 N/A N/A 7 8 String
IN05 15 N/A N/A 6 15 Wind
IN06 8 N/A N/A 11 8 String
IN07 11 N/A N/A 11 11 Wind
IN08 9 N/A N/A 10 9 Wind
IN09 8 N/A N/A 7 8 String
IN10 13 N/A N/A 5 13 String
IN11 8 N/A N/A 4 8 Srting
IN12 7 N/A N/A 15 7 Wind
IN13 7 N/A N/A 11 7 Wind
IN14 9 N/A N/A 11 9 String
IN15 7 N/A N/A 11 7 Wind
IN16 15 N/A N/A 10 15 Srting
IN17 9 N/A N/A 11 9 Wind
IN18 10 N/A N/A 11 10 String
IN19 8 N/A N/A 4 8 String
IN20 13 N/A N/A 5 13 String
IN21 8 N/A N/A 10 8 Wind
Mean 9.8 yr 8.8 yr 9.8 yr

V01 13 5 13 N/A N/A
V02 13 17 7 11 9 String
V03 17 9 9 6 9 String
V04 13 13 5 5 9 String
V05 6 8 6 N/A N/A
V06 8 11 8 N/A N/A
V07 14 8 14 N/A N/A
V08 9 11 9 11 5 Wind
V09 11 8 6 8 6 String
V10 10 9 10 N/A N/A
V11 11 12 6 7 4 String
V12 10 9 7 N/A N/A
V13 8 8 8 6 5 Wind
V14 8 16 5 12 6 String
V15 10 14 7 N/A N/A
V16 11 12 11 N/A N/A
V17 19 8 19 8 13 String
V18 13 12 9 N/A N/A
V19 13 5 13 N/A N/A
V20 8 10 8 N/A N/A

Mean 11.3 yr 10.3 yr 9.0 yr 8.2 yr 7.3 yr
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tween standard and target stimuli increased, and three correct
responses were required before the frequency difference de-
creased between standard and target stimuli. A change in the
direction of frequency difference between standard and target
stimuli constituted a reversal. The 79% 3I/3AFC paradigm
has been shown to be more efficient with less threshold bias
than the two-interval, two-alternative forced-choice �2I/
2AFC� method �Leek, 2001�. DLF may be underestimated
using a 2I/2AFC procedure due to chance performance �i.e.,
50% for 2I/2AFC compared to 33.3% for 3I/3AFC�. DLFs
were determined for three randomly ordered harmonic com-
plexes: F0=261.63 Hz �C4�, F0=329.63 Hz �E4�, and F0
=392 Hz �G4�. Participants were seated in front of a com-
puter monitor in a sound treated booth, listened to the three
harmonic complexes represented visually on the monitor
with gray boxes, and selected the box �via computer mouse�
representing the harmonic complex that was different from
the other two. Each harmonic complex was 200 ms in dura-
tion �10 ms rise and fall times�; ISI was 300 ms.

The paradigm began with a 6% fundamental frequency
difference between the target and comparison stimuli. This
frequency difference approximates the interval between a
reference piano tone and its semitone. For the first three re-
versals, the frequency difference changed by 3% �i.e., a quar-
ter tone difference�. Thereafter, the step-size was.375%. Fol-
lowing ten reversals, the frequency difference of the final six
reversals was averaged and reported as the DL for that run. A
minimum of three runs of each condition was completed.
When necessary, additional runs were completed until three
consistent threshold estimates were obtained. Runs were
considered consistent when DLs were within a factor of 2.
Final DLF for each condition was determined by averaging
the three most consistent runs.

III. RESULTS

A. Pitch production accuracy

Measures of pitch production are reported in terms of
relative accuracy in percent �relPPA%� and were calculated
as the absolute difference between the produced F0 and the
targeted frequency relative to the targeted frequency in per-
cent �relPPA% =�f / f �100�; that is, the relPPA% value de-
creases as the difference between the produced F0 and the
targeted F0 decreases. Group data for vocal pitch production
were also converted to semitones to compare to the Western
music scale. PPA data are summarized in Table II.

On average, musicians vocally replicated the targeted
pitch to within one-eighth of the simulated piano tone F0
�relPPA=1.28%, 0.22 semitone�. By comparison, nonmusi-
cians deviated from the reference pitch by more than one
semitone �relPPA=7.83%, 1.3 semitones�. Vocalists repli-
cated pitch more accurately than instrumental musicians
�relPPA=1.05% and 1.50%, respectively�; however, differ-
ences between the musician groups were not significant. Vo-
calists appeared to have minimal variability in their produc-
tion accuracy �SD=2.6 Hz� compared to instrumental
musicians �SD=7 Hz�.

To evaluate for the effect of group and stimulus condi-
tion, a two-way repeated-measure analysis of variance

�ANOVA� was conducted on individual PPA measurements
with Tone �nine tones� as the within-subjects factor and
Group �nonmusicians, instrumental musicians, and vocal
musicians� as the between-subjects factor. Post hoc analyses
were conducted using the least significant difference �LSD�
test. Alpha level was set at 0.05.

Overall, PPA differed significantly by Group, F�2,59�
=13.67, p�0.0001. Tone effect was not significant,
F�8,472�=1.23, p=0.28, nor was there an interaction be-
tween Group and Tone, F�16,472�=0.83, p=0.65. Post hoc
analyses indicated that both groups of musicians vocally
matched a reference tone with much greater pitch precision
than nonmusicians �p�0.0001�. For this particular vocal
task, PPA did not significantly differ between vocal and in-
strumental musicians �p=0.76�; however, the standard devia-
tion was significantly smaller for vocal musicians than in-
strumental musicians, indicating more consistent vocal
performance on a t-test over standard deviations, t�16�
=3.38, p=0.004.

B. Auditory pitch discrimination

Similar to measurements of PPA, the minimal detectable
changes in frequency ��f� were transformed to relative DLF
thresholds in percent �relDLF% =�f / f �100�. The minimal
detectable change in frequency was also converted to music
semitones. DLF data are summarized in Table III. Musicians
discriminated between two harmonic tones with only one-
eighth of a difference between tone fundamental frequencies
�relDLF=1.35%, 0.23 semitone�. By contrast, the just no-
ticeable difference between two harmonic tones for nonmu-
sicians was greater than one-quarter of a musical tone
�relDLF=3.19%, 0.53 semitone�. The vocalists and instru-
mentalists perceived all harmonic complexes equally well
with minimal response variability; however, nonmusicians
showed a smaller DLF for G4 than for either C4 or E4 and
much larger response deviation for all tones.

To evaluate for the effect of group and stimulus condi-
tion, a two-way repeated-measure ANOVA was conducted on
individual DLF measurements with Tone �C4=261.63 Hz,
E4=329.63 Hz, and G4=392 Hz� as the within-subjects fac-
tor and Group �nonmusicians, instrumental musicians, and
vocal musicians� as the between-subject factor. Post hoc
analyses were conducted using LSD test. Alpha level was set
at 0.05.

Overall, the average relDLF% differed significantly by
Group, F�2,59�=5.45, p=0.01 and by Tone F�2,118�
=3.77, p=0.026. The interaction between Group and Tone
did not reach statistical significance F�4,118�=2.23, p
=0.07. Post hoc analyses indicated that the nonmusicians
had significantly larger DLFs than the two musician groups
�p�0.006�; the two musician groups did not differ signifi-
cantly �p=0.97�. Also, nonmusicians had significantly
smaller DLFs for G4 than for the other two music tones �p
�0.03�.
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C. Relationship between pitch production accuracy
and difference limen for frequency

Relationships between pitch production accuracy
�relPPA%� and auditory pitch discrimination �relDLF%�
were examined using the Pearson correlation coefficient.
Since there was no effect of Tone for PPA data or any inter-
action between Group and Tone for PPA or DLF data, the
individual data for PPA and DLF were collapsed across Tone
to establish indices of overall PPA and DLF ability for each
individual. Individual PPA averages as a function of indi-
vidual DLF averages are displayed in a scatter plot in Fig. 1.
A positive correlation of all individuals was found between
the two measures �r=0.23, p=0.035�; however, to report that
PPA and DLF are correlated skills would be an inaccurate
interpretation of the data. Visual inspection of the scatter plot
reveals that the performance of the vocalists is tightly clus-
tered between 1% and 2% for PPA and DLF illustrating
minimal response deviation and thus, no correlation between
the variables for the vocal musicians �r=0.18, p=0.235�. By
comparison, nonmusicians have tremendous performance

variability with no clear relational pattern between PPA and
DLF �r=0.003, p=0.494�. Only instrumental musicians have
a significant positive correlation between PPA and DLF �r
=0.39, p=0.04�.

D. Comparison of PPA and DLF

A comparison of PPA and DLF group means are illus-
trated in Fig. 2. Nonmusicians demonstrated significantly
poorer pitch production ability than auditory discrimination,
t�20�=2.46, p=0.02. On average, vocal pitch matching devi-
ated 7.83% �1.3 semitones� from the targeted harmonic tone
while auditory discrimination between harmonic complexes
averaged 3.19% �0.53 semitone�. In contrast, PPA �1.5%� and
DLF �1.4%� were comparable skills for instrumental musi-
cians, t�20�=0.69, p=0.50. Yet, for vocal musicians, PPA
�1.05%� was superior to DLF �1.3%�, t�19�=3.17, p=0.005,
reflecting an influence of vocal training.

TABLE II. Pitch production group data for nonmusicians, instrumental musicians, and vocal musicians for the
nine vocally produced tones.

Group Tone F0 Diff �Hz� SD relPPA% Semitone

Nonmusician 261.63/C4 19.20 20.97 7.34% 1.22
269.48 /C4+qtr 21.45 22.68 7.96% 1.33
277.32/C4# 16.33 22.58 5.89% 0.98
329.63/E4 25.48 29.80 7.73% 1.29
320.03 /E4−qtr 27.44 32.16 8.57% 1.43
310.97/D4# 25.89 25.79 8.33% 1.39
392.00/G4 32.56 41.88 8.31% 1.38
380.58 /G4−qtr 36.78 37.92 9.66% 1.61
369.81/F4# 24.64 40.53 6.66% 1.11

Means 25.53 31.33 7.83% 1.31

Instrumental 261.63/C4 4.44 5.02 1.70% 0.28
269.48 /C4+qtr 3.47 4.71 1.29% 0.22
277.32/C4# 3.63 5.74 1.31% 0.21
329.63/E4 7.97 14.69 2.42% 0.40
320.03 /E4−qtr 3.11 2.97 0.97% 0.16
310.97/D4# 4.34 5.58 1.40% 0.23
392.00/G4 5.08 6.25 1.30% 0.22
380.58 /G4−qtr 6.64 5.36 1.75% 0.29
369.81/F4# 4.93 5.40 1.33% 0.22

Means 4.85 6.95 1.50% 0.25

Vocal 261.63/C4 3.68 4.33 1.41% 0.24
269.48 /C4+qtr 3.28 2.13 1.22% 0.20
277.32/C4# 2.30 1.76 0.83% 0.14
329.63/E4 2.95 1.74 0.90% 0.15
320.03 /E4−qtr 2.92 2.03 0.91% 0.15
310.97/D4# 2.21 1.32 0.71% 0.12
392.00/G4 3.29 2.20 0.84% 0.14
380.58 /G4−qtr 6.36 3.05 1.67% 0.28
369.81/F4# 3.55 2.28 0.96% 0.16

Means 3.39 2.67 1.05% 0.18

Nonmusician
means

Combined
stimuli 25.53 31.33 7.83% 1.30

Musician
means

Combined
stimuli 4.12 4.81 1.28% 0.22
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E. Influence of instrumental training

1. Vocalists

Since almost half �9 of 19� of the vocal musicians had
also received instrumental training, it was questioned
whether those musicians who received more than one type of
training would perform differently than those who did not
have this additional musical experience. To evaluate for an
influence of instrumental training, the vocal musician group
was split and repeated-measures ANOVAs were completed
for each behavioral measure comparing nonmusicians, in-
strumental musicians, vocal only musicians �VO�, and vocal
musicians with instrumental training �VI�. relDLF% contin-
ued to differ significantly by Group, F�3,58�=3.62, p
=0.02. Post hoc analysis revealed no significant difference
between those singers with instrumental training and those
without �p=0.78�. Each musician group had significantly

smaller DLFs than nonmusicians �instrumentalists, p=0.01;
VO, p=0.03; VI, p=0.02�. Differences between instrumental
musicians and either group of vocal musicians were not sig-
nificant �VO, p=0.91; VI, p=0.81�. relPPA% also continued
to differ significantly by Group, F�3,57�=3.28, p=0.03.
Post hoc measures indicated that PPA was significantly more
accurate for each musician group than nonmusicians �instru-
mentalists, p=0.01; VO, p=0.03; VI, p=0.03�. There was no
significant difference between VI and VO vocalist groups
�p=0.87�, nor were differences significant between instru-
mentalists and either group of vocalists �VO, p=0.98; VI,
p=0.83�.

An influence of instrumental training on the relationship
between DLF and PPA was examined using the Pearson cor-
relation coefficient. Measures of DLF and PPA were signifi-
cantly correlated for those VI �r=−0.867, p=0.001� but not
for those without instrumental instruction �r=0.43, p
=0.105�.

TABLE III. DLF group data for nonmusicians, instrumental musicians, and vocal musicians for each of the
three harmonic tones.

Group Stimulus DLF �Hz� SD relDLF% Semitone

Nonmusician 261.63/C4 9.05 8.80 3.45% 0.58
329.63/E4 11.52 13.79 3.49% 0.59
392.00/G4 10.24 12.29 2.61% 0.44

Means 10.3 11.7 3.19% 0.53

Instrumental 261.63/C4 3.75 1.25 1.43% 0.24
329.63/E4 4.88 2.21 1.48% 0.25
392.00/G4 5.02 0.96 1.28% 0.21

Means 4.5 1.6 1.40% 0.23

Vocal 261.63/C4 3.57 1.03 1.35% 0.23
329.63/E4 4.53 1.84 1.25% 0.21
392.00/G4 5.39 1.80 1.30% 0.22

Means 4.2 1.1 1.30% 0.22

Nonmusician
means

Combined
stimuli 10.3 11.7 3.19% 0.53

Musician
means

Combined
stimuli 4.4 1.4 1.35% 0.23

FIG. 1. Scatter plot of PPA and DLF illustrating individual pitch production
data �relPPA%� as a function of individual discrimination data �relDLF%�
plotted on a logarithmic scale.

FIG. 2. PPA and DLF means across tones for nonmusicians, instrumental
musicians, and vocal musicians. Error bars indicate one standard deviation
from the mean.
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2. String musicians versus wind musicians

Because previous studies have questioned whether audi-
tory perception differences exist between musicians who
play different types of instruments, the instrumental musician
group was divided into those who were trained on wind in-
struments �n=10� and those trained on string instruments
�n=11�. Repeated measures ANOVAs were completed for
each behavioral measure comparing nonmusicians, instru-
mental musicians trained on string instruments �IS�, instru-
mental musicians trained on wind instruments �IW�, and vo-
cal musicians. relDLF% continued to differ significantly by
Group, F�3,58�=3.59, p=0.02. Post hoc analysis revealed
no significant differences between the two groups of instru-
mental musicians �p=0.99�. Each musician group had sig-
nificantly smaller DLFs than nonmusicians �IS, p=0.02; IW,
p=0.03; vocalists, p=0.006�. Differences between vocalists
and either group of instrumental musicians were not signifi-
cant �IS, p=0.96; IW, p=0.98�. relPPA% differed signifi-
cantly by Group, F�3,57�=3.30, p=0.03. Post hoc measures
indicated that PPA was more accurate for all musicians than
nonmusicians �vocalists, p=0.008; IS, p=0.04; IW, p=0.03�.
There was no significant difference between string and wind
musicians �p=0.81� nor between vocalists and either group
of instrumental musicians �IS, p=0.80; IW, p=0.97�.

The Pearson correlation coefficient was used to examine
whether the type of instrument on which a musician was
trained would influence the relationship between auditory
pitch discrimination and PPA. Measures of DLF and PPA
were significantly correlated for wind musicians �r=0.75, p
=0.006� but not for string musicians �r=0.29, p=0.19�.

F. Years of music training and psychoacoustic
variables

On average, the musicians had 10.5 years of music
training ranging from 6 to 19 years. Evidence was lacking to
support any significant correlation between the number of
years of music training and a musician’s frequency discrimi-
nation �DLF, r=0.11, p=0.25� or pitch production accuracy
�PPA, r=−0.07, p=0.33�.

G. Age training initiated and psychoacoustic
variables

The average age at which these musicians began training
was 8.5 years �range=3–15�. There was no evidence to sup-
port significant correlations between the age that music train-
ing was initiated and a musician’s frequency discrimination
�DLF, r=−0.23, p=0.08� or pitch production accuracy �PPA,
r=−0.21, p=0.09�.

IV. DISCUSSION

A relationship between auditory pitch discrimination and
PPA is readily acknowledged; however, the nature of the
relationship is unclear. Instrumentalists have been shown to
have superior auditory discrimination �Kishon-Rabin et al.,
2001� and vocal pitch matching abilities �Amir et al., 2003�;
yet, there is a paucity of investigative research that examines
and describes these behavioral processes in adult vocal mu-

sicians. Recent neurophysiologic findings show differences
between instrumental and vocal musicians in cortical audi-
tory evoked responses �Nikjeh et al., 2008�. Since a vocal
musician’s instrument is endogenous to the body and given
that a vocalist’s professional performance relies on precise
pitch discrimination and laryngeal neuromuscular control, it
was anticipated that measures of pitch perception and pro-
duction would be more accurate for vocal musicians than
instrumental musicians.

As a group, musicians vocally replicated pitches of mu-
sical tones with six times the accuracy of nonmusicians
�relPPA=1.28% compared to 7.83%�. Surprisingly, vocalists
�relPPA=1.05% � and instrumentalists �1.5%� did not sig-
nificantly differ on this task. Both groups vocally replicated
the music tone’s F0 within or below a 0.25 semitone. One
plausible explanation for this lack of distinction between the
two musician groups is the simplicity of the vocal task. The
single pitch imitation task is representative of those used in
previous studies and was designed to also investigate differ-
ences between musicians and nonmusicians. While this task
was simplistic for musicians, it was actually challenging for
some of the nonmusicians. It is likely that a more complex
pitch production task �e.g., sequence of tones, variable pitch
range, or faster stimulus presentation� would delineate differ-
ences between the vocal and instrumental musicians, but
may be impossible for nonmusicians to perform. Neverthe-
less, it is interesting to note that instrumentalists, with no
previous vocal training, were still five times more accurate
than nonmusicians in pitch production. These results repli-
cate and extend the findings of Amir et al. �2003� who used
single pure tones for vocal pitch production. They found that
instrumental musicians with no previous training in voice
had both superior pitch discrimination and vocal pitch pro-
duction abilities compared to nonmusicians. Collectively,
these results suggest that music training, whether for an in-
strument or voice, nurtures a musician’s sensitivity to acous-
tic parameters, such as pitch, rhythm, and timbre, as well as
the proprioceptive memories of pitch production using the
voice. However, the exact nature and time course of the de-
velopment of this relationship remains unclear. In the present
study, there were no significant correlations between psy-
choacoustic measures and years of music training or the age
that training was initiated. That said, music training as a
whole does appear to integrate and strengthen a sensory
perception-motor production relationship for all types of mu-
sicians. This provides evidence to support an interactive re-
lationship between the neural mechanisms connected to the
auditory and laryngeal systems.

Though PPA was similar between vocalists and instru-
mentalists, vocal musicians had minimal response variability
within their group. Nearly every vocalist replicated each
pitch within 0%–3% of the targeted music tone, while re-
sponses of instrumental musicians varied between 0% and
6% �with one individual varying up to 18%�. The precision
and uniformity of the vocalists’ performance reflect their vo-
cal training and imply that intense vocal training has a posi-
tive effect on laryngeal neuromuscular control such that pitch
production is not only precise but consistent. Findings sup-
port the initial premise that vocal musicians may be more
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sensitive to small acoustic changes and minor laryngeal ad-
justments due to the endogenous nature of their instrument
and the neonatal development and kinesthetic integration of
their auditory-vocal feedback loop.

Formally trained musicians demonstrated superior audi-
tory pitch discrimination compared to nonmusicians; DLF
for music tones was 50% smaller �i.e., relDLF=1.35% com-
pared to 3.19%�. Musicians detected pitch changes within
one-quarter semitone difference �0.23� between two funda-
mental frequencies, while nonmusicians required a funda-
mental frequency difference greater than one-half of a semi-
tone �0.53� to discriminate between musical tones. These
results support neurophysiologic findings that musicians
have superior auditory-neural sensory memories for acoustic
parameters �Nikjeh et al., 2008� and are compatible with the
approximate 2:1 ratio in performance between musicians and
nonmusicians found by Kishon-Rabin et al. �2001� and Spie-
gel and Watson �1984�. The relDLF values for musicians
reported by Spiegel and Watson �1984� and Kishon-Rabin
et al. �2001� were smaller than those in this study �e.g., ap-
proximately 1% for instrumental musicians in both studies�.
This difference may be explained by choices of stimuli and
paradigm procedure. Although Spiegel and Watson �1984�
used both pure tones and complex �square wave� sounds,
component frequencies were above 440 Hz and presented in
a 2I/2AFC paradigm that targeted 71% correct performance.
For the 2I/2AFC paradigm, the listener heard two tones and
was asked to indicate whether the tones were the same or
different. Kishon-Rabin et al. �2001� also measured 71% cor-
rect performance but used a 3I/3AFC paradigm and stimuli
consisted of pure tones at 250 Hz, 1 kHz and 2 kHz. For the
3I/3AFC paradigm, listeners heard three tones and were
asked to indicate which tone was different from the other
two. Each of the selected conditions in the present study
�harmonic complexes, low fundamental frequencies, 79%
correct, 3I/3AFC� has been shown to elicit larger DLFs in
the normal population compared to pure-tone stimuli at fre-
quencies between 500 and 2 kHz and a 2I/2AFC paradigm
�Leek, 2001; Moore, 1997; Moore and Peters, 1992�. Conse-
quently, a combination of all three of these conditions is
expected to elicit higher DLFs than the previous studies.
Consistent with these conclusions, Kishon-Rabin et al.
�2001� reported that for all subjects the largest relDLF% oc-
curred for 250 Hz. Examination of their data reveals that if
the DLFs of the three runs for the 250 Hz condition are
averaged together, relDLF% for musicians and nonmusicians
are remarkably similar to those in the present study. Namely,
average relDLF would be 1.42% for musicians and 2.86%
for nonmusicians, compared to 1.35% and 3.19%, respec-
tively, in the present study.

DLF measures did not significantly differ between vocal
�relDLF=1.3% � and instrumental musicians �1.4%�. All mu-
sicians had excellent pitch discrimination with minimal re-
sponse variability �1–2 Hz� reflecting their extensive music
training and similar instruction in aural theory. While DLF
differences were not significant between these two classes of
musicians, this is the first study to show that formally trained
vocal musicians, like instrumental musicians, have superior
pitch discrimination abilities.

Auditory processing skills have been shown to vary
among musicians subsequent to the type of instrument
played, practice strategies, and performance venues. For this
reason, vocal and instrumental musician groups were parsed
into smaller defined groups �vocalists with instrumental
training, vocalists without instrumental training, string in-
strumentalists, and wind instrumentalists�. Neither the type
of instrument played nor the addition of instrumental training
distinguished group measures of DLF or PPA. The relation-
ship between pitch discrimination and production measures
was positively correlated for musicians who played wind in-
struments and negatively correlated for VI. These particular
findings were unexpected and may be accidental since after
dividing the musician groups, the number of participants in
each was 10 or less and the range of performance was very
small. However, our preliminary electrophysiological study
of preattentive cortical auditory evoked responses found that
VI appear to have an auditory-neural advantage over instru-
mental or VO �Nikjeh et al., 2008�. Future investigations
may wish to explore whether training in a combination of
music areas �e.g., voice and instrument, more than one type
of instrument� facilitates further auditory-neural advantages.

The findings of the present study are consistent with a
consensus among music educators and researchers that a de-
gree of auditory pitch discrimination may serve as a prereq-
uisite to PPA �Geringer, 1983; Goetze et al., 1990; Yarbrough
et al., 1991�. Auditory discrimination was almost three times
more accurate than pitch production for those with no music
training. By comparison, pitch discrimination and vocal pro-
duction were equivalent skills for instrumental musicians,
reinforcing a theory that instrumental training facilitates the
integration of the body’s sensory and motor systems. In con-
trast to the other two groups, pitch production was more
accurate than pitch perception for vocal musicians. PPA was
within one-sixth of a semitone �1.05%�, while DLF was ap-
proximately one-quarter of a semitone �1.3%�. This implies
that vocalists internally discriminate between a reference and
a target tone with greater precision than they distinguish be-
tween two externally presented tones. This implication sup-
ports previous findings �DiCarlo, 1994; Kirchner and Wyke,
1965; Mürbe et al., 2002, 2004� that formally trained vocal
musicians develop explicit sensory memory representations
and enhanced laryngeal neuromuscular reflexes secondary to
extensive music training and perhaps due to the endogenous
nature of their instrument. Thus, while PPA and DLF develop
together in musicians, the relationship between PPA and DLF
abilities is complex. For those with no musical training PPA
was poorer than DLF, suggesting that the perception of small
pitch differences is inherently easier than production. For
instrumental musicians, PPA was equal to DLF, indicating
that both perceptual and production skills improved together
for instrumental musicians. For vocal musicians who are spe-
cifically trained for pitch production precision, PPA actually
surpasses DLF.

It follows then that any correlation between pitch pro-
duction precision and auditory discrimination abilities would
differ based on group membership. Similar to the results of
Amir et al. �2003�, a combination of all individual data
yielded a significant positive correlation between PPA and
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DLF �r=0.23, p=0.035�. However, a breakdown of data by
group revealed that nonmusicians had considerable response
variability and no relational pattern between PPA and DLF.
By contrast, vocal musicians had consistent responses and
minimal variability for both conditions reflecting an impact
of music training in auditory perception and vocal control.
Only instrumental musicians and VI had significant correla-
tions between auditory discrimination and PPA, reinforcing
the implication that instrumental music training facilitates a
sensory perception-motor production relationship. This find-
ing has both translational education and therapeutic implica-
tions. Perhaps auditory training techniques used by music
educators may be incorporated into learning strategies for
populations facing sensory perception deficits and motor pro-
duction challenges, including those with hearing impairment,
dyslexia, and/or neurological deficits.

V. CONCLUSIONS

In summary, formally trained musicians, regardless of
specialty training, demonstrated superior auditory pitch dis-
crimination and vocal pitch production for harmonic tone
complexes �simulated piano tones� compared to nonmusi-
cians. Overall, behavioral measures of PPA and DLF were
similar between instrumental and vocal musicians suggesting
that music training nurtures a musician’s sensitivity to acous-
tic parameters, thereby facilitating both auditory perception
and vocal production regardless of musician category or type
of instrument played. PPA was most consistent for vocalists
reflecting the influence of extensive vocal training on laryn-
geal reflexes and sensory-motor memory representations of
pitch. Auditory discrimination and laryngeal pitch control
appear to develop on a continuum. Previous researchers sug-
gested that these skills may be independent abilities between
which a relationship develops with training. Present findings
provide support for the argument that auditory pitch dis-
crimination and PPA may be inherently related systems,
rather than independent abilities, between which a relation-
ship strengthens with music training.

Whether these exceptional abilities reflect an inherent
talent that guides the decision to seek music training, or these
abilities develop from intense training, or a combination of
these factors, is yet unknown. Regardless, findings indicate
that auditory perception and laryngeal control are facilitated
by music training. Perhaps the “link” between these two in-
tricate systems lies within the neural substrates of auditory
sensory memories and laryngeal motor reflexes that underlie
cognitive behavior. At present, the exact nature of this com-
plex relationship continues to remain elusive, but converging
evidence from psychoacoustic and neurophysiologic mea-
sures brings it closer to our grasp.
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Doherty and Lutfi ��1996�. “Spectral weights for overall level discrimination in listeners with
sensorineural hearing loss,” J. Acoust. Soc. Am. 99, 1053–1058� examined the weights assigned to
individual components of a six-tone complex during a sample discrimination task and reported that
hearing-impaired subjects gave the most weight to components in the region of their high-frequency
hearing loss. In contrast, weighting patterns varied for normal-hearing subjects. In the current study,
the same six-tone complex, comprised of the octave frequencies from 0.25 to 8 kHz, was presented
to three subjects with normal hearing in high-pass noise, in low-pass noise, and in quiet at two
overall levels. Consistent with Doherty and Lutfi, subjects assigned more weight to the 4-kHz
component in the high-pass noise condition, but roughly equal weight to all components in the
lower-level quiet condition. Weights in the low-pass noise and higher-level quiet conditions,
however, were similar to those in the high-pass noise condition. A second experiment compared
weights for seven subjects in quiet at four different mean levels. Weights for the highest-frequency
components increased as the overall level of the complexes was increased. These results suggest that
overall level, rather than degree of hearing loss or sensation level, was the primary cause of the
effect that Doherty and Lutfi observed.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3033741�

PACS number�s�: 43.66.Lj, 43.66.Fe �MW� Pages: 339–346

I. INTRODUCTION

An analysis of trial-by-trial responses can be used to
determine the weight subjects assign to individual elements
of complex sounds when they are making decisions �e.g.,
Berg, 1989; Lutfi, 1989, 1995; Richards and Zhu, 1994�. In
some cases, weights are assessed by computing the correla-
tion between the random variations in the level of each fre-
quency component in a complex tone and the subject’s re-
sponses. High magnitude relative weights indicate spectral
components that contribute more to the subject’s decision.
Measures of spectral weights are appealing because they can
provide information about how individual subjects use infor-
mation across multiple frequency regions, including condi-
tions in which components are widely spaced.

Doherty and Lutfi �1996� examined the spectral weights
that normal-hearing and hearing-impaired subjects assign to
the individual frequency components of a multitone complex
during a sample discrimination task. For their sample dis-
crimination task, levels of each component of a six-tone
complex containing the octave frequencies from 0.25 to 8
kHz were randomly drawn from two different distributions
that differed only in the mean level. The subject’s decision
was to identify the sample that was drawn from the distribu-
tion with the higher mean level. Because the difference in the
mean level and the standard deviation of the distributions

were uniform across the six tones, an optimum decision
strategy would weight all tones equally. Considerable indi-
vidual differences were observed in the weighting strategies
of normal-hearing subjects performing the sample discrimi-
nation task. However, the average weight varied little across
components for normal-hearing subjects. In contrast,
hearing-impaired subjects consistently gave the most weight
to frequency components in the region of their high-
frequency hearing loss. Doherty and Lutfi �1996� suggested
that these subjects might have been attempting to compen-
sate for their hearing loss by placing relatively more weight
on frequency components that were in the region of their
hearing loss.

The finding that hearing-impaired subjects place the
greatest weight on frequency components located in the re-
gion of their hearing loss during sample discrimination is
surprising because those components are presented at a rela-
tively lower sensation level �SL�. Mounting evidence sug-
gests that the relative level of individual components plays
an important role in determining weights �e.g., Berg, 1990;
Lutfi and Jesteadt, 2006�. For example, Lutfi and Jesteadt
�2006� recently demonstrated that the highest-level compo-
nents in a multitone sequence are typically assigned the
greatest weight, even when the lower-level tones contain
more information. There is some indication, however, that
patterns of spectral weight are independent of SL. Alexander
and Lutfi �2004� measured perceptual weights from normal-
hearing and hearing-impaired subjects in an informational
masking task and found that, while SL influenced informa-
tional masking, weights were not related to SL.

a�
Portions of these results were presented at the 29th MidWinter Meeting of
the Association for Research in Otoloaryngology in Baltimore, MD in Feb-
ruary 2006.

b�Present address: Department of Allied Health Sciences, University of
North Carolina School of Medicine, Chapel Hill, NC 27599. Electronic
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In the current study, the first experiment examined the
relation between level and spectral weight by measuring
weights from normal-hearing subjects in quiet, in the pres-
ence of high-pass noise, and in the presence of low-pass
noise. Subjects were also tested in quiet at the more intense
levels used in the noise conditions. The second experiment
examined the relation between overall level and weights in
greater detail and without noise by comparing the pattern of
weights for sample discrimination in quiet at four different
mean levels.

II. EXPERIMENT 1: RELATION BETWEEN AUDIBILITY
AND SPECTRAL WEIGHTS IN SUBJECTS WITH
NORMAL HEARING

The goal of the first experiment was to compare the
pattern of weights for sample discrimination of a six-tone
complex in normal-hearing subjects across four different
conditions. Two quiet conditions replicated the stimuli and
conditions used by Doherty and Lutfi �1996� to test normal-
hearing and hearing-impaired subjects. Two additional con-
ditions manipulated the audibility of individual components
by introducing masking noise to approximate either a sloping
high-frequency or a reverse-sloping low-frequency hearing
loss.

A. Method

1. Subjects

Three subjects participated in experiment 1. Their ages
ranged from 19 to 33 years. All subjects had normal-hearing
sensitivity, with thresholds for 200-ms tones in quiet of 20
dB SPL or better at 0.5, 1, 2, and 4 kHz in both ears, when
measured using a two-interval, forced-choice �2IFC� adap-
tive procedure. Subjects were paid for their participation.

2. Stimuli and conditions

The stimuli were tones or multitone complexes pre-
sented for 300 ms, including 10-ms cos2 onset/offset ramps.
Following Doherty and Lutfi �1996�, the complexes con-
sisted of the six octave frequencies from 0.25 to 8 kHz. On
each trial, the levels of the individual frequency components
were selected independently and at random from a normal
distribution with a standard deviation of 5 dB around one of
two mean values. The multitone complex drawn from the
distribution with the higher mean level is referred to as the
signal. The complex drawn from the distribution with the
lower mean level is referred to as the nonsignal.

Stimuli were digitally generated at a 50-kHz sampling
rate using an array processor �TDT AP2� and were played
through 16-bit digital-to-analog converters �TDT DD1�. The
stimuli were then low-pass filtered at 20 kHz �TDT FT6� and
attenuated �TDT PA4�. The output of the attenuator was fed
to a headphone buffer �TDT HB6�, then to a remote passive
attenuator in the sound-treated room, and finally to the left
ear of the subject through a Sennheiser HD 250 Linear II
headphone.

The four conditions are summarized in Table I. Compo-
nents for the signal and nonsignal complexes in the quiet
65/62.5 condition were drawn from Gaussian distributions

with mean levels of 65 and 62.5 dB SPL, respectively, and
standard deviations of 5 dB. The level of the increment used
in this condition follows the level used by Doherty and Lutfi
�1996� to determine spectral weights in their normal-hearing
subjects and was expected to result in performance close to
d�=1.0 for normal-hearing listeners. In the quiet 80/75 con-
dition, the mean levels of each component for the signal and
nonsignal complexes were 80 and 75 dB SPL, respectively.
This condition was included to correspond to the levels of
components used by Doherty and Lutfi �1996� to test
hearing-impaired subjects because it resulted in a perfor-
mance close to d�=1.0 for those subjects. In the high-
frequency noise and low-frequency noise conditions, weights
were measured in the presence of noise designed to simulate
a high-frequency sloping and a low-frequency reverse-
sloping hearing loss, respectively. The filtered noises were
generated digitally prior to testing at a sampling rate of 50
kHz �MATLAB, Mathworks�. The high-frequency noise was
high-pass filtered with a 3-dB down cut-off frequency of
2500 Hz �6 dB/octave�. The low-frequency noise was low-
pass filtered with a 3-dB down cut-off frequency of 750 Hz
�8 dB/octave�. The mean rms level of each noise was 65 dB
SPL. The spectrum level of the high-frequency noise was
therefore 23 dB SPL while the spectrum level of the low-
frequency noise was 36 dB SPL. Consistent with the quiet
80/75 condition and with the levels used by Doherty and
Lutfi �1996�, the mean levels of each component for the sig-
nal and nonsignal complexes were 80 and 75 dB SPL, re-
spectively. Because the noise was more than 30 dB lower
than the lowest level of any of the tonal components, vari-
ability in the noise did not contribute to variability in the
level of individual tones.

3. Threshold procedure

Prior to the measurement of perceptual weights, the au-
dibility of individual components was determined for each of
the six components in the complex �octave frequencies from
0.25 to 8 kHz� alone in quiet and in the presence of the
high-frequency and low-frequency noise. Thresholds were
estimated using a 2IFC adaptive procedure that estimated
71% on the psychometric function �Levitt, 1971�. The start-
ing level of the adaptive track was 30 dB SPL for tones
presented in quiet and 60 dB SPL for tones presented in
either the high-frequency or low-frequency noise. The initial
step size was 4 dB, followed by a step size of 2 dB after the
fourth reversal. Each trial consisted of a 300-ms warning
interval and two 300-ms observation intervals. The inter-
stimulus interval was 500 ms. A 300-ms feedback interval
followed the two observation intervals, visually indicating
the interval that contained the signal. Thresholds for each

TABLE I. Summary of conditions for experiment 1.

Conditions Masker Mean signal/nonsignal level �dB SPL�

Quiet 65/62.5 None 65/62.5
Quiet 80/75 None 80/75
High-freq noise High-pass noise 80/75
Low-freq noise Low-pass noise 80/75
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50-trial block were computed by calculating the average of
all reversals points for the 2-dB step size. Two threshold
estimates were completed for each of the six components for
each of the four conditions.

Subjects were tested as a group. Each subject was tested
in a separate section of a double-walled Industrial Acoustics
sound-treated room that had single walls between sections.
The group was run in 2-h sessions, including regular breaks.

4. Sample discrimination procedure

Weights were measured for each condition using a 2IFC
procedure. The signal and nonsignal complexes were pre-
sented in random order on each trial. Subjects were in-
structed to indicate the interval that contained the complex
drawn from the more intense distribution. The warning, ob-
servation, interstimulus, and feedback intervals were identi-
cal to those used for the threshold procedure. Response feed-
back was provided and indicated the interval that contained
the signal complex. Test order across the four conditions was
identical for all three subjects: quiet 65/62.5, high-frequency
noise, low-frequency noise, and quiet 80/75. Subjects com-
pleted ten consecutive blocks of 100 trials for each condition
�1000 total trials�.

B. Results

Figure 1 presents mean thresholds as a function of com-
ponent frequency, with data shown in separate panels for
each tone presented in quiet, in the presence of the high-pass
noise, and in the presence of the low-pass noise. Error bars
are �1 SD of the mean threshold across subjects. As ex-
pected, the presence of the high-pass noise increased thresh-
olds for frequency components at and above 2 kHz. The
presence of the low-pass noise increased threshold for fre-
quency components at and below 1 kHz. Note that the pat-
terns of thresholds observed in the presence of the high-
frequency and low-frequency noise are consistent with
thresholds for subjects with sloping high-frequency and
reverse-sloping low-frequency hearing loss, respectively.

Following Lutfi �1995�, spectral weights were estimated
for the sample discrimination task from the following linear
regression model:

D = �wixi + C ,

where D is the subject’s response, xi is the difference in the
level of the ith component across the two intervals, wi is the
weight applied to the ith component, and C is a constant. The
regression coefficients or “beta” weights were then normal-
ized so that the sum of the absolute weights was equal to 1.1

The normalized weights for individual components were
averaged across subjects and are shown in Fig. 2, plotted as
a function of component frequency. Error bars represent
�1 SD of the mean weight across subjects. Data for each
condition are provided in separate panels. Consistent with
Doherty and Lutfi �1996�, the average weighting functions
indicated that each component in the complex was assigned
approximately equal weight in the quiet 65/62.5 condition,
but subjects assigned more weight to the 4-kHz component
in the high-frequency noise condition. Of particular interest
to the current study, weights in the quiet 80/75 and low-
frequency noise conditions resembled those obtained in the
high-frequency noise condition. That is, subjects tended to

FIG. 1. Mean thresholds for the individual components of the six-tone complex plotted as a function of condition. Error bars are �1 SD of the mean threshold
across subjects.

FIG. 2. Mean normalized weights for the individual components of the
six-tone complex plotted as a function of condition. Error bars are �1 SD
of the mean weight across subjects.
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place the most weight on the high-frequency components
when the overall level of the complexes was high, regardless
of the SL of individual components.

A repeated-measures analysis of variance �ANOVA� per-
formed on the normalized weights yielded results consistent
with the pattern observed in Fig. 2. No significant main ef-
fect of condition was observed �F�3,6�=0.9; p=0.5�. The
main effect of component frequency was significant
�F�5,10�=3.9; p�0.05�, indicating weights differed across
frequency. The component frequency�condition interaction
was not significant �F�15,30�=1.5; p=0.2�.

Individual differences in weight were evident for each of
the four conditions. Figure 3 shows the normalized weights
for individual subjects. Data for each condition are provided
in separate panels. For the quiet 65/62.5 condition, differ-
ences in weighting functions were observed across the three
subjects. S1 gave the most weight to the 2-kHz component,
S2 gave the most weight to the 4- and 8-kHz components,
and S3 gave approximately equal weight across all compo-
nents, except for the 2-kHz component, which was assigned
relatively less weight. Consistent with the mean weights,
however, subjects tended to assign the greatest weight to the
4-kHz component in the high-frequency noise, low-
frequency noise, and quiet 80/75 conditions.

To examine differences in performance across the four
conditions, estimates of the observed sensitivity �dobs� � were
computed for each subject from the trial-by-trial data. Aver-
age estimates of dobs� for each condition are shown in Table

II. For the condition with the lowest overall level and the
smallest level increment �quiet 65/62.5�, dobs� was 0.74. In
contrast, dobs� was consistently higher for three conditions
with the higher overall level and larger level increment.

Following Berg �1990�, estimates of efficiency were also
computed for each condition. Overall performance efficiency
��obs� provides an indication of performance relative to ideal
performance and was determined by computing �obs

= �dobs� /dideal� �2. Weighting efficiency ��wgt� provides an esti-
mate of the loss in efficiency that results from using nonop-
timal weights and was determined by computing �wgt

= �dwgt� /dideal� �2. Finally, noise efficiency ��noise� provides an
estimate of the loss in efficiency from other factors such as
internal noise. Noise efficiency was determined by comput-
ing �noise= �dobs� /dwgt� �2. Average estimates of the three mea-
sures of weighting efficiency for each condition are shown in
Table II. Overall performance efficiency ��obs� is uniform
across conditions, making it clear that the low value of dobs�
in the quiet 65/62.5 condition was a result of the smaller
mean difference. The estimate of weighting efficiency ��wgt�
appears higher in the quiet 65/62.5 condition than in the
other conditions, as would be expected from the more uni-
form weights for that condition observed in Figs. 2 and 3. A
repeated-measures ANOVA with two within-subjects factors
�condition and component frequency� was performed on the
estimates of weighting efficiency. This analysis revealed no
significant main effect of condition �F�3,6�=2.9; p=0.13�,
however, even though there was a significant interaction of
component frequency and condition in the individual
weights.

C. Discussion

The purpose of experiment 1 was to examine the relation
between audibility and weight by measuring weights from
normal-hearing subjects in quiet, in the presence of high-pass
noise, and in the presence of low-pass noise. The six com-
ponents were not at equal SL even in the quiet conditions,
but there was no relation between either the mean threshold
�Fig. 1� or individual subject’s thresholds and the weight
assigned to individual components in the quiet 65/62.5 con-
dition. Consistent with weighting functions for subjects with
high-frequency hearing loss �Doherty and Lutfi, 1996�,
normal-hearing subjects tended to place the most weight on
the highest-frequency components when the audibility of
high-frequency, high-level components was reduced via
high-frequency noise. When the audibility of low-frequency,
high-level components was reduced via low-frequency noise
or when the complexes were presented in quiet at the higher
overall levels used by Doherty and Lutfi �1996� to test

FIG. 3. Weights for the individual components of the six-tone complex are
shown for each subject. Weights for each condition are plotted in separate
panels.

TABLE II. Mean sensitivity �d�� and efficiency ��� estimates for experiment 1. For each mean estimate,
�1 SD is also provided.

dobs� dwgt� dideal� �obs �wgt �noise

Quiet 65/62.5 0.74�0.25 1.14�0.07 1.22 0.39�0.27 0.86�0.10 0.45�0.27
Quiet 80/75 1.45�0.24 2.19�0.09 2.45 0.35�0.11 0.80�0.07 0.44�0.13
High-freq noise 1.50�0.40 2.13�0.13 2.45 0.39�0.21 0.76�0.09 0.51�0.30
Low-freq noise 1.26�0.33 2.06�0.23 2.45 0.28�0.15 0.71�0.14 0.41�0.38
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hearing-impaired subjects, however, subjects continued to
assign greatest weight to the highest-frequency components.
These results demonstrate a relation between overall level
and spectral weighting patterns in sample discrimination, at
least in normal-hearing subjects.

Although Doherty and Lutfi �1996� did not obtain
weights for normal-hearing subjects at the same higher over-
all levels used to test their hearing-impaired subjects, Korte-
kaas et al. �2003� reported that normal-hearing subjects as-
signed the greatest weight to higher-frequency components
with increasing level for a level discrimination task. In addi-
tion, Lentz �2007� recently demonstrated that weights for
spectral-shape discrimination for some subjects were also in-
fluenced by the overall level of the stimulus. Both studies
will be discussed in greater detail below.

These findings suggest that overall level, rather than SL
of the tones or compensation for hearing loss, was the pri-
mary cause of the effect that Doherty and Lutfi �1996� ob-
served for hearing-impaired subjects. However, interpreta-
tion of these results is complicated by the difference in the
level of the average increment for the quiet 65/62.5 condition
�2.5 dB� compared to the average increment for the three
conditions presented at a higher overall level �5 dB�, by the
use of noise in some conditions and not others, and by the
lack of a significant difference in weighting efficiency ��wgt�
across conditions.

III. EXPERIMENT 2: RELATION BETWEEN OVERALL
LEVEL AND SPECTRAL WEIGHTS

In experiment 1, subjects tended to place the most
weight on the highest-frequency components when the com-
plexes were presented in quiet at the higher overall levels
used by Doherty and Lutfi �1996� to test hearing-impaired
subjects. This pattern of weights was observed in quiet or
when audibility of components was reduced via high-
frequency or low-frequency noise. These results indicate a
relation between overall level and spectral weighting patterns
in sample discrimination when the samples differ in inten-
sity. However, the level of increment between the signal and
nonsignal complexes was smaller for less intense quiet 65/
62.5 condition compared to the other three conditions. The
difference in signal strength, along with the corresponding
difference in sensitivity �dobs� �, complicates the interpretation
of differences in weighting patterns across conditions. The

goal of the second experiment was to determine the effect of
overall level on perceptual weights in more detail by com-
paring the pattern of weights for sample discrimination of the
six-tone complex in quiet at four different mean levels. The
same level increment was used across the four conditions.

A. Method

1. Subjects

Seven additional subjects participated in all conditions.
All subjects �19–33 years� had normal-hearing sensitivity,
with thresholds for 200 ms tones in quiet of 20 dB SPL or
better at 0.5, 1, 2, and 4 kHz in both ears, when measured
using a 2IFC adaptive procedure. Subjects were paid for
their participation. Subjects were tested in three groups, with
the groups run as described in experiment 1.

2. Stimuli, Procedure, and Conditions

All aspects of the stimuli and procedure used in experi-
ment 2 were the same as in experiment 1. Subjects were
tested in each of the four conditions. The quiet 80/75 condi-
tion was identical to the quiet 80/75 condition described in
experiment 1. The mean levels of each component for the
signal and nonsignal complexes were 80 and 75 dB SPL,
respectively. In the quiet 70/65, quiet 60/55, and quiet 50/45
conditions, the mean levels of each component for the signal
and nonsignal complexes were 70 and 65, 60 and 55, and 50
and 45 dB, respectively. Subjects completed ten blocks of
100 trials for each condition. Four subjects were tested in the
following order: quiet 50/45, quiet 60/55, quiet 70/65, and
quiet 80/75. The remaining three subjects were tested in the
reverse order. Subjects completed ten consecutive blocks of
100 trials, resulting in 1000 trials for each condition, prior to
testing for the next condition.

B. Results

As described in experiment 1, regression coefficients
were normalized so that the sum of the absolute weights was
equal to 1. Mean normalized weights for individual compo-
nents across the seven subjects are shown in Fig. 4, plotted
as a function of component frequency. Error bars represent
�1 SD of the mean weight across subjects. Data for each
condition are plotted in separate panels. For the quiet 50/45
condition, mean weights varied little across components. The

FIG. 4. Mean weights for the individual components of the six-tone complex are shown across subjects. Weights for each condition are plotted in separate
panels. Error bars are �1 SD of the mean weight across subjects.
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pattern of weights changed, however, as the mean level of
the complexes was increased. For the quiet 60/55, quiet 70/
65, and quiet 80/75 conditions, more weight was assigned to
the two highest components �4 and 8 kHz�.

A repeated-measures ANOVA with two within-subjects
factors �component frequency and mean level� was per-
formed on the normalized weights. The analysis was consis-
tent with the trends observed in Fig. 4. No significant main
effect of component frequency �F�5,30�=2.2; p=0.10� or
mean level �F�3,18�=0.7; p=0.5� was observed. However,
the component frequency�mean level interaction was sig-
nificant �F�15,90�=8.4; p�0.001�. The interaction suggests
a difference in the pattern of weights with changes in the
mean level.

As shown in Table III, systematic changes in dobs� were
not observed across conditions. However, a one-way
repeated-measures ANOVA found that subjects’ estimates of
weighting efficiency ��wgt� were significantly different as the
mean level changed �F�3,18�=4.6; p=0.01�, consistent with
the component frequency�mean level interaction in the
weights. No systematic differences in noise efficiency
��noise� were observed with changes in the mean level.

C. Discussion

The purpose of experiment 2 was to examine the relation
between overall level and spectral weight without differences
in the overall difficulty of the task or possible effects of
noise. The pattern of weights changed with the overall level,
with more weight assigned to the highest two components �4
and 8 kHz� as the mean level of the complexes was in-
creased. Consistent with experiment 1, there does not appear
to be a relation between weights and SL per se. Considered
together, the results of experiments 1 and 2 suggest that the
overall level, not the SL or degree of hearing loss, may have
been the primary cause of the effect that Doherty and Lutfi
�1996� observed.

It is not clear why more weight was given to high-
frequency components with increasing level. Perceptual
weights reported by Kortekaas et al. �2003� are consistent
with the idea that subjects assign greater weight to higher-
frequency components of a complex as the overall level of
the complex is increased. Kortekaas et al. �2003� varied the
range of their stimuli by varying the number of components
from 3 to 24 while holding the midpoint constant at 1.6 kHz
and component spacing constant at 1 Bark per component.
They found that subjects continued to assign more weight to
the highest-frequency components at higher levels, regard-
less of the absolute frequencies involved. This result is clear-
est in their Fig. 3, which shows perceptual weights for seven-

component intensity discrimination obtained with a
procedure similar to that used in the current study, but with a
narrower frequency spacing. In addition, Kortekaas et al.
�2003� examined whether the changing pattern of weights
reflected increased spread of excitation with increasing level
by introducing flanking bands of noise expected to reduce
spread of excitation. The pattern of weights did not change
with the flanking noise.

Lentz and Leek �2003� compared spectral-shape dis-
crimination in hearing-impaired and normal-hearing subjects
using six tones spanning the range from 0.2 to 3 kHz with
equal spacing in log frequency. For standard stimuli, the
tones were uniform in level, but both equal-SPL and
equal-SL conditions were included in the study. The com-
parison or signal stimuli consisted of the same six tones, but
with an average level difference between the lowest three
and the highest three. In the conditions of most interest to the
current study, Lentz and Leek �2003� varied each tone
around its mean level with a standard deviation of 1.5 dB
and a total range of �4.5 dB. Subjects with normal hearing
tended to put more than optimum weight on the middle two
components, while those with hearing impairment tended to
assign more weight to the highest and lowest tones. This
result was most apparent when the spectral shape of the six-
tone complex was shifted to produce a higher level for the
three lowest-frequency tones relative to the three highest-
frequency tones. Overall performance and weighting effi-
ciency were comparable for the two groups of subjects. In a
subsequent study, Lentz �2007� evaluated the effect of level
in a similar spectral-shape discrimination task in subjects
with normal hearing, using six tones spanning the range from
0.7 to 4 kHz. In the standard stimulus, the average level of
the six tones was 35, 50, or 85 dB SPL. The subjects placed
greater weight on the higher-frequency components and this
effect increased with overall stimulus level while weighting
efficiency decreased with level.

Both Kortekaas et al. �2003� and Lentz �2007� consid-
ered whether peripheral interactions at the level of the basilar
membrane could account for the increased weight assigned
to higher-frequency components at higher levels. Kortekaas
et al. �2003� noted that the lowest and highest components
would be expected to receive more weight based on spread
of excitation, but rejected that account because only the
highest-frequency components received more weight in their
study. In addition, the use of flanking noise bands to restrict
spread of excitation had no effect in most cases. Thus, Ko-
rtekaas et al. �2003� attributed the increased weight assigned
to higher frequencies to an edge effect due to lack of sup-
pression of the highest-frequency components. In contrast,

TABLE III. Mean sensitivity �d�� and efficiency ��� estimates for experiment 2. For each mean estimate,
�1 SD is also provided.

dobs� dwgt� dideal� �obs �wgt �noise

Quiet 50/45 1.70�0.21 2.30�0.08 2.45 0.49�0.11 0.88�0.06 0.55�0.11
Quiet 60/55 1.46�0.16 2.32�0.14 2.45 0.36�0.08 0.90�0.10 0.40�0.08
Quiet 70/65 1.75�0.22 2.28�0.12 2.45 0.52�0.12 0.87�0.09 0.61�0.19
Quiet 80/75 1.66�0.28 2.05�0.26 2.45 0.48�0.14 0.71�0.17 0.66�0.13
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Lentz �2007� concluded that the increased weight assigned to
higher frequencies at higher levels could be accounted for by
upward spread of excitation. Using output from a level-
dependent filter bank model �Glasberg and Moore, 1990�,
Lentz �2007� estimated the level of excitation at the output of
each of 22 filters for standard and signal stimuli on a trial-
by-trial basis. She then computed the correlation between the
difference in excitation at each filter output and each sub-
ject’s responses to determine a weighting function based on
the excitation pattern rather than on the physical level of the
stimuli. An excitation pattern at each overall level �i.e., 35,
50, and 85 dB SPL per component� averaged across five
individual signal levels was also computed. Lentz �2007�
found that weights based on the correlation between sub-
jects’ responses and the excitation patterns were in good
agreement with weights based on correlations between sub-
jects’ responses and the physical stimuli. This analysis dem-
onstrated that the change in the excitation patterns between
standard and signal stimuli at filter frequencies above the
highest of the six components increased with stimulus level,
while the change in excitation at frequencies below the low-
est of the six components remained constant or decreased
with level.

As part of an earlier study related to the current experi-
mental conditions �Leibold et al., 2007�, two approaches
were used to test the hypothesis that spectral weights could
be determined by the contributions of individual components
of a five-tone complex to overall loudness as predicted by
the loudness model proposed by Moore et al. �1997�. The
analyses used by Leibold et al. �2007� were similar in some
respects to those used by Lentz �2007� in that loudness esti-
mates generated by the model were based on excitation pat-
terns generated by a level-dependent filter bank. In the first
analysis performed by Leibold et al. �2007�, the predicted
loudness of the two stimuli presented on every trial was
computed and the model “voted” for the louder stimulus. The
correlation of those votes with the level of each of the five
tones was computed to determine the perceptual weights pre-
dicted by the loudness model. Note that the approach taken
by Leibold et al. �2007� differs from the one taken by Lentz
�2007� who computed the correlation between the filter bank
output and subjects’ responses. In a second analysis, Leibold
et al. �2007� varied the level of each tone individually, hold-
ing the other tones constant at the mean level. The relative
change in estimated loudness resulting from varying each
tone was used as a measure of the spectral weight that should
be assigned to that tone by the loudness model. The two
approaches used by Leibold et al. �2007� provided compa-
rable results, but only the correlational analysis was reported
because it yielded a direct estimate of spectral weights and
provided a more rigorous test of the loudness model.

Because Leibold et al. �2007� were concerned with the
relation between component spacing and loudness, compo-
nent spacing was varied in both analyses, but overall level
was held constant at 60 dB SPL �53 dB per component�. As
shown in Fig. 2 of Leibold et al., 2007 the correlational
analysis predicts a greater contribution from tones at the
edge of the pattern for all but the widest bandwidth. The
frequency ratio between adjacent components in that condi-

tion was 1.59. For the next widest bandwidth, the ratio was
1.26. The loudness model could not predict results for the
widest bandwidth where there was little or no predicted pe-
ripheral interaction between adjacent components. In the pat-
terns used by Kortekaas et al. �2003�, the spacing was at
intervals of 1 Bark, but the approximate ratio between adja-
cent components was 1.16, well within the range where a
peripheral effect would be predicted. For the patterns used by
Lentz �2007�, the ratio between adjacent components was
1.42, near the upper limit of the range where peripheral in-
teraction is observed in the loudness model. In the current
study, the ratio was 2.0.

In the current study, the relative contribution of each
component to the overall loudness of the six-tone complex
was estimated in experiment 2 for levels ranging from 50 to
80 dB SPL using the second analysis performed by Leibold
et al. �2007� and described above. The results of this analysis
suggested relatively flat functions that did not vary with
level. A similar analysis of the stimuli used by Lentz �2007�
showed a greater contribution to overall loudness by the
highest-frequency component and an increase in this effect at
higher levels. This effect was not observed, however, if the
component spacing was increased to the octave spacing used
by Doherty and Lutfi �1996� and the current study. The cur-
rent results suggest that the increased spectral weight as-
signed to the highest-frequency components cannot be ac-
counted for using a peripheral model, when the component
spacing is broad. It is assumed that the increase reflects a
central process. It would be parsimonious to assume that the
same central effect is responsible for the effects observed by
Lentz �2007� and by Kortekaas et al. �2003�, but peripheral
interactions cannot be ruled out for the more closely spaced
frequencies used in those studies.

A similar increase in the perceptual weight assigned to
higher-frequency information with increasing level has been
reported in at least one measure of speech perception. Calan-
druccio and Doherty �2007� recently examined spectral
weighting strategies for normal-hearing and hearing-
impaired subjects performing a sentence recognition task.
Consistent with the results of Doherty and Lutfi �1996� for
nonspeech stimuli, hearing-impaired subjects tended to place
the most weight on higher-frequency speech information. Of
particular interest to the current study, normal-hearing sub-
jects also tended to weight the higher-frequency sentence
information the most, but only when sentences were pre-
sented at the same high overall presentation level used for
hearing-impaired subjects.

IV. SUMMARY AND CONCLUSIONS

Normal-hearing subjects tended to place the most weight
on the highest-frequency components of a multitone complex
during a sample discrimination task when the audibility of
the high-frequency components was reduced via high-
frequency noise. This result is consistent with the pattern of
weights observed for hearing-impaired subjects by Doherty
and Lutfi �1996�.

Subjects also assigned more weight to the highest-
frequency components of a multitone complex when the au-

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Leibold et al.: Spectral weights 345



dibility of low-frequency components was reduced via low-
frequency noise and when the complexes were presented in
quiet at the higher overall levels used by Doherty and Lutfi
�1996� for their hearing-impaired subjects.

For sample discrimination of the complexes in quiet, no
relation between SL and perceptual weight was observed.
However, weights for the highest-frequency components in-
creased as the overall level of the complexes was increased.

Existing models of peripheral excitation cannot account
for the increased weight assigned to the highest-frequency
components at high levels for the widely spaced components
used in the present study and by Doherty and Lutfi �1996�.
The effect is therefore assumed to reflect central auditory
processes.
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Functional magnetic resonance imaging �fMRI� is one of the principal neuroimaging techniques for
studying human audition, but it generates an intense background sound which hinders listening
performance and confounds measures of the auditory response. This paper reports the perceptual
effects of an active noise control �ANC� system that operates in the electromagnetically hostile and
physically compact neuroimaging environment to provide significant noise reduction, without
interfering with image quality. Cancellation was first evaluated at 600 Hz, corresponding to the
dominant peak in the power spectrum of the background sound and at which cancellation is
maximally effective. Microphone measurements at the ear demonstrated 35 dB of acoustic
attenuation �from 93 to 58 dB sound pressure level �SPL��, while masked detection thresholds
improved by 20 dB �from 74 to 54 dB SPL�. Considerable perceptual benefits were also obtained
across other frequencies, including those corresponding to dips in the spectrum of the background
sound. Cancellation also improved the statistical detection of sound-related cortical activation,
especially for sounds presented at low intensities. These results confirm that ANC offers substantial
benefits for fMRI research. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3021437�

PACS number�s�: 43.66.Lj, 43.66.Vt, 43.50.Ki �BCM� Pages: 347–359

I. INTRODUCTION

In recent years functional magnetic resonance imaging
�fMRI� has become a popular technique for noninvasive
measurements of central auditory function in humans �e.g.,
Hall et al., 2003; Hall, 2006; Johnsrude et al., 2002�. Its use,
however, is complicated by the problem that the particular
magnetic resonance �MR� pulse sequence—echo-planar im-
aging �EPI�—used to acquire the images of functional brain
activity also generates an intense acoustic noise1. This noise
results from the switching of currents in the gradient coil of
the MR scanner. Because this occurs in a large static mag-
netic field, it effectively turns the MR scanner into a giant

loudspeaker. The noise level typically exceeds 100 dB SPL
at the position of a listener �Foster et al., 2000; More et al.,
2006; Ravicz et al., 2000�. To protect listeners against the
damaging noise exposure during scanning, passive noise re-
duction is routinely achieved by ensuring that listeners wear
earplugs and/or circumaural ear defenders �Ravicz and
Melcher, 2001�. When these methods are used together, a
considerable amount of attenuation can be achieved. For ex-
ample, the ear defenders used in the present set of experi-
ments provide 25 dB of attenuation at 600 Hz rising to
40 dB at 4 kHz. However, passive attenuation alone is still
insufficient for acceptably quiet conditions, and even with it,
the distracting, loud, repetitive noise is known to elevate
feelings of anxiety, emotional distress �Quirk et al., 1989�
and claustrophobia �Granet and Gelber, 1990�. It has also
been shown to interfere with perceptual judgements �e.g.,
Boyle et al., 2006�. Of particular concern for fMRI studies of
sound processing is the masking produced by the back-
ground noise of stimuli presented to the listener through
headphones and its interference with the measures of
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stimulus-related brain activation �Elliott et al., 1999; Shah
et al., 1999�. Moreover, EPI noise itself produces measurable
brain responses not only within the primary auditory cortex
�Bandettini et al., 1998�, but also within surrounding nonpri-
mary auditory regions �Hall et al., 2000; Ulmer et al., 1998�.
It is therefore preferable to reduce the noise level by other
means.

Three different approaches to noise reduction have been
reported. One is to reduce the noise at source, but since the
source of the sound—the gradient coil switching—is an es-
sential part of the scanning process, the technical challenges
in reducing the induced mechanical vibrations of the scanner
are considerable. A second approach has been to develop
scanning protocols that minimize the instantaneous level or
the total dosage of the background noise, but these either
require specialized pulse programming �Hennel et al., 1999;
Schwarzbauer et al., 2006� or dramatically increase the scan-
ning time required to obtain the same number of brain im-
ages �Hall et al., 1999�; for a review, see Amaro et al.
�2002�. A third approach is to acoustically reduce the level of
the sound using the technique of active noise control �ANC�.
This technique is examined here.

The spectral characteristics of the EPI noise are mainly a
function of the “readout” gradient pulses of the chosen MR
pulse sequence and comprise a series of harmonically related
peaks together with a background of broadband noise. The
intensity of the peaks is primarily attributable to the features
of the gradient-coil assembly and so can differ across manu-
facturers and models �More et al., 2006�. The peak level of
the EPI noise produced by the MR scanner that was used in
the current series of experiments is 99 dB SPL measured at
the center of the bore. The dark line in Fig. 1 illustrates the
spectrum of this noise. It has a peak at 600 Hz with two
other prominent peaks, 5–10 dB lower in level, at 150 and
300 Hz. The harmonic structure of the noise, and its spectral

invariance, make it an ideal candidate for active cancellation.
Moreover, the noise repeats at an exact period determined by
the EPI pulse sequence. In the example shown in Fig. 1 �see
inset�, there is a rapid succession of 18 “pings,” correspond-
ing to a series of 18 consecutive slices acquired through the
brain. The repeating period is 64 ms and the whole noise
period lasts approximately 1.15 s. This temporal predictabil-
ity is also critical to the success of ANC.

One ANC approach is to acoustically control the gradi-
ent coils themselves, a method which has been shown to
greatly reduce the noise generated at the source within the
coil structure �Chapman et al., 2003�. However, so far this
method amounts only to a technical demonstration and it has
not been incorporated into commercial MR systems. The
second approach that we have taken has been to design an
active acoustically controlled headset. This method uses a
cancellation signal to add destructively with the noise at the
listener’s ear. It has been shown to greatly reduce the noise at
the eardrum of the listener and poses no restrictions on the
MR scanning hardware �Chambers et al., 2001, 2007�. Pre-
viously, we have reported the technical specification of a
two-channel sound system for the active control of EPI noise
that worked in conjunction with passive attenuation �using
circumaural ear defenders� �Chambers et al., 2001� and sub-
sequent modifications to optimize the performance of this
system �Chambers et al., 2007�. This prototype system was
originally evaluated in the laboratory using a plastic-and-
wood replica of a scanner in which recordings of EPI noise
were presented over loudspeakers. For both recorded ex-
amples of noise and for simulated scanner sounds with domi-
nant frequencies from 500 Hz to 3 kHz, the ANC system re-
duced the levels of the peak components by about 40 dB,
when measured with a microphone placed underneath the
circumaural ear defenders. The perceptual benefits of noise
reduction were ascertained by making loudness matches be-
tween cancelled and noncancelled targets that were created
from recordings of EPI noise that had been filtered to remove
energy at the frequencies remote from the fundamental �here
the dominant components were 600 and 1900 Hz�. In con-
trast to the acoustic cancellation, perceptual cancellation
reached, at most, only 13 dB. We proposed that the differ-
ence between acoustic and perceptual measures of noise re-
duction was likely to be due to the rise of the bone conduc-
tion route as the primary path of sound to the cochlea when
attenuation of the airborne sound had reached its limit. Ac-
cordingly, Chambers et al. �2001� predicted that ANC should
be most effective when the most intense component of the
EPI noise occurs at low frequencies ��1000 Hz�, where the
difference between bone and air conduction is greatest
�Berger, 1983�. While circumaural headphones are known to
produce an occlusion effect that can amplify the bone-
conducted physiological noise, such effects appear only to
reach significant levels at 250 Hz and below �of the order of
5 dB; Berger and Kiervan, 1983�. For the present purposes,
where the EPI noise is well above this frequency, the occlu-
sion effect is therefore unlikely to significantly limit cancel-
lation performance.

The main goal of the three experiments reported here
was to examine the effectiveness of this ANC system under

FIG. 1. The average power spectrum of the scanner noise generated during
functional brain imaging �EPI� using a Philips Intera 3 T MR scanner. The
black line �noncancelled� indicates the spectrum of the noise recorded under
normal operation and shows a peak of power at 600 Hz and lesser peaks at
150 and 300 Hz. The gray line �cancelled� indicates the spectrum when the
ANC is operative. The power around the dominant peak is reduced by
35 dB. The inset �upper right� shows the time-domain waveform of a single
burst of EPI noise, a sequence of 18 discrete pings corresponding to a series
of 18 consecutive slices through the brain. Each ping lasts about 0.06 s, and
the total duration of the burst is about 1.15 s.
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true fMRI conditions. We used a Philips 3 T MR scanner for
acquiring EPI scans during all of our tests. The noise gener-
ated by this MR scanner contains three prominent peaks be-
low 1 kHz �Fig. 1� and is representative of the EPI noise
generated by other commercial MR scanners that are cur-
rently available. However, body vibrations are much greater
in a real MR scanner than in a simulation, through the cou-
pling between the bed and the gradient coil system. The un-
known characteristics of the bone-transmitted energy mean
that it is uncertain how much perceptual benefit might be
provided by ANC. Both experiments 1 and 3 investigated the
perceptual benefits of the reduction in the EPI noise by mea-
suring detection thresholds of targets presented at different
frequencies, with and without the ANC system operating.
Experiment 2 evaluated the effects of ANC on the detectabil-
ity of stimulus-related activation measured by fMRI using
sounds whose frequency was close to the dominant peak at
600 Hz. In all three experiments the EPI noise itself served
as the masker.

An important component of the ANC system is the adap-
tive filter which optimizes the cancellation signal. The coef-
ficients of this filter are determined during an initial “train-
ing” period, but they can then either be fixed for the
remainder of the test or allowed to continually adjust. Previ-
ously, we used a fixed-coefficient ANC system �Chambers
et al., 2001, 2007�, but if either the spectral content of the
scanner noise or the position of the listener’s head changes
sufficiently over time, then the effectiveness of this is dimin-
ished. Given that it takes several minutes to arrive at the
detection threshold by adaptive procedures, fixing the can-
cellation signal may pose a real concern for the practical
implementation of the system. Accordingly, experiments 1
and 2 were conducted using an ANC system in which the
filter coefficients were continually updated. For comparison,
experiment 3 was conducted using an ANC system in which
the filter coefficients were fixed.

II. EXPERIMENT 1: EFFECTS OF CANCELLATION AT
THE PROMINENT FREQUENCY OF THE EPI
NOISE

A. Methods

1. Description of the ANC system

The present ANC system enables the presentation of
high-fidelity sound to participants. It uses Sennheiser HE60
electrostatic headphones incorporated into Bilsom 2452 cir-
cumaural ear defenders, together with an external high-
voltage amplifier �Sennheiser HEV70�.

Only a brief summary of the ANC system is given here;
detailed technical specification can be found in Chambers
et al. �2001, 2007�. The ANC system operates independently
in the left and right channels. The system is similar in con-
cept to a standard feed-forward noise control system �Nelson
and Elliott, 1992�, which has two microphones, termed the
“reference” and “error,” and which perform two different
functions. The reference microphone receives the sound that
is propagating toward the point of cancellation. This sound is
termed the reference signal. The error microphone monitors
the residual sound after cancellation. Ideally, in a MR scan-

ner, the reference microphone would be near the noise source
�i.e., the gradient coils� and the error microphone would be
near to the listener’s eardrum. However, the two micro-
phones must be sufficiently separated in space to enable a
long enough propagation delay between them for generating
the cancellation signal. In the MR scanner, this cannot be
achieved because the gradient coils are too close to the lis-
tener’s head. Accordingly, our system has only one micro-
phone that serves both functions, but at different times. This
microphone uses optical technology so that the radio-
frequency energy that is used in the scanning process does
not affect its operation, and its presence does not produce
any deterioration of the brain images acquired. It is posi-
tioned under the ear defender, close to the entrance of the ear
canal. The electrostatic transducer of the headset delivers
both the experimental stimuli and the cancellation signal.

The standard function of the reference microphone is
replaced in our system by a prerecording of the EPI noise
that serves as the reference signal. This recording is taken
from the microphone during one of the initial bursts of EPI
noise immediately before cancellation is started. It cannot be
used directly as the cancellation signal because it is affected
by the transfer function of the ANC system, including the
electrostatic transducer and the error microphone in the head-
set. Therefore the transfer function is compensated for by a
digital filter �termed the “plant model”�, which is calculated
before the start of cancellation by presenting a maximum
length sequence �MLS� through the system and receiving it
on the microphone. This is done during the initialization
phase of the MR scanner, when the coolant pump �which
recycles liquid gases surrounding the superconducting mag-
net� automatically switches off and before the gradient
switching begins2.

During ANC operation, the cancellation signal is pre-
sented through the transducer, so that it adds destructively
with the EPI noise at the listener’s ear. The level of residual
noise at the microphone �now operating as the error micro-
phone� is continually monitored and used to fine tune the
cancellation signal. The timing of the cancellation signal is
determined by an electrical trigger pulse, produced by the
MR scanner 25 ms in advance of the EPI noise. The cancel-
lation signal itself is derived from the reference signal via an
adaptive digital filter, whose coefficients are set so that can-
cellation is as effective as possible �i.e., the resultant signal
at the error microphone is as small as possible�. The initial
setting is found during four training scans and uses a fast rate
of change of adaptation. These coefficients are then subse-
quently adjusted at a slower rate of adaptation, to track slow
changes in the characteristics of the EPI noise. This two-step
process improves the immunity of the adaptive filter from the
stimuli that are being presented during the fMRI experiment,
and hence, helps to maximize the acoustic noise reduction.

In practice, the ANC system is easy to operate, and it is
integrated into the same PC software used for presenting the
sound stimuli during the fMRI experiment. The three stages
involved in setting-up and using the system �determining the
plant model, acquiring the reference signal, and optimizing
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the coefficients of the adaptive filter� are all automatically
controlled within this software and are specified by only a
few parameters.

2. Stimuli

The targets were diotic narrowband noises, centered at
600 Hz, with a bandwidth of 50 Hz, a duration of 500 ms
and sampled at a rate of 44 100 Hz. Stimuli were first created
in the spectral domain �using a fast Fourier transform with
2-Hz resolution� with rectangular edges to the passband, be-
fore transforming to the time domain and windowing using
50-ms raised-cosine ramps applied to the onset and offset.
One hundred examples of the target were created in advance,
and the total root-mean-square �rms� power of each was
equated. On each trial, a sound file was chosen randomly
from the set as the target. The presentation level of the target
was varied according to am adaptive procedure by applying a
digital attenuation before digital-to-analog conversion; 0-dB
attenuation corresponded to a level of 94 dB SPL. This, and
subsequent, levels were calibrated by mounting the headset
on a KEMAR manikin equipped with a free-field response
microphone �Brüel and Kjær, type 4134� and Zwislocki Cou-
pler �Brüel and Kjær, type DB-100�, and connected to a mea-
suring amplifier �Brüel and Kjær, type 2636�.

The maskers were the noises generated by the MR scan-
ner �a Philips 3 T Intera equipped with an eight-channel re-
ceiver head coil� as it acquired sets of EPI brain images.
Each noise burst comprised a rapid succession of 18 pings
occurring over 1.15 s �see inset, Fig. 1�. Each “ping” corre-
sponded to a brain slice and the set of slices was angled in an
oblique horizontal plane sufficient to cover the superior tem-
poral gyrus �auditory cortex� in both hemispheres. Note that
in experiments 1 and 3, these brain images were not analyzed
because only the psychophysical data were relevant to the
question.

Conventional fMRI has equal intervals between each set
of image acquisitions, and so the noises bursts are equally
spaced. However, this sequence would have caused difficul-
ties for creating the timing of the standard psychophysical
method of two closely spaced intervals followed by an inter-
trial gap. Accordingly, we used a bespoke EPI pulse se-
quence to generate a noise sequence that would permit us to
conduct a two-interval psychophysical paradigm. In this
paradigm, a “trial” comprised a pair of masker noise bursts
separated by a gap of 0.85 s. An intertrial interval of 2.85 s
provided a suitable response window. The response window
between each pair of masker noise bursts was created by
applying a modified gradient waveform comprising only
slice-selective excitation when the radio-frequency excitation
pulse was applied �see Schwarzbauer et al., 2006�. Because
this event did not generate an intense noise nor create a brain
image, it is termed a “dummy” scan. Note that this bespoke
sequence was only required for the psychophysical evalua-
tion and would not be necessary for the more routine imple-
mentation of active noise control in auditory fMRI.

3. Procedures

The detection threshold for the target was measured us-
ing two-interval, two-alternative forced-choice �2I-2AFC�
task with a two-down, one-up adaptive procedure that con-
verged upon the 70.7% correct point on the psychometric
function �Levitt, 1971�. The target was presented randomly
within one of the noise maskers and its onset always oc-
curred 0.40 s after the onset of the masker. The listener was
required to judge whether the target appeared in the first or
second interval, responding by pressing one of two buttons
with the index finger of their left or right hand. At its initial
level, the target was clearly audible �79 dB SPL in the can-
celled condition and 89 dB SPL in the noncancelled condi-
tion�. This level was used for the first two trials of each run.
Thereafter, the level changed in steps of 5 dB until two re-
versals occurred, and by 2 dB until four more reversals oc-
curred. The mean of the levels at the last four reversal points
was taken as the detection threshold. During each run, the
residual sound at the error microphone inside the earcups
was recorded onto a digital audio tape �DAT� recorder �Sony
DTC-690� for off-line evaluation of the acoustic cancellation
over time. For each listener, ten adaptive runs were com-
pleted for both the noncancelled and the cancelled condi-
tions. Each run lasted about 3 1

2 min. To avoid fatigue, these
measurements were spread across two 1 1

2 h testing sessions.
In each session, five adaptive runs were completed for each
condition, the order of conditions being counterbalanced
across sessions and listeners in an ABBA manner. Listeners
were allowed a short break after each adaptive run.

4. Listeners

Four right-handed listeners participated in experiment 1.
Participants were two males aged 42 and 39 years, and two
females aged 18 and 36 years �henceforth referred to as sub-
jects 1–4, respectively�. Listeners 2 and 4 were authors of
this paper. All listeners had normal hearing as assessed using
standard pure-tone audiometry ��20 dB hearing level �HL�
over octave frequencies between 250 and 8000 Hz�.

B. Analysis

The residual sound that was recorded from the error mi-
crophone was analyzed to determine the sound level at the
error microphone over the entire duration of the runs with
cancellation, including the training period. Since experiment
1 is concerned only with the amount of cancellation at the
frequency where the EPI noise is most intense, the digitized
recordings were first filtered with a 100-Hz-wide filter cen-
tered on 600 Hz �Adobe Audition fast Fourier transform
�FFT� filter� to remove sound energy that was remote from
the frequency of interest. We chose a bandwidth of 100 Hz
as a close approximation to the equivalent rectangular band-
width of the psychophysical auditory filter at 600 Hz �Glas-
berg and Moore, 1990�. These filtered recordings were then
processed using a customized program to calculate the rms
value for each burst of EPI noise. The program detected the
portions of the recording in which the residual sound ex-
ceeded a certain threshold and it then calculated a rms value
over a central 1-s time window that contained either the
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masker alone or a combination of the masker and the 600-Hz
target. The recorded levels were then calibrated against the
known level of the target presented on each trial so that we
obtained an accurate rms level estimate over time at the error
microphone. Note that, due to the 2I-2AFC procedure, for
each pair of noise bursts, one value represented the combined
sound level of the target and masker, while the other repre-
sented only the masker. The rms levels of the masker noise in
the cancelled condition are highly informative because the
difference between the levels of the masker noise at the start
and end of the run defines the amount of acoustic cancella-
tion achieved by the ANC system. The absolute values also
provide information about differences across listeners and
across ears �within a listener�. We also compared the values
of the masker to the presentation level of the target on the
corresponding trial, for the last four threshold reversal
points, to investigate whether the level of the masker was the
limiting factor for perception. Masker levels were measured
using only those intervals that did not contain the 600-Hz
target and are reported separately for the better and worse
ears since the amount of acoustic noise reduction was not
always equal at the two ears. It is reasonable to assume that
listeners performed the detection task using their better ear,
irrespective of whether this was the left or the right.

C. Results

1. Acoustic noise reduction during the cancelled
condition

Table I shows the noncancelled and cancelled masker
levels for each listener. On average these were 93 and 58 dB
SPL, respectively. Thus, the ANC system provided 35 dB of
acoustic noise reduction around 600 Hz, ranging from 33
and 36 dB across individuals. The corresponding reduction
in the broadband rms noise level was, on average, 14 dB.

A typical adaptive run recorded from listener 4 is illus-
trated in Fig. 2�a�. The events in the track include the initial
recording scan and the four training scans, followed by 38
stimulus trials. After the initial rapid training phase, the re-
sidual sound at the error microphone had reduced from 91
down to 54 dB SPL—a drop of 37 dB. For every adaptive
run, the training phase provided at least 30 dB of acoustic

cancellation. A substantial benefit was reached over the first
1 min or so of the adaptive run. Allowing the filter coeffi-
cients of the ANC system to slowly adapt throughout the run
enabled further slow-rate optimization which provided an ad-
ditional 5 dB or so of acoustic benefit. However, the acoustic
reduction was not absolutely stable over time and whether
the better ear, acoustically speaking, was the left or the right
varied from trial to trial.

Figure 3 shows the three examples of the masker enve-
lopes taken from recordings at the error microphone. The top
panel shows one of the noncancelled maskers, illustrating the
periodicity of peaks and dips caused by the sequential acqui-
sition of the slices in the scan. The remaining panels show
two of the cancelled maskers. The ANC system reduced the
level by 30–40 dB, but there was a noteworthy moment-to-
moment variation in its performance. The middle panel
shows a general improvement across the masker, but the sys-
tem did not preserve the periodicity evident in the noncan-
celled masker, whereas the bottom panel shows slightly bet-
ter performance as well as an overall periodicity.

The amount of cancellation on average differed by 4 dB
across ears. There was a significant influence of gender on
the final level of the cancelled masker �F�319,1�=111.1, p
�0.001�. The level of the residual noise both before and
after cancellation was higher for the two male listeners �1
and 2, mean� than for the two female listeners �3 and 4�. We
speculate that the effect of head size may be important here.
When the male listeners were wearing the headset, it was a
tight fit to position them inside the headcoil and there was no
available space between them and the coil itself. Although
the sides of the headset were padded with two thin layers of
foam, it is likely that this contact provided an additional
route for the conduction of vibrational energy from the MR
scanner. In contrast, the two female listeners had smaller
heads and so there was no direct coupling between the head-
set and the headcoil.

2. Perceptual benefits of noise reduction

For each listener, the perceptual benefit of noise reduc-
tion was computed by subtracting the mean threshold during
the ten adaptive runs in the noncancelled condition from

TABLE I. Individual sound levels measured in dB SPL at the listeners’ ears in experiment 1. Values in
parentheses represent the standard error of the measurement. The three different masker levels were computed
from the DAT recording of the error microphone using a 100-Hz wide filter centered on 600 Hz. The masker
levels reported for the cancelled condition were measured for trials at the reversal points in the adaptive run.
The individual threshold levels of the 600-Hz signal are provided for comparison with the masker levels in the
better ear.

Listener

Noncancelled Cancelled
Acoustic noise

reduction
�better and worse

ear mean�

Masker
�better and worse

ear mean�
Masker

in better ear
Masker

in worse ear
Signal
level

1 94 �0.3� 57 �0.3� 62 �0.7� 59 �0.7� 37 �0.5�
2 94 �0.7� 59 �0.3� 62 �0.6� 55 �0.7� 37 �0.4�
3 92 �0.6� 53 �0.3� 59 �0.4� 53 �0.7� 38 �0.4�
4 90 �0.2� 53 �0.3� 57 �0.5� 50 �0.6� 37 �0.3�

Mean 93 56 60 54 37
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each of their thresholds measured in the cancelled condition.
Across the four listeners, the average detection threshold for
the 600-Hz target masked by the noncancelled masker was
74 dB SPL. With cancellation, the average was 54 dB SPL,
an improvement of 20 dB. Table II reports the size of the
perceptual benefit of noise reduction for individual listeners.
There was a significant difference in benefit between listen-
ers �F�39,1�=5.4, p�0.01�, with post-hoc testing revealing
that listener 4 gained significantly greater benefit than listen-
ers 1 and 2 �p�0.05�. We note that this is consistent with the
gender difference in the levels of residual acoustic noise re-
ported above.

3. Interim summary

These results clearly demonstrate that the ANC system
can provide useful amounts of both acoustic and perceptual
noise reduction under true fMRI conditions. Our listeners
gained about 35 dB of acoustic reduction and 20 dB of per-
ceptual benefit. The perceptual benefit was smaller than the
acoustic reduction. Some of the difference may be due to
differences in the “peakiness” of the envelope of the masker
across the cancelled and noncancelled conditions �Fig. 3�. It
is well known that signal-detection thresholds can depend
upon the peakiness of the masker envelope �Kohlrausch and
Sander, 1995�. Also, Gockel et al. �2002�, who compared
detection thresholds for noise signals masked by a complex
tone with a 62.5-Hz fundamental frequency with either a
repeated, modulated envelope or with a random envelope,
found that the detection threshold in the repeated-envelope
condition was between 5 and 20 dB lower than in the
random-envelope condition �depending on the masker level�.
One possibility here is that detecting a signal in EPI noise is
facilitated by the regular dips between the pings of the non-

cancelled masker �Fig. 3, top panel� relative to the irregular
envelopes of the cancelled masker �Fig. 3, bottom two pan-
els�.

In our earlier tests of the ANC system �Chambers et al.,
2001�, we had proposed that the difference between the
acoustic and perceptual measures was due to the emergence
of bone conduction as the primary transmission path of the
EPI noise to the cochlea. The present results remain consis-
tent with that notion, although they do not decide the issue.
The sound may be transmitted indirectly through the head
and body via the coupling inherent to the person lying on the
MR scanner bed �cf., above-noted greater amount of residual
acoustic noise and smaller perceptual benefit for the male
than female listeners�. As has been suggested previously by
Ravicz et al. �2001�, it is likely that additional modifications
to reduce these sources of bone conduction by isolating the
head and body from the surrounding noise field would im-
prove the perceptual performance of the ANC system.

III. EXPERIMENT 2: BENEFITS FOR DETECTABILITY
OF SOUND-RELATED BRAIN ACTIVITY
MEASURED USING fMRI

Given that the ANC system significantly improves the
detectability of a 600-Hz target that coincides with the main
peak in the spectrum of the EPI noise, cancellation should
also improve the statistical detection of frequency-dependent
activation produced by a 600-Hz signal in an fMRI experi-
ment. We expected to obtain an improved activation pattern
with cancellation not only because the target is more easily
perceived, but also because the effect of the background
noise in the baseline condition is reduced. The rationale for
the latter effect is as follows. The most straightforward fMRI
paradigm detects sound-related activity in a relative manner

FIG. 2. Examples of the time course of acoustic noise reduction and its relationship to detection thresholds for a 600-Hz target. Diamonds and squares denote
the rms level at the left and right ears, respectively. The first scan corresponds to the recording of the noise reference and indicates the noncancelled level of
the EPI noise. �A� Example taken from listener 4 in experiment 1. The level of the EPI noise rapidly reduces over the four training scans �gray infills� as the
ANC system optimises the adaptive filter. In each pair of subsequent trials, the level in one interval is higher than in the other because it contains both the
masker and the target signal. The black dots denote the actual presentation level of the 600-Hz target, the first two practice trials being at 79 dB SPL. The
target level tracks the interval that represents the combined level of the noise and target reasonably well. �B� Example taken from listener 6 in experiment 3.
The level of the EPI noise rapidly reduces over the two training scans �gray infills�, but the amount of noise reduction is generally less than for experiment
1 and the masker attenuation in the right ear can be seen to deteriorate by over 15 dB over the course of the adaptive run.
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by subtracting brain images acquired during a baseline con-
dition in which the sound is absent from those for which
sound stimuli are presented. Given that the EPI noise itself is
known to evoke significant auditory cortical activity �e.g.,
Bandettini et al., 1998; Hall et al., 2000; Ulmer et al., 1998�,
a high intensity of the background noise elevates the baseline
of the auditory cortical response, thus reducing the dynamic
range for detecting the additional activity evoked by the
stimulus of interest.

Accordingly, experiment 2 sought to demonstrate the
neuroimaging benefit of the ANC system by measuring
frequency-dependent activation for three listeners using sig-
nals presented at two intensities, with and without cancella-
tion, in a same-different frequency-discrimination task. This
paradigm addresses the most fundamental question in audi-
tory fMRI, namely the sensitivity for detecting sound-related
activity. The attenuated condition presents an interesting case

in which cancellation exerts the greatest effect on stimulus
audibility. The target was intended to be easy to hear when
the ANC system was cancelling the masker noise, but inau-
dible when the ANC system was not operational.

A. Methods

1. Stimuli

The stimuli were constructed in the same manner as for
experiment 1, except that they had center frequencies of 570,
600, or 630 Hz, and a duration of 450 ms. Stimuli were con-
catenated to form pairs, separated by a 50-ms silent gap. In
total, there were 60 same-frequency pairs �20 of each com-
bination of 570 /570, 600 /600, and 630 /630 Hz� and 60
different-frequency pairs �30 of each combination of
570 /600 and 600 /630 Hz�. The order of the two stimuli in
the different-frequency pairs was counterbalanced. The total
rms power was equated across stimulus pairs. Each condition
contained a sequence of eight stimulus pairs, four same-
frequency and four different-frequency trials, presented in a
randomized order.

Six conditions were formed by crossing three signal lev-
els �“94 dB,” “attenuated,” and “no signal”� with two ANC
states �“noncancelled” and “cancelled”�. The 94-dB condi-
tion represents the maximum possible level of the 600-Hz
signal and the stimuli at this level were clearly audible in
both cancelled and noncancelled conditions. The signal level
in the attenuated condition was 3 dB below that individual’s
mean 600-Hz detection threshold in the noncancelled ANC
condition �as measured in experiment 1�. The audibility of
the attenuated stimuli was therefore dependent on the ANC
state. The physical levels of the stimuli and the resulting
sensation levels for each listener are reported in Table III. In
the no-signal condition, the signal was not present. This con-
dition served as the baseline comparison in a typical subtrac-
tion analysis of the fMRI data.

FIG. 3. Envelopes of the recordings of three noise maskers taken from one
adaptive track of listener 4. The top panel shows one of the non-cancelled
maskers at the beginning of the run, and the other two panels show two
separate cancelled maskers from later in the run. The envelopes were cal-
culated using the Hilbert transform, using edited waveforms of 1500-ms
duration that were approximately centered on the scan. The waveforms were
initially filtered to a 100-Hz wide band, centered on 600 Hz �see Sec. II B�.

TABLE II. Masked perceptual thresholds in the cancelled and noncancelled
conditions for experiments 1 and 3. Mean levels are reported in dB SPL,
with standard errors in parentheses.

Center
frequency Listener

Noncancelled
threshold

Cancelled
threshold

Perceptual
benefit

Exp. 1
600 Hz 1 76 �0.6� 59 �1.2� 17 �1.2�

2 73 �1.0� 55 �1.3� 18 �1.3�
3 73 �1.0� 53 �1.3� 20 �1.3�
4 73 �1.7� 50 �1.1� 23 �1.1�

Exp. 3
600 Hz 5 81 �1.1� 64 �1.0� 17 �1.0�

6 76 �0.7� 65 �1.2� 11 �1.2�
7 76 �0.8� 59 �0.6� 17 �0.6�
8 81 �0.8� 66 �0.8� 15 �0.8�

Exp. 3
150 Hz Mean 69 �0.5� 65 �0.4� 4 �0.6�
300 Hz Mean 69 �0.8� 59 �0.5� 10 �1.2�
450 Hz Mean 64 �1.1� 54 �0.6� 10 �1.4�
600 Hz Mean 78 �1.1� 63 �0.6� 15 �1.1�
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A trial comprized a stimulus pair that was presented at
the same time as the MR scanner acquired an 18-slice set of
brain images. These scans, and the characteristics of their
EPI noises, were the same as those used in experiment 1 �see
Fig. 1�. However, in the present experiment, a conventional
MR pulse sequence was used, i.e., sets of brain images were
acquired repeatedly �at 2.7 s intervals� and there were no
dummy scans. The onset of the stimulus pair always oc-
curred 0.05 s after the onset of the masker, and again stimu-
lus pairs were presented at a rate of one every 2.7 s.

2. Procedures

Listeners were required to decide whether the two mem-
bers of each pair were the same or different and to respond
by pressing one of two buttons with the index finger of their
right or left hand. The quiet interval of 1.55 s between trials
was sufficient to allow this response. Listeners were in-
structed to guess when their response was uncertain and also
to guess when the stimulus pair was inaudible.

The presentation order was chosen to ensure equal dis-
tribution of the six conditions across four, 9-min experimen-
tal runs. The conditions cycled in a pseudorandom order,
such that there were never more than 64 stimulus pairs be-
tween repetitions of the same condition. In addition, through-
out the experiment, the ANC system cycled between can-
celled and noncancelled conditions after every 24 stimulus
pairs �i.e., after every three conditions�. Each of the six con-
ditions occurred 16 times, giving a total dataset of 6�128
�N=768� trials and the same number of brain scans.

The fMRI procedure positioned the brain slices in the
same orientation as in experiment 1. To optimize coverage of
the brain within a slice, the in-plane field of view was chosen
to be 192 mm with a 64�64 matrix, corresponding to an
image resolution �i.e., voxel size� of 3�3�3 mm. At the
end of the four experimental runs, we also acquired a 1�1
�1 mm resolution anatomical scan of the whole brain to
enable precise anatomical localization of auditory cortical
activity. The anatomical scan took 4 1

2 min.

3. Listeners

Three right-handed listeners participated in experiment
2. They were listeners 1, 2, and 4 from experiment 1.

4. fMRI analysis

A standard fMRI analysis was conducted separately for
each listener using Statistical Parametric Mapping v2
�SPM2� software running on MATLAB v6.5.0. To minimize
the effects of minor head movements that typically occur
over the scanning period, all of the scans in the four runs
were realigned using the last scan of the first run as the
reference. Within runs, the adjustment for movement was
never more than 3 mm and 1°, indicating that the listeners
had complied with the instructions to remain as still as pos-
sible. To interpret the anatomical location of sound-evoked
activation using a standard atlas of the brain and to compare
across different brains, the individual brain images were next
transformed into the brain space defined by the template of
the Montreal Neurological Institute. The aim of this proce-
dure was to match the cortical volume of each individual
brain to that of the “standard” brain. The final spatial pro-
cessing step involved smoothing these scans by a Gaussian
kernel of 4 mm full width at half maximum. The spatially
transformed images of each participant provided the input to
the analysis of the sound-evoked brain activation. The analy-
sis used the General Linear Model that is implemented in
SPM2. The model partitions the observed response according
to a sum of weighted variables �defining the experimental
conditions�. We used a model that specified the chronological
sequence of events using 12 experimental variables for each
run; six comprised the main sustained response associated
with each experimental condition and six others were in-
cluded to capture any differences in the latency of the peak
response from the canonical form of the haemodynamic re-
sponse function by using its temporal derivative. A final set
of four variables accounted for any large between-run differ-
ences in the mean image intensity. Low-frequency artifacts
in the time series were removed by applying a high-pass
filter with a cutoff of 0.003 Hz. After model estimation, sta-
tistical contrasts between conditions were specified by linear
combinations of these variables and the significance of each
contrast was determined based on the scan-to-scan residual
variability. Four major contrasts were specified. Each con-
trast was a pair-wise comparison between a particular sound
condition �namely: the �i� cancelled 94 dB, �ii� cancelled at-
tenuated, �iii� noncancelled 94 dB, or �iv� noncancelled at-
tenuated� and its corresponding no signal baseline condition,
with a probability criterion for statistical significance of
0.001. For listeners 1 and 2, the variables for the main sus-

TABLE III. The physical levels of the stimuli and the resulting sensation levels, for each listener who partici-
pated in experiment 2. The sensation levels for the 94-dB conditions are determined from the individual
cancelled and noncancelled thresholds reported in experiment 1 �Table II�.

Stimulus ANC state

Sound level, dB SPL Sensation level, dB

Listener Listener

1 2 4 1 2 4

94 dB Noncancelled 94 94 94 18 21 21
94 dB Cancelled 94 94 94 35 39 44
Attenuated Noncancelled 73 70 70 −3 −3 −3
Attenuated Cancelled 73 70 70 14 15 20
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tained response were sufficient to capture sound-evoked
brain activity, whereas for listener 4 it was necessary to add
in the variables for additional shifts in the onset and offset of
the evoked response.

The extent of sound-evoked activity was quantified us-
ing two auditory regions of interest that were defined using
the outer-most borders from two standardized templates. The
primary auditory cortex on Heschl’s gyrus was defined using
criteria from Morosan et al. �2001�, while the posterior non-
primary auditory cortex on the planum temporale was de-
fined using criteria from Westbury et al. �1999�. The latter
region excluded any voxels that overlapped with the primary
region to ensure that voxels in the two regions were mutually
exclusive.

B. Results

1. Behavioral performance

All three listeners reliably judged �d��1.2� whether the
stimulus pair were same or different in all the three condi-
tions in which the stimuli were clearly detectable �cf., Reed
and Bilger, 1973�, including the attenuated signals when the
masker level was reduced by ANC �Fig. 4�. In contrast, per-
formance was poor �d��0.2� for the attenuated signals pre-
sented without ANC.

2. Sound-evoked brain activity

Brain activity was examined by overlaying voxels that
showed a significant pair-wise effect onto the listener’s ana-
tomical scan. Suprathreshold activation occurred in auditory
cortical regions, but not in subcortical structures, such as the
medial geniculate body. For all three listeners, activity en-
compassed parts of the primary auditory cortex on Heschl’s
gyrus and the posterior nonprimary auditory cortex on
planum temporale, although for listener 1 activation was

more restricted to lateral regions. This is illustrated in Fig. 5,
which shows a benefit of cancellation in the attenuated con-
dition for all three listeners. The extent of auditory cortical
activity is quantified in Fig. 6. Although the extent of sound-
evoked activity was reduced for stimuli in the attenuated
condition, a significant advantage for using ANC as found
for the nonprimary auditory region �t�5�=4.5, p�0.01�.
There was also a trend towards an advantage in primary au-
ditory cortex, but this did not reach significance �p=0.21�.

In summary, experiment 2 demonstrated that for indi-
vidual listeners, ANC offers significant advantages for the
fMRI detection of sound-related activity at a low level. The
extent of activity did not, however, simply increase mono-
tonically with the sensation level of the stimulus. This is due
to the fact that sound-evoked activation is determined by

FIG. 4. Same/different frequency discrimination performance for experi-
ment 2 measured using d�. Mean performance is shown by the height of the
bar, whilst individual scores are represented by the ellipse �listener 1�, the
square �listener 2�, and the circle �listener 4�.

FIG. 5. Sound-evoked brain activity for experiment 2. Each row displays
the results for an individual listener overlaid onto a slice that is oriented
through auditory cortical regions on the upper surface of the superior tem-
poral gyrus. Each column displays the pattern of significant brain activity, in
white, for one of the four major contrasts �voxel-level threshold, p�0.001�.

FIG. 6. The extent of sound-evoked auditory activity �voxel-level threshold,
p�0.001� within two auditory cortical regions. The primary auditory region
contains a total of 2172 voxels across both hemispheres. The �posterior�
nonprimary region contains a total of 7982 voxels. Extent of activation is
plotted separately for the different sound levels and for the different ANC
conditions, with standard error bars.
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subtracting images for the baseline from the stimulus condi-
tions and so it is influenced by the level of the EPI noise, as
well as the level of the stimulus �see also Hall et al., 2001;
Hart et al., 2003; Scott et al., 2004�. The particular benefit
provided by ANC for detecting sound-related activation in
nonprimary regions may reflect the decreased listening effort
required to segregate stimuli from the background noise
�Griffiths and Warren, 2002�.

IV. EXPERIMENT 3: EFFECTS OF CANCELLATION AT
OTHER FREQUENCIES OF THE EPI NOISE

Experiment 3 investigated the acoustical and perceptual
benefits of cancellation for target stimuli presented at fre-
quencies away from the prominent peak of energy in the EPI
noise. In this experiment, we measured detection thresholds
for narrow bands of noise whose center frequencies corre-
sponded to other prominent low-frequency peaks in the spec-
trum of the EPI noise—namely 150 and 300 Hz—and which
were attenuated by at least 10 dB by ANC. We also exam-
ined the effects for an additional frequency �450 Hz� that
corresponds to a “dip” in the spectrum of the EPI noise.

A secondary goal was to explore the effect of fixing the
coefficients of the adaptive filter after the initial training pe-
riod and to document the stability of the noise reduction over
time. Fixing these coefficients effectively “freezes” the can-
cellation signal. This was deemed a reasonable way to imple-
ment ANC because both the gradient coils that generate the
EPI noise and the trigger pulse that synchronises the DSP
contain a clock that is controlled by a crystal oscillator, and
are therefore highly stable over successive repetitions
�Chambers et al., 2007�. For example, Chambers et al.
�2007� reported that time variations ���0.1 �s� between a
trigger being received and the DSP system starting a conver-
sion were insufficient to affect cancellation performance.
Documenting the levels of the masker noise and the target
over time enabled us to quantify the performance of the
“fixed” ANC system.

A. Methods

1. Stimuli

The targets were diotic narrowband noises centered on
150, 300, 450, and 600 Hz. The stimuli were created in the
same way as for experiment 1. They had 50-Hz bandwidth
and 500-ms duration �including 50-ms raised-cosine ramps
applied to the onset and offset� and were sampled at a rate of
44 100 Hz. The presentation level was varied according to
the adaptive procedure by applying a digital attenuation be-
fore digital-to-analog conversion. For the 150-, 300-, 450-,
and 600-Hz targets, 0-dB attenuation corresponded to levels
of 94, 95, 94, and 94 dB SPL, respectively. The acoustic
structure of the masking noise is described in Sec. II A 2.
The target was presented randomly within one of the two
maskers and its onset always occurred 0.40 s after the onset
of the masker.

2. Procedures

We used the same bespoke EPI pulse sequence to gen-
erate a noise sequence that allowed us to conduct a two-

interval psychophysical paradigm. Detection thresholds for
the targets were measured using a 2I-2AFC three-down,
one-up adaptive procedure to track 79% correct. The listener
was required to judge whether the target appeared in the first
or second interval, responding appropriately by pressing one
of two buttons with the index finger of either their left or
right hand. As in experiment 1, listeners completed a
practice-and-familiarization session detecting the 600-Hz tar-
get in the plastic-and-wood replica of an MR scanner.

The procedure for initializing the ANC system was as
described before �Sec. II A 1�, except that the coefficients of
the adaptive filter �and hence, the characteristics of the can-
cellation signal� were fixed after the training scans. On the
first two practice trials, the initial attenuation levels of the
target were 15 dB in the cancelled condition and 5 dB in the
noncancelled condition. Hence, the target always started off
being clearly audible. Thereafter, the level changed in 5-dB
steps until two reversals occurred, and 2-dB steps thereafter.
For the first two listeners �5 and 6�, each adaptive run ended
after six reversals. Three runs were obtained for each condi-
tion and the mean detection threshold was taken as the aver-
age of the levels at the last four reversal points across runs.
Each run contained 30–40 trials and lasted about 3 1

2 min.
Although a total time of 21 min was required to obtain the
cancelled and noncancelled thresholds for one target fre-
quency, the significant amount of setting-up time in-between
runs made these sessions very long and tiring. Consequently,
the final two listeners �7 and 8� completed just two runs for
each condition, each terminating after ten reversals. The
mean detection threshold was taken as the average of the
levels at the last eight reversal points across runs. Using this
protocol, each adaptive run contained 50–60 trials and lasted
about 5 1

2 min. Although the total acquisition time remained
about the same as before, the sessions were considerably
shortened by the reduction in setting-up time. During each
adaptive run, the residual sound was monitored by the error
microphone under the left and right ear defenders and re-
corded onto a DAT recorder �Sony DTC-690� for off-line
evaluation. Individual measurements were completed in two
1 1

2 h testing sessions, the order of conditions being counter-
balanced across sessions and listeners.

3. Listeners

Four listeners took part in experiment 3, one male �5�
and three females �6–8�. Listeners were recruited from the
undergraduate population at Nottingham University and had
a median age of 21.5 years �range 20–22�. All listeners had
normal hearing as assessed using standard pure-tone audiom-
etry ��20 dB HL over octave frequencies between 250 and
8000 Hz�.

B. Analysis

The DAT recordings were analyzed to determine the
sound level at the error microphone over the course of each
adaptive run using the procedures reported in experiment I
�Sec. II B�. Again, we were interested only in the amount of
cancellation at the frequency corresponding to the target and
so the digitized recordings were first filtered to remove sound
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energy that was remote from the frequency of interest. We
chose bandwidths of 60, 80, and 100 Hz as convenient ap-
proximations to the equivalent rectangular bandwidths for
300, 450, and 600 Hz, respectively �Glasberg and Moore,
1990�. Filtering the digitized recordings for the 150-Hz con-
dition, using a filter bandwidth of 40 Hz, did not yield mean-
ingful estimates because the level of the cancelled masker
approached that of the ambient noise. This was continually
present and primarily reflects the air conditioning in the
room.

The perceptual benefits of noise reduction for each indi-
vidual were computed by subtracting the mean detection
threshold in the noncancelled condition from the mean de-
tection threshold in the cancelled condition.

C. Results

1. Acoustic noise reduction during the cancelled
condition

The results for target frequencies of 300, 450, and
600 Hz demonstrated that the ANC system operated effec-
tively across a range of low frequencies and attenuated both
peaks and dips in the acoustic spectrum. Table IV shows the
noncancelled and cancelled masker levels for each center
frequency, computed from the recording made at the micro-
phone under the earcups during the tests. On average, the
ANC system provided similar amounts of acoustic noise re-
duction at 300 and 600 Hz �22 and 21 dB, respectively�, but
somewhat less noise reduction at 450 Hz �10 dB�3. Once
again, there were differences of about 4 dB in the degree of
cancellation across the ears of a given subject.

We quantified the effect of fixing the adaptive-filter co-
efficients by comparing the performance of the ANC system
at 600 Hz in experiment 3 with its corresponding perfor-
mance in experiment 1, in which the coefficients were al-
lowed to adapt slowly over the run. The noise reduction was
smaller in experiment 3 than in experiment 1 �21 dB versus
35 dB�, as the residual noise level was higher in experiment
3 �72 versus 58 dB SPL�. An example of the performance of
the ANC system over the course of an adaptive run is shown
in Fig. 2�b� �recorded from listener 6�. Despite an initial
noise reduction of over 30 dB, the noise reduction began to
diminish immediately after the second training scan �the mo-

ment at which the adaptive filter coefficients were fixed�.
Thereafter, there was a steady deterioration over time, espe-
cially for the right ear.

2. Perceptual benefits of noise reduction

The mean perceptual benefits are reported in Table II. As
expected, the perceptual benefit was greatest at 600 Hz, the
frequency at which the energy of the EPI noise was maximal,
although reliable improvements were obtained at all other
frequencies.

We quantified the effect of fixing the adaptive-filter co-
efficients by comparing target detection thresholds at 600 Hz
across Experiments 1 and 3 �see Table II�. Although the non-
cancelled thresholds were broadly similar, the cancelled
thresholds were always higher in experiment 3. This is con-
sistent with the view that listening performance in the can-
celled condition was compromised by the poorer acoustic
performance of the ANC system, due to the fixing of the
adaptive-filter coefficients.

V. GENERAL DISCUSSION

These experiments demonstrate that ANC can be
achieved in the electromagnetically hostile and physically
compact neuroimaging environment. The ANC system does
not involve a significant increase in scanning time and can be
used with minimal training. Although the present paper re-
ports the levels of acoustic noise reduction over time, these
detailed measurements are not necessary under normal oper-
ating conditions. More routine on-line monitoring of the re-
sidual sound at the listener’s ears is provided by two level
meters on the front of the DSP system. Consequently, routine
use of the ANC system does not prevent scanning large num-
bers of participants �N=10–20�. We, therefore, recommend
that ANC should be implemented whenever possible during
auditory fMRI research.

As well as improving the audibility of sounds presented
to participants, ANC increased the sound-evoked fMRI ac-
tivity for stimuli presented at low levels. The noise reduction
was obtained across a range of low frequencies correspond-
ing to both peaks and dips in the spectrum of the EPI noise
and reduction was greatest when the ANC system continu-
ally adjusted the cancellation signal to maintain optimal per-
formance over time.

TABLE IV. Mean sound levels measured in dB SPL at the listeners’ ears across different frequencies of interest
in experiment 3. The masker levels reported for the cancelled condition correspond to those trials at the reversal
points in the adaptive run. The mean threshold level of each target signal is provided for comparison with the
masker levels in the better ear. Values in parentheses represent the standard error of the measurement.

Center
frequency

�Hz�

Recording scan
�noncancelled� Cancelled

Acoustic noise
reduction

�better and worse
ear mean�

Masker
�better and worse

ear mean�
Masker

in better ear
Masker

in worse ear
Signal
level

150 — — — 51 �0.4� —
300 91 �0.8� 66 �0.5� 72 �0.6� 59 �0.5� 22 �1.0�
450 75 �0.9� 62 �0.6� 68 �0.2� 54 �0.6� 10 �2.3�
600 94 �0.4� 70 �0.7� 75 �0.9� 63 �0.6� 21 �2.0�
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One of the main advantages of ANC is that it enables
experimenters to present sound stimuli at much lower levels
than has been possible hitherto during fMRI. Typically in
such studies, signals are delivered at moderate to high sound
levels �see Hall, 2005, for a review�. Although fMRI research
has made important advances in characterizing the functional
anatomy of human tonotopy, especially in the primary audi-
tory region on the medial two-thirds of Heschl’s gyrus, it is
important to remember that the response pattern of a given
neuron can change as a function of level. Thus, it may not be
valid to directly compare these human fMRI results with data
from microelectrode recordings in animals that localize the
best frequency response near threshold because the cortical
area responsive to a suprathreshold stimulus cannot be pre-
dicted from the threshold map �Phillips et al., 1994�. ANC
offers the possibility to reexamine issues such as human
tonotopy using sounds with levels as much as 20 dB below
those of the noncancelled equivalent.

ANC also provides an opportunity to address questions
that have previously been confounded by the excessive EPI
noise levels. One example concerns measures of the neural
correlates of speech intelligibility. Davis and Johnsrude
�2003� have shown a clear association between the speech-
to-noise ratio and speech-related activation in many brain
areas including the superior and middle temporal gyri, left
inferior frontal gyrus, and left hippocampus. Activity within
these brain areas increases as a function of speech intelligi-
bility. Clearly, a reduction in background noise level by
20 dB should markedly improve speech intelligibility, and
hence, influence the resulting pattern of activity. A second
example concerns measures of the neural basis of temporal
coding for complex tones �Hall et al., 2006�. Coding of pe-
riodicity pitch can be examined using harmonic complex
tones in which the first few harmonic components are miss-
ing from the spectrum. However, nonlinear interactions on
the basilar membrane can reconstitute the lower part of the
harmonic series as a series of distortion products. Psycho-
physical evidence demonstrates that, although the compo-
nents of the distortion spectrum are reduced in level by
10 dB and more compared to the primaries, many exceed the
hearing threshold �Pressnitzer and Patterson, 2001�. Further-
more, the higher the presentation level of the complex tone,
the greater the intensity and number of distortion compo-
nents. The use of ANC allows a lower presentation level than
otherwise in an fMRI experiment, and so any distortion
products will be less of a concern4.

While it is possible that future improvements to the
ANC system may increase the acoustic noise reduction, if
the limiting step is bone conduction, then such gains will not
be apparent to the listener. Ravicz et al. �2001� evaluated
different combinations of earplugs, ear defenders and/or a
sound-absorbing helmet and concluded that �at least for fre-
quencies �500 Hz� air was the dominant conduction route
for every device configuration tested. Using an ANC system
in a laboratory setting to measure detection thresholds for a
tone masked by white noise, Chambers et al. �2001� found
that the detection thresholds were improved by a substantial
amount, but not by as much as the acoustic noise reduction
for frequencies below 1 kHz. For example, at 500 Hz, the

average perceptual and acoustic benefits were 17 and 23 dB,
respectively. The maximum perceptual benefit that can be
gained using methods that treat only sound conduction
through the head �e.g., ear defenders combined with ANC� is
determined by whether the dominant transmission path of
sound to the cochlea is airborne or bone conducted. It is
likely that accurate estimates of the upper bound of noise
reduction for vibrations that are mechanically coupled to the
head �as in this case when listeners are lying in the head coil
of the MR scanner� would be difficult to ascertain, and in-
deed have not been attempted to the best of our knowledge.
Standard laboratory measurements of free-field bone conduc-
tion are often made using one or more loudspeakers at some
distance from the listener �e.g., Berger, 1983; Berger and
Kerivan, 1983� and so may not be directly applicable to the
MR environment, where the listener is lying inside the
source of the noise and, moreover, the source is physically
large and cannot be assumed to be a point source. Thus,
while bone conduction could be limiting the perceptual ben-
efits from cancellation, we do not have the measurements to
quantify its effect.

In summary, the present experiments have demonstrated
the effectiveness of an ANC system for fMRI experimenta-
tion, although we found that the perceptual benefit was
somewhat less than the acoustic benefit. Further improve-
ments to the ANC system could reduce this difference. For
example, placing the error microphone nearer to the listen-
er’s ear drum rather than just under the ear defender could
provide additional improvements in the efficacy of the can-
cellation signal. However, if the perceptual benefit is indeed
limited by bone conduction, then a combined approach will
be required to treat both transmission routes. A final point to
bear in mind is that not only does ANC improve auditory
perception, but it also provides important subjective benefits
in terms of the well-being of the participant who is tolerating
the rather hostile environment.
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1The term “noise” is commonly used in the imaging literature to character-
ize the distraction and annoyance of the sound produced by the scanner,
and also to emphasize the desirability of attenuating, or removing, it.
Perceptually, however, the acoustic signal generated by the scanner during
EPI sounds more like a sharp, intense ping, with a clear tonal character,
rising above a broadband spectrum of noise that is at a much lower
intensity.

2This is the only period in which the scanner room is quiet. Although the
scanner room itself was not sound treated, at 57 dB�A�, the background
level was well below the level of the EPI noise.

3Although Fig. 1 indicates that there is no acoustic reduction at 450 Hz, our
report of 10 dB of acoustic reduction is based on analysis using a narrow-
band filtered signal, with cutoffs at 410 and 490 Hz.

4The reader is reminded that the EPI noise is a rapid sequence of sharp

358 J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Hall et al.: Noise reduction during auditory neuroimaging



pings that does not form a continuous noise and it so cannot be assumed to
mask the distortion products whatever their level and whenever they
occur.
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This paper evaluates speech enhancement in binaural multimicrophone hearing aids by noise
reduction algorithms based on the multichannel Wiener filter �MWF� and the MWF with partial
noise estimate �MWF-N�. Both algorithms are specifically developed to combine noise reduction
with the preservation of binaural cues. Objective and perceptual evaluations were performed with
different speech-in-multitalker-babble configurations in two different acoustic environments. The
main conclusions are as follows: �a� A bilateral MWF with perfect voice activity detection equals or
outperforms a bilateral adaptive directional microphone in terms of speech enhancement while
preserving the binaural cues of the speech component. �b� A significant gain in speech enhancement
is found when transmitting one contralateral microphone signal to the MWF active at the ipsilateral
hearing aid. Adding a second contralateral microphone showed a significant improvement during the
objective evaluations but not in the subset of scenarios tested during the perceptual evaluations. �c�
Adding the partial noise estimate to the MWF, done to improve the spatial awareness of the hearing
aid user, reduces the amount of speech enhancement in a limited way. In some conditions the
MWF-N even outperformed the MWF possibly due to an improved spatial release from masking.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3023069�

PACS number�s�: 43.66.Pn, 43.66.Ts, 43.60.Fg, 43.66.Qp �RYL� Pages: 360–371

I. INTRODUCTION

Hearing aid users often have great difficulty understand-
ing speech in a noisy background. They typically require a
signal-to-noise ratio �SNR� of about 5–10 dB higher than
normal hearing listeners to achieve the same level of speech
understanding. Therefore, several single- and multimicro-
phone noise reduction strategies have been developed for
modern hearing aids. Multimicrophone noise reduction
systems are able to exploit spatial in addition to spectral
information and are hence preferred to single-microphone
systems �Welker et al., 1997; Lotter, 2004�. However, the
noise reduction systems currently implemented in modern
hearing aids, typically adaptive directional noise reduction
systems, are designed to optimize speech in noise monau-
rally �Wouters and Vanden Berghe, 2001; Luo et al., 2002;
Maj et al., 2004�. In a bilateral hearing aid configuration,
these systems do not take the contralateral ear into account
and hence may incorrectly represent the binaural cues
�Keidser et al., 2006; Van den Bogaert et al., 2006, 2008�.
The main binaural cues are interaural time differences �ITDs�
and interaural level differences �ILDs�. These cues play a
major role in directional hearing in the horizontal plane and
in spatial awareness and also contribute to an improved
speech understanding in a noisy environment due to spatial
release from masking also known as “the cocktail party ef-

fect” �Plomp and Mimpen, 1981; Bronkhorst and Plomp,
1988; Bronkhorst, 2000�. By combining the microphones of
the left and right hearing aids into one binaural hearing aid
configuration, adaptive algorithms may be controlled more
easily to preserve binaural cues, thereby enhancing direc-
tional hearing and speech perception in noisy environments.
Moreover, an additional improvement in speech perception
may be obtained by an increased noise reduction perfor-
mance due to the advanced signal processing on an increased
number of available microphone signals. Spectral cues, more
related to resolving front-back confusions and elevation, are
not discussed in this manuscript.

Several algorithms have been studied in the past decen-
nium to combine noise reduction with the preservation of
binaural localization cues. First, Wittkop and Hohmann
�2003� proposed a method based on computational auditory
scene analysis in which the input signal is split into different
frequency bands. By comparing the estimated binaural prop-
erties, such as the coherence, of each frequency band with
the expected properties of the signal component �typically it
is assumed that the signal component arrives from the frontal
area with ITD and ILD values close to 0 �s and 0 dB�, these
frequencies are either enhanced or attenuated. By applying
identical gains to the left and the right hearing aid, binaural
cues should be preserved. However, spectral enhancement
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artifacts such as “musical noise” will typically occur. More-
over, localization performance when using this technique
was never evaluated.

A second class of systems is based on fixed or adaptive
beamforming. Desloge et al. �1997� introduced two methods
to combine fixed beamforming strategies with the preserva-
tion of localizing abilities in a binaural hearing aid. In the
first method, the amount of ITD distortion introduced by the
fixed beamformer, averaged over all directions, was con-
strained to 40 �s. In the second method, the fixed directional
beamformer was limited to frequencies higher than 800 Hz.
The monaural output of the beamformer was then combined
with the unprocessed low �f �800 Hz� frequencies of the
omnidirectional microphone at each hearing aid. These fre-
quencies could then be used to localize sound sources. Both
of these methods are inspired by observations that the ITD
information, present at the lower frequencies, is a dominant
localization cue compared to the ILD information, present at
the higher frequencies �Wightman and Kistler, 1992�. With
both systems, a reasonable localization performance was ob-
tained with a root mean square error smaller than 20°. The
high pass–low pass method was expanded by Welker et al.
�1997�. An adaptive beamformer was used to process the
high-frequency part of the signal. When using this approach
with hearing impaired subjects, Zurek and Greenberg �2000�
obtained a noise reduction performance of 2.0 dB. However,
these systems usually rely on the assumption that the speech
signal is arriving from the frontal hemisphere and that the
noise signal is arriving from the back hemisphere. Therefore,
a good noise reduction performance is only obtained in these
specific scenarios. Moreover, localization cues are typically
preserved for the targeted speech component but not for the
noise component, and this only when speech is arriving from
the forward field of view �Van den Bogaert et al., 2008�.

A third class of systems is based on the multichannel
Wiener filter �MWF�. In general, the goal of the Wiener filter
is to filter out noise corrupting a desired signal. By using the
second-order statistical properties of the desired speech sig-
nal and the noise, the optimal filter or Wiener filter can be
calculated. It generates an output signal that estimates the
desired signal in a minimum mean square error sense. In
contrast with a standard beamformer, it can do so without
any prior assumption on the angle of arrival of the signal. In
Doclo and Moonen �2002�, it was shown that a MWF can be
used for monaural hearing aid applications. Later on, this
approach was extended to a binaural hearing aid configura-
tion in which one or more contralateral microphone signals
can be added. One of the main benefits of a MWF is that it
inherently preserves the interaural cues of the estimated
speech component. This was mathematically proven in the
work of Doclo et al. �2006�. However, it was also proven
that the interaural cues of the noise component are distorted
into those of the speech component. To preserve binaural
information for both the speech and the noise component, an
extension, the MWF with partial noise estimation �MWF-N�,
was proposed by Klasen et al. �2007�. The rationale of the
MWF-N is to remove only part of the noise component. The
remaining unprocessed part of the noise signal then restores
the spatial cues of the noise component in the signal at the

output of the algorithm. Obviously this may come at the cost
of a reduced noise reduction. In a way, this is similar to the
work of Noble et al. �1998� and Byrne et al. �1998�, in which
improvements in localization performance were found when
using open instead of closed earmolds. The open earmolds
enables the use of the direct unprocessed sound at frequen-
cies with low hearing loss to improve localization perfor-
mance.

In Van den Bogaert et al. �2008� it was shown percep-
tually that in a binaural hearing aid configuration, the MWF
and the MWF-N, have advantages in terms of spatial aware-
ness for the hearing aid user in comparison with an adaptive
directional microphone �ADM�, which is the most frequently
implemented adaptive multimicrophone noise reduction sys-
tem in modern digital hearing aids. This was done by using a
localization experiment in the frontal horizontal hemisphere
with a realistic environment �T60=0.61 s�. In contrast with
the ADM, the MWF preserves the location of the target
speech sound, independently of its angle of arrival. However,
in some conditions subjects located the noise source at the
place of the speech source as mathematically predicted by
the work of Doclo et al. �2006�. When using the MWF-N,
however, subjects correctly localized both the speech and the
noise source.

Until now, noise reduction and speech enhancement per-
formance of the MWF and MWF-N have not been evaluated
thoroughly. The study of Klasen et al. �2007� focused on the
concept of partial noise estimation and how it can decrease
ITD and ILD errors. Only a limited set of objective measure-
ments of monaural SNR improvements, done in anechoic
conditions with a single noise source fixed at 90°, was re-
ported. The study of Van den Bogaert et al. �2008� mainly
focused on localization performance. A limited set of speech
perception data of three-microphone MWF and MWF-N was
also presented. This was done for two single noise source
scenarios in a realistic environment. In both
scenarios—S0N60 and S90N270 with SxNy defining the spatial
scenario with speech arriving from angle x and a noise signal
arriving from angle y—the MWF and MWF-N outperformed
a two-microphone ADM. The MWF and MWF-N can in-
crease noise reduction performance by using microphone
signals from both the ipsilateral and the contralateral hearing
aid. However, transmitting microphone signals between hear-
ing aids comes at the large cost of power consumption and
bandwidth, especially since commercial manufacturers prefer
a wireless connection between both devices. Therefore, a
thorough evaluation in realistic listening conditions is needed
on the obtained gain in speech understanding when transmit-
ting no �a bilateral configuration�, one, or all contralateral
microphone signals. A commonly used ADM is used as a
reference noise reduction system. The algorithms discussed
in this manuscript are evaluated using monaural and binaural
presentations.

This paper presents objective and perceptual evaluations
of the noise reduction and speech enhancement performance
of the MWF and MWF-N approaches using different micro-
phone combinations under several spatial sound scenarios in
different acoustical environments. The main research ques-
tions answered in this manuscript are the following: �a� What
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is the speech enhancement performance of a MWF in com-
parison with a standard bilateral ADM in a monaural and a
binaural hearing aid configuration? �b� What is the gain in
speech enhancement when evolving from a monaural hearing
aid design to a binaural hearing aid design, i.e., adding a
third and/or a fourth microphone, positioned at the contralat-
eral hearing aid, to a MWF already using two microphones
of the ipsilateral hearing aid? �c� What is the cost in speech
enhancement performance when adding a partial noise esti-
mate into the MWF-scheme, i.e., the MWF-N, which enables
a correct sound localization of both the speech and the noise
component? �Van den Bogaert et al., 2008�. All three ques-
tions will be evaluated using both objective performance
measures, using a semianechoic and a realistic reverberant
environment, and perceptual performance measures, only for
the realistic environment, in different single and multiple
noise source scenarios. The correlation between both perfor-
mance measures is also discussed.

II. HEARING AID CONFIGURATION

The hearing aid configuration used in this study is iden-
tical to the one used in Van den Bogaert et al. �2008�. The
microphone array of the left and right behind-the-ear hearing
aids consists of two omnidirectional microphones with an
intermicrophone distance of approximately 1 cm. In a gen-
eral binaural configuration, microphone signals from the ip-
silateral �MI� and contralateral �MC� hearing aids can be used
to generate an output signal for each ear. Three different
noise reduction algorithms were evaluated with these hearing
aids: the MWF, the MWF-N, and the ADM. For all algo-
rithms a sampling frequency of fs=20 480 Hz was used.

A. MWF and MWF-N

Different microphone combinations were evaluated to
measure the benefit of adding one or two contralateral mi-
crophone signals to the MWF or MWF-N algorithm active at
the ipsilateral hearing aid. A monaural system with each
hearing aid using only its own two microphone signals was
first evaluated. The MWF-based systems were then extended
by transmitting one or two contralateral microphone signals
to the ipsilateral hearing aid. The three different implemen-
tations of the MWF algorithm used in this study are denoted
as MWF2+MC

, with 0�MC�2. The three different imple-
mentations of the MWF-N algorithm are denoted similarly as
MWF2+MC

-N. A list of algorithms evaluated during this study
is given in the left column of Table I. A description of the
algorithmic aspects of the MWF and MWF-N algorithms is
already presented in Van den Bogaert et al. �2008�. A brief
summary is given here. The algorithms are described in the
frequency domain.

Transmitting MC contralateral microphone signals to the
ipsilateral hearing aid results in an M-dimensional �M =MI

+MC� input vector YL��� and YR��� for the left and right
hearing aid, respectively. Each signal vector Y��� can be
written as a sum of a speech component X��� and a noise
component V���, which are equal to the speech and noise
source signals convolved with the impulse responses of the

room. The output signal of the noise reduction algorithm at
the left and the right hearing aid can be described by the
filtered input vectors, i.e.,

ZL��� = WL
H���YL���, ZR��� = WR

H���YR��� , �1�

where WL��� and WR��� are M-dimensional complex vec-
tors representing the calculated Wiener filters for each hear-
ing aid. The MWF uses the M available microphone signals
at each hearing aid to produce the filters WL��� and WR���.
These filters create a minimum mean square error estimate of
the speech component at the reference microphone, usually
the front omnidirectional microphone for the left �for
WL���� and for the right �for WR���� hearing aid, respec-
tively. By doing so, an MWF inherently preserves the binau-
ral cues of the speech component. Through the remainder of
the paper, the frequency domain variable � is omitted for
conciseness.

The filter W= �WL
TWR

T�T with T the transpose operator, is
calculated by minimizing the cost function

JMWF�W� = E���XL,1 − WL
HXL

XR,1 − WR
HXR

��2

+ ���WL
HVL

WR
HVR

��2	 ,

�2�

with H the Hermitian transpose operator and E the expected
value operator. � is a parameter which trade offs noise re-
duction performance and speech distortion �Spriet et al.,
2004�. The rationale of the MWF-N is to remove not the full
noise component from the reference microphone signal but
to remove only a part �1−�� of it. The other part ��� remains
unprocessed. This changes the original cost function to

JMWF-N�W� = E���XL,1 − WL
HXL

XR,1 − WR
HXR

��2

+ ����VL,1 − WL
HVL

�VR,1 − WR
HVR

��2	 . �3�

TABLE I. The list of algorithms, microphone combinations, and spatial
scenarios evaluated in this paper. All algorithms use two microphone signals
of the left/right hearing aid and MC �0,1 or 2� microphone signals of the
contralateral hearing aid to generate a signal for the left/right ear. This is
depicted as 2+MC. The second column represents whether a bilateral/
binaural �b� and/or a monaural presentation �m� was used during the per-
ceptual evaluation of the corresponding algorithm. The third and fourth
columns represent the list of spatial scenarios, SxNy, evaluated during the
objective evaluations. x represents the location of the speech source; y rep-
resents the location of the noise source�s�. The conditions S0N60, S90N270,
and S0N3 were also evaluated perceptually.

Evaluated algorithms Spatial scenarios

MWF2+0 b+m S0Nx x between 0° and 330°
MWF2+1 b S90N180 Single noise source N at 180°
MWF2+2 b S90N270 Single noise source N at 270° �=−90° �
MWF2+0-N0.2 b S45N315 Single noise source N at 315° �=−45° �
MWF2+1-N0.2 b S0N2a Noise sources at −60° and +60°
MWF2+2-N0.2 b S0N2b Noise sources at −120° and +120°
ADM b+m S0N2c Noise sources at 120° and 210°
Unproc b+m S0N3 Noise sources at 90°, 180° and 270°

S0N4a Noise sources at 60°, 120°, 180° and 210°
S0N4b Noise sources at 60°, 120°, 180° and 270°
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Note that Eq. �2� is a special case of Eq. �3� with �=0.
Both cost functions are minimized by using estimates of the
speech and noise correlation matrices �Klasen et al., 2007;
Van den Bogaert et al., 2008�. The Wiener solution minimiz-
ing JMWF-N�W� equals

W = �Rx,L + �Rv,L 0M

0M Rx,R + �Rv,R
�−1�Rx,LeL

Rx,ReR
� , �4�

where eL and eR are all zero vectors, except for a “1” in the
position corresponding to the selected reference microphone,
i.e., eL�1�=1 and eR�1�=1. Rx, and Rv, are defined as the
�M �M�-dimensional speech and noise correlation matrices,
e.g., for the left hearing aid Rx,L=E
XLXL

H� and Rv,L

=E
VLVL
H�. A voice activity detector �VAD� is used to dis-

criminate between “speech and noise periods” and “noise
only periods.” The noise correlation matrix Rv was calcu-
lated during the noise only periods. The speech correlation
matrix Rx was estimated by subtracting Rv from the correla-
tion matrix Ry of the “speech and noise” signal vector Y. For
both the MWF and MWF-N algorithms, speech and noise
and noise only correlation matrices were calculated using a
perfect VAD. A filter length of 96 taps was used per micro-
phone channel. When using block processing, an overlap of
48 samples was used, leading to a total delay of approxi-
mately 4.7 ms for the MWF and MWF-N algorithms. Pilot
experiments showed that �=5 provides a good trade-off be-
tween noise reduction and speech distortion. In the work of
Van den Bogaert et al. �2008�, it was shown that �=0.2
resulted in a good localization performance. Therefore these
parameter settings were used throughout this study.

B. Adaptive directional microphone

An ADM was used as a reference multimicrophone
noise reduction algorithm. This algorithm is commonly used
in modern digital hearing aids �Luo et al., 2002; Maj et al.,
2004�. Unlike the MWF-based algorithms, the ADM relies
on the assumption that the target signal arrives from the fron-
tal field of view and that jammer signals arrive from the back
hemisphere. The ADM exploits the time of arrival differ-
ences between the microphones on a hearing aid to improve
the SNR by steering a null in the direction of the jammer
signals. The ADM used the two omnidirectional micro-
phones of the ipsilateral hearing aid. A first stage generated
two software directional microphone signals corresponding
to, respectively, a front and a back oriented cardioid pattern.
These signals were then combined by an adaptive scalar � to
minimize the energy arriving from the back hemisphere at
the output of the algorithm �Maj et al., 2006�. The parameter
� was constrained between 0 and 0.5 to avoid noise reduc-
tion in the frontal hemisphere.

III. METHODS

A. General

First, different sets of impulse responses were measured
between a loudspeaker and the microphones in two behind-
the-ear hearing aids worn by a CORTEX MK2 manikin.
Loudspeakers were placed at 1 m distance of the center of

the head, and impulse responses were measured in the hori-
zontal plane in steps of 30°. Measurements were done in a
room with dimensions 5.50�4.50�3.10 m3 �length
�width�height�, and acoustical curtains were used to
change its acoustical properties. Two different acoustical en-
vironments were studied with a reverberation time, linearly
averaged over all one-third octave bands between 100 and
8000 Hz, of, respectively, T60=0.21 s and T60=0.61 s, with
the latter value corresponding to a realistic living room con-
dition.

The measured impulse responses were convolved with
the appropriate speech and noise material to generate the
four microphone signals for the different spatial scenarios
used in the perceptual and the objective evaluations. A spa-
tial scenario, with a target signal �S� arriving from angle x
and one or multiple noise sources �N� arriving from angle�s�
y, is denoted as SxNy. The angles were defined clockwise
with 0° being in front of the subject. The generated micro-
phone signals were used as input for the different algorithms.
Besides the different algorithms, an unprocessed condition,
using the front microphones of each hearing aid, was used as
a reference condition. In each spatial scenario, the input SNR
was calibrated to 0 dBA, measured in absence of the head. A
full list of tested conditions is given in Table I. Evaluations
were done after convergence of the filters for all algorithms.

B. Objective evaluation

The improvement in speech intelligibility weighted SNR
��SNRSI�, defined by Greenberg et al. �1993�, was used to
evaluate the noise reduction performance of the algorithms.
This is defined as the difference between the output SNRSI

and the input SNRSI. The input SNRSI was calculated be-
tween the front omnidirectional microphone of the left and
the right hearing aid. For the left hearing aid, this gives

�SNRSI,L = �
i

I��i�SNRout,L��i� − I��i�SNRin,L��i� ,

�5�

with SNR��i� as the SNR measured in the ith third-octave
band and I��i� as the importance of the ith frequency band
for speech intelligibility, as defined by ANSI-SII �1997�.

Noise reduction performance was evaluated using an av-
erage speech spectrum of a Dutch male speaker from the VU
test material �Versfeld et al., 2000� as target sound �S� and
multitalker babble �Auditec of St. Louis� as jammer sound
�N�. The long term average spectrum of both the speech and
the noise material is given in Van den Bogaert et al. �2008�.
For multiple noise source scenarios, time-shifted versions of
the same noise source signal were generated to obtain “un-
correlated” noise sources. Since simulations are a time-
efficient way to assess the performance of noise reduction
algorithms, a large number of spatial conditions were exam-
ined using one target signal and one to four noise sources. A
full list of studied spatial scenarios is given in the right col-
umn of Table I. Simulations were done for both T60=0.21 s
and T60=0.61 s to evaluate the influence of reverberation on
the algorithms.
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C. Perceptual evaluation

Speech reception thresholds �SRTs� were measured with
ten normal hearing subjects using an adaptive test procedure
�Plomp and Mimpen, 1979�. The procedure adjusts the level
of the speech signal in steps of 2 dB to extract the 50% SRT.
The level of the noise signal was calibrated with the sound
pressure level, averaged over the left and the right ear, equal
to 65 dBA. The male sentences of the VU test material
�Versfeld et al., 2000� were used as speech material, and a
multitalker babble �Auditec of St. Louis� was used as a noise
source.

The algorithms were perceptually evaluated using a bin-
aural presentation with signals presented to both the left and
the right ear. The MWF2+0 and the ADM were also tested for
one ear only with a monaural presentation of the stimuli �for
the full list of conditions, see Table I�. In the monaural evalu-
ation, signals were presented to the right ear of the subjects.
In both the binaural and the monaural presentation, an un-
processed condition was used as a reference, bringing the
total of tested conditions to 11. The speech enhancement
achieved by each algorithm was calculated by subtracting the
SRT score �in dB SNR� of the algorithm from the unproc-
essed SRT score, i.e.,

�SRTalgo = SRTunproc − SRTalgo. �6�

Tests were performed in a double walled sound booth
under headphones �TDH-39� using an RME Hamerfall Mul-
tiface II soundcard and a Tucker Davis HB7 headphone
driver. The perceptual evaluations were carried out using the
impulse responses of the acoustical environment with T60

=0.61 s, i.e., a realistic living room condition. Because of
practical considerations, three spatial scenarios, selected

from the list of scenarios tested in the objective evaluation,
were perceptually evaluated, i.e., S0N60, S90N270 and a triple
noise source condition S0N90/180/270.

IV. RESULTS AND ANALYSIS

A. Objective evaluation

First, the noise reduction performance of the MWF is
discussed and compared with the ADM. Second, the
MWF-N is evaluated.

1. MWF

Figure 1 shows the measured speech intelligibility
weighted gain in SNR, �SNRSI, for a target speech source
arriving from 0° and a single noise source arriving from x°
�S0Nx� for the ADM and the three different MWF algorithms.
This is done for a room with a low �T60=0.21 s� and a living
room �T60=0.61 s� reverberation time, respectively. The data
are given only for the right hearing aid as, for a single noise
source scenario, the directivities of the left and the right
hearing aid are almost identical �if one changes positive
angles into negative angles�. The noise reduction data of
more challenging scenarios, with multiple noise sources or a
nonzero speech source angle, are shown in Fig. 2.

For both the single noise source data and the more com-
plex spatial scenarios, it was observed that the acoustical
parameters have a very large effect on the noise reduction
performance of the algorithms. Due to the presence of reflec-
tions, the performance of all algorithms decreased signifi-
cantly, which is a well known effect from literature. In case
of a low reverberant condition, gains of up to 23 dB were
obtained. In a more realistic environment, this performance

FIG. 1. �SNRSI of the ADM and the MWF with different microphone combinations �denoted as MWF2+MC
� for single noise source scenarios with speech

arriving from 0° and noise arriving from x° �S0Nx�. The data of the right hearing aid are presented in two reverberant environments, with x being varied per
30°.
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dropped to 12 dB for the same spatial scenario and the same
hearing aid, i.e., the scenario S0N120 at the right hearing aid.

In single noise source scenarios �Fig. 1�, extending the
MWF2+0 with contralateral microphone signals substantially
increased noise reduction performance, especially if the
speech and the noise source were positioned within 60° of
each other. In these spatial scenarios, an additional gain of
7.5–14 dB in T60=0.21 s and of 3.1–7.6 dB in T60=0.61 s
was obtained for the right hearing aid when going from the
MWF2+0 to the MWF2+2. In the other single noise source
scenarios, the benefit was much more modest. An average
difference �and standard deviation� between the MWF2+0

and, respectively, the MWF2+1 and the MWF2+2 of 1.4	0.7
and 3.3	1.0 dB for T60=0.21 s and of 0.8	0.3 and
2.2	0.3 dB for T60=0.61 s was measured over these spatial
scenarios. Interestingly the MWF2+0 outperformed the ADM
in low reverberant conditions. However, in a realistic envi-
ronment both bilateral algorithms had a similar performance.

For the multiple noise source scenarios, as shown in Fig.

2, the same trends were observed, with the MWF2+2 outper-
forming the MWF2+1, which in turn performed better than
the MWF2+0 and ADM. For both acoustic environments,
both two-microphone algorithms, i.e., the ADM and the
MWF2+0, tend to have a similar performance. However, for
the spatial scenarios with the target signal not arriving from
0°, all MWF-based algorithms easily outperformed the
ADM. In these scenarios, the ADM only showed very small
improvements or even a decrease in �SNRSI �up to −5 and
−2.5 dB for T60=0.21 s and T60=0.61 s, respectively�. For
the more complex spatial scenarios shown in Fig. 2, it is
observed that the gain in noise reduction achieved by extend-
ing the MWF2+0 with contralateral microphone signals was
highly dependent on the spatial scenario and the ear of inter-
est. For instance, a large gain in �SNRSI for the left hearing
aid is observed in S90N270, while a more modest gain is
present at the right hearing aid. For the right hearing aid, a
large gain is observed for, e.g., condition S0N4a, while a more
modest gain is observed in, e.g., condition S0N3.

FIG. 2. �SNRSI of the MWF with different microphone combinations and the ADM for multiple noise sources. The abbreviations of the spatial scenarios are
explained in Table I. Two different acoustical environments are evaluated.
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2. MWF-N

As discussed in the Introduction, the MWF-N enables
the user to correctly localize the speech and the noise com-
ponent when used in a binaural hearing aid configuration.
This is in contrast with other signal processing schemes for
hearing aids, e.g., the ADM and partly �only for the noise

component� the MWF �Van den Bogaert et al., 2008�. The
parameter � controls the amount of noise that remains un-
processed by the algorithm.

Figure 3 illustrates the influence of the parameter �
=0.2 on the estimated noise reduction performance of the
MWF2+2 and the MWF2+0. The performance of the ADM is
also shown as a reference noise reduction system. This figure
illustrates that when adding a partial noise estimate to the
MWF algorithm �MWF-N��, the loss in noise reduction is
not only dependent on the parameter �, but also on the
amount of noise reduction originally obtained by the MWF.
Larger losses are observed if a high noise reduction perfor-
mance was already obtained by the MWF algorithm. As a
consequence, the influence of the parameter � is more pro-
nounced on the MWF2+2 than on the MWF2+0 algorithm. The
figure shows that when using �=0.2, the estimated noise
reduction performance of the MWF2+2-N0.2 drops, in most
conditions, below the performance of the ADM and the
MWF2+0. Other simulations have shown that when using �
=0.1, the MWF-N still outperforms the ADM. If the speech
source is located outside the forward field of view, all MWF-
and MWF-N-based algorithms outperform the ADM.

B. Perceptual evaluation

To further validate the performance of the MWF and
MWF-N, a number of perceptual evaluations were per-
formed. Three spatial scenarios were selected �see Table I or
the arrows in Fig. 3�. Table II shows the improvement in SRT
relative to an unprocessed condition averaged over ten nor-
mal hearing subjects obtained when using the different algo-
rithms. The bottom two rows show the SRT levels of the
unprocessed reference condition. The gains in �SNRSI mea-
sured during the objective evaluation were added for both the
left and the right hearing aid. All statistical analyses were
done using SPSS 15.0. For conciseness, the term “factorial
repeated measures analysis of variance �ANOVA�” is abbre-

FIG. 3. The influence of �=0.2 on �SNRSI of the MWF, the MWF-N0.2,
and the ADM for T60=0.61 s. A four- and two-microphone MWF-based
system have been tested. The abbreviations of the spatial scenarios are ex-
plained in Table I. The arrows highlight the spatial scenarios that have been
evaluated perceptually.

TABLE II. The gain in SRT, �SRTalgo, averaged over ten normal hearing subjects. The bottom rows show the SNRs at which the unprocessed reference SRTs
have been measured for the monaural and the binaural presentations. A “ *” depicts a significant noise reduction performance �p�0.05� compared to the
unprocessed condition. �SNRSI, calculated for the left and right hearing aids in the objective evaluation, is also added to the table.

Bilat/bin ∆SRT �dB�

S0N60 S90N270 S0N90/180/270

Perceptual Left Right Perceptual Left Right Perceptual Left Right

ADM 2.1	1.9 2.7 2.8 −4.3	1.3* 4.3 −3.2 1.3	1.4 6.0 5.9
MWF2+2 4.3	1.5* 4.9 9.6 0.7	1.4 10.0 2.5 4.6	0.8* 7.1 7.2
MWF2+1 3.8	1.6* 4.0 6.2 0.3	2.0 9.6 2.1 4.0	1.5* 6.6 6.0
MWF2+0 1.0	0.7* 1.9 3.3 −1.2	1.6 3.8 1.0 2.8	1.3* 5.1 4.9
MWF2+2-N0.2 3.6	1.4* 3.3 5.4 2.0	1.4* 4.3 1.9 3.2	0.8* 4.1 4.2
MWF2+1-N0.2 2.7	1.3* 2.6 3.0 1.5	1.6 3.9 1.6 3.4	0.8* 3.7 3.3
MWF2+0-N0.2 1.0	2.1 1.1 0.9 0.0	1.5 1.0 0.7 2.3	1.4* 2.8 2.6

Monaural ∆SRT �dB�
ADM 5.4	2.0* 2.8 −5.4	1.2* −3.2 3.4	2.3* 5.9
MWF2+0 3.4	1.3* 3.3 −0.7	1.4 1.0 5.0	1.6* 4.9

SNR-unproc �dB�
Binaural −6.2	1.8 −9.1	1.7 −7.2	1.6
Monaural 2.8	2.0 −8.0	1.7 −3.0	2.1
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viated as ANOVA, and pairwise comparisons discussed
throughout the document were always Bonferroni corrected
for multiple comparisons. The reported p-values of the pair-
wise comparisons are lower bound values. A p-value of p
=0.05 was used as a threshold for significance.

1. Bilateral/binaural presentation

To compare the different algorithms, an ANOVA is car-
ried out on the SRT data. These data were also used to cal-
culate the average gains shown in Table II �see Eq. �6��. The
ANOVA was carried out using the factor algorithm �seven
algorithms and an unprocessed condition� and spatial sce-
nario �three spatial scenarios�. An interaction was found be-
tween both factors �p=0.005�. This was expected since the
performance of the algorithms was clearly dependent on the
location of the speech and the noise source�s�. Therefore an
ANOVA and pairwise comparisons were carried out for each
spatial scenario. For all three spatial scenarios, a main effect
for the factor algorithm was found �p=0.002, p�0.001, and
p�0.001 for respectively, S0N60, S90N270, and S0N90/180/270�.

First, an overview is given of the comparisons made
between the algorithms and the unprocessed condition. An
“ *” was added in Table II if the algorithm generated a sig-
nificant gain in SRT compared to the unprocessed condition.
For the scenario S0N60, a significant gain in noise reduction
was achieved by all algorithms except for the ADM �p
=0.155� and the MWF2+0-N0.2 �p=1.000�. The highest sig-
nificant gain was obtained by the MWF2+2 algorithm
�4.3 dB, p�0.001�. The lowest significant gain was obtained
when using the MWF2+0 �1.0 dB, p=0.036�. For the scenario
S90N270, a significant gain was achieved only by the
MWF2+2-N0.2 algorithm �2.0 dB, p=0.047�. When using the
ADM, a significant decrease in speech understanding was
observed �−4.3 dB, p�0.001�. For the triple noise source
scenario, all MWF algorithms showed a significant gain in
speech understanding ranging from 2.3 dB for the
MWF2+0-N0.2 �p=0.019� to 4.6 dB for the MWF2+2 �p
�0.001�. The ADM showed no significant improvement
compared to the unprocessed condition �p=0.435�.

Second, an overview is given of the pairwise compari-
sons between the ADM and all MWF and MWF-N ap-
proaches. For the spatial scenario S0N60, only the MWF2+2

showed a significant gain in speech enhancement compared
to the ADM �2.2 dB, p=0.013�; the MWF2+1 showed a non-
significant gain of 1.6 dB �p=0.061�. The performance of
the MWF2+0 showed no significant difference with the ADM
�which is also a two microphone algorithm�. For the scenario
S90N270 all MWF and MWF-N algorithms showed a clear
significant benefit �all p-values p�0.001� compared to the
ADM. This benefit is in the range of 3.1 dB for the MWF2+0

to 6.3 dB for the MWF2+2-N0.2. For the triple noise source
scenario, a significant benefit is found for the MWF2+2

�3.3 dB, p�0.001�, the MWF2+1 �2.7 dB, p�0.001�, and the
MWF2+1-N0.2 �2.1 dB, p=0.002�. Since the MWF2+1-N0.2

showed a significant gain compared to the ADM, it was ex-
pected that also the MWF2+2-N0.2, which has an extra micro-
phone input, would show this benefit. However, no statisti-
cally significant difference is found between this algorithm
and the ADM �1.9 dB, p=0.164�.

Third, the influence of adding contralateral microphones
to the original two-microphone MWF-scheme �MWF2+0� can
be observed. For S0N60 both the MWF2+1 and MWF2+2

showed a significant increase in performance of, respec-
tively, 2.8 dB �p=0.022� and 3.3 dB �p=0.001� compared to
the MWF2+0. The MWF2+2 and MWF2+1 were statistically
not significantly different. For the MWF-N0.2 algorithms the
same trends were observed, but these differences were not
statistically significant �MWF2+1-N0.2 and MWF2+2-N0.2

show an average improvement of, respectively, 1.7 dB �p
=0.341� and 2.5 dB �p=0.125� compared to the
MWF2+0-N0.2�. For the spatial scenario S90N270, the same
observations are made, with MWF2+1 and MWF2+2 perform-
ing statistically better than MWF2+0 �respectively, 1.5 dB,
p=0.033 and 1.8 dB, p=0.001� and with no significant dif-
ference between MWF2+2 and MWF2+1. Again both the
MWF2+1-N0.2 and MWF2+2-N0.2 show the same nonsignifi-
cant trend compared to the MWF2+0-N0.2 �with, respectively,
a gain of 1.5 dB, p=0.454 and 1.9 dB, p=0.215�. For the
triple noise source scenario, only the MWF2+2 performed sig-
nificantly better than the MWF2+0 �1.7 dB, p=0.004�. Again
both the MWF2+1-N0.2 and MWF2+2-N0.2 show a nonsignifi-
cant improvement compared to the MWF2+0-N0.2.

Finally the last comparisons examine the impact of in-
troducing the partial noise estimate using �=0.2 to the origi-
nal MWF algorithm �MWF versus MWF-N0.2�. In the three
different ANOVAs, one for each spatial scenario, only one
significant difference was found when comparing the perfor-
mance of the MWF2+MC

with the MWF2+MC
-N0.2, with MC

ranging from 0 to 2. A significant decrease in performance of
−1.4 dB is observed �p=0.016� when comparing the
MWF2+2-N0.2 with the MWF2+2 in the triple noise source
scenario. Some other nonsignificant trends were also ob-
served. In the triple noise source scenario and in scenario
S0N60, the MWF2+MC

-N0.2 tends to have a decreased perfor-
mance compared to the MWF2+MC

condition, which was ex-
pected since the parameter �=0.2 introduces an unprocessed
noise component at the output of the noise reduction algo-
rithm. Interestingly this trend is not observed in the scenario
S90N270. In this scenario the MWF-N algorithms typically
outperformed the MWF algorithms.

These trends were verified by a different ANOVA. In
this refined analysis, the factor algorithm �three different
MWF algorithms: MWF2+0, MWF2+1, and MWF2+2� and eta
��=0 and �=0.2� were used per spatial condition. For all
three ANOVAs, no interactions were found between both
factors. For the scenario S0N60, no significant effect is ob-
served. For the condition S90N270, a significant increase in
performance of 1.3 dB �p=0.002� is observed when compar-
ing MWF2+MC

−N0.2 with MWF2+MC
. For the triple noise

source scenario, a significant decrease in performance of
0.8 dB �p=0.001� is observed when introducing �=0.2. In
all three of these ANOVAs, a significant increase in perfor-
mance is found when introducing one or two contralateral
microphones, but no significant difference is observed be-
tween the three and four-microphone algorithms, confirming
the observations made in the paragraph on contralateral
mirophones.
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2. Monaural presentation

The monaural SRT data, used to calculate the gains
shown in Table II, were used in an ANOVA. Again the factor
algorithm �two algorithms and an unprocessed condition�
and spatial scenario were used. Similar to the analysis of the
bilateral/binaural presentation, an interaction is found be-
tween both factors �p�0.001�. This leads to a separate
ANOVA and separate pairwise comparisons for each spatial
scenario.

In the scenario S0N60, both algorithms perform signifi-
cantly better than the unprocessed condition with an average
gain of 3.4 dB by the MWF2+0, p�0.001 and an average
gain of 5.4 dB by the ADM, p�0.001. Both algorithms are
significantly different from each other, with the performance
of the ADM being 2.0 dB better than the MWF2+0 �p
=0.007�. For the scenario S90N270, the MWF2+0 is not signifi-
cantly different from the unprocessed condition. The ADM
shows a significant decrease in performance compared to
both the MWF2+0 and the unprocessed condition �respec-
tively, 5.4 and 4.7 dB, both p�0.001�. In the triple noise
source scenario, both the MWF2+0 and the ADM show a
significant improvement compared to the unprocessed condi-
tion �respectively, 5.0 dB, p�0.001 and 3.4 dB, p=0.004�.

3. Comparison with the objective data

In Table II, the noise reduction gains ��SNRSI� calcu-
lated during the objective evaluations are shown together
with the speech enhancement data of the perceptual evalua-
tions. Large correlations are present between the data of both
evaluations. In the bilateral/binaural configuration, percep-
tual results correlated best with �SNRSI of the hearing aid
that had the best input SNR �e.g., the left ear for S0N60, the
right ear for S90N270, and both ears for S0N90/180/270�. It was
observed that this hearing aid is typically the device with the
lowest gain in noise reduction, �SNRSI. Although large cor-
relations between both performance measures were ob-
served, Table II illustrates that the performance of the ADM
and the MWF seems to be overestimated by approximately
2 dB in S90N270 and the triple noise source scenario.

V. DISCUSSION

This paper evaluates two recently introduced MWF-
based noise reduction algorithms for multimicrophone hear-
ing aids, which offer the ability to preserve the spatial aware-
ness of hearing aid users. A verification of the speech
enhancement and the noise reduction performance of the al-
gorithms is presented in this study. A bilateral ADM was
used as a reference noise reduction algorithm as this is com-
monly implemented in current bilateral hearing aids. Three
research questions on combining noise reduction with pre-
serving sound source localization in multimicrophone noise
reduction algorithms were raised in the Introduction. The
results and analysis from the previous sections will be used
to answer these questions.

A. Noise reduction performance of the MWF

In Sec. IV A the performance of the MWF was evalu-
ated objectively in two different acoustical environments,
i.e., T60=0.21 s and T60=0.61 s. In the low reverberant con-
dition, the two-microphone MWF, i.e., the MWF2+0, outper-
formed the ADM, especially in single noise source scenarios
�Fig. 1� and in conditions in which the target signal was not
arriving from the forward field of view �the three rightmost
data-points of Fig. 2�. The performance of all the adaptive
algorithms dropped significantly in a more realistic acoustic
environment. This phenomenon is well known and com-
monly found in literature �e.g., see Kompis and Dillier
�2001� and Greenberg and Zurek �1992��. In this more real-
istic acoustic environment, the MWF2+0 outperformed the
ADM only if the speech source is not arriving from the for-
ward field of view. In all other spatial scenarios, both two-
microphone algorithms had approximately the same perfor-
mance. The perceptual evaluation, also carried out with T60

=0.61 s, supported these conclusions. When using a bilateral
configuration that consists of two independent monaural sys-
tems, no significant differences were apparent between the
ADM and the MWF2+0 if the speech source arrives from 0°
�Sec. IV B�. Still, unlike the ADM, the MWF preserves the
binaural cues of the speech component independent of the
angle of arrival of the signal �Doclo et al., 2006; Van den
Bogaert et al., 2008�.

Why the ADM caught up with the performance of the
MWF in more reverberant conditions can be explained by
the MWF, unlike an ADM, not performing any dereverbera-
tion. The MWF is designed to estimate the speech compo-
nent, X, present at a reference microphone, which is the con-
volution of the target signal S with the room impulse
response. Hence, no dereverberation is performed. The
ADM, on the other hand, is designed to preserve signals
arriving from the frontal hemisphere. In other words, reflec-
tions arriving from the back hemisphere are reduced in am-
plitude. However, this also implies that the ADM will reduce
speech perception if the target signal arrives from the side or
the back of the head. Therefore the ADM was significantly
outperformed by the MWF in these spatial scenarios. This
was also validated by the perceptual evaluation in which all
MWF-based algorithms outperformed the ADM in the con-
dition S90N270.

The two bottom rows of Table II show the SNRs at
which the unprocessed reference SRTs were measured. It is
observed that if a bilateral/binaural configuration was used,
subjects always benefited from the best ear advantage. This
means that if both ears are available, one of the ears has a
better SNR than the other ear due to the headshadow effect
and the positioning of the sound sources. This enables the
human auditory system to focus on the ear with the best
SNR. In condition S0N60, the noise source was close to the
right ear, i.e., the ear used in the monaural evaluation. There-
fore, the SRT level was much higher in the monaural presen-
tation compared to the binaural presentation. Overall, it is
observed that a binaural presentation, i.e., accessing the sig-
nals from both ears, always resulted in lower SRT values
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compared to the monaural presentations. This has motivated
the standard use of bilateral hearing aids in case of a bilateral
hearing deficit �Libby, 2007�.

During this study a perfect VAD was used to demon-
strate the potential of the noise reduction performance of the
MWF-based algorithms. It is clear that VAD performance
will have an impact on the noise reduction performance of
the algorithms. Simulations of Doclo et al. �2007� with a
monaural spatially preprocessed MWF show that no large
degradations ��1 dB� in performance should be expected
when using an energy-based VAD at input SNRs higher than
−2 dB. In the work of Wouters et al. �2008�, hearing im-
paired subjects were evaluated with an adaptive version of
this algorithm using a monaural energy-based VAD. Also in
their experiments, a clear and robust gain in speech percep-
tion of several decibels was observed in multisource setups.
Binaural algorithms also offer the possibility of integrating
contralateral information into the VAD, which could lead to
an improved VAD performance.

B. Adding contralateral microphones

Adding contralateral microphone signals to the ipsilat-
eral hearing aid clearly comes at the cost of transmitting and
processing those signals. To evaluate this trade-off, different
microphone combinations were evaluated.

The objective evaluations showed that in single noise
source scenarios with speech arriving from 0°, adding con-
tralateral microphones introduced a large gain in noise reduc-
tion performance if the speech and noise sources were rela-
tively close to each other �Fig. 1�, i.e., within 60°. In other
words the directional pattern generated by the MWF became
more narrow when more microphones were used. This effect
is well known in sensor array processing. Typically a large
impact is obtained if additional sensors, in our case the con-
tralateral front microphone, are placed sufficiently far away
from the original sensors, thereby enhancing the size of the
array. Extreme examples of this phenomenon are, in the spe-
cific case of hearing aids, often referred to as tunnel-hearing
�Stadler and Rabinowitz, 1993�. Soede et al. �1993� proved
that very narrow beams in the horizontal hemisphere could
be created when using several �4–17� microphones posi-
tioned on eyeglasses. If the speech and the single noise
source were more spatially separated, adding more micro-
phones did not result in large improvements in noise reduc-
tion performance �Fig. 1�. This is due to the fact that in
single noise source scenarios, the MWF only has to create a
single null pointed toward the location of the noise source.
As a consequence, adding more degrees of freedom, i.e.,
more microphones, to a two-microphone system does not
significantly improve noise reduction performance.

Significant gains in noise reduction performance were
also obtained during the objective evaluations for some
asymmetric single noise source scenarios. In these scenarios,
i.e., S90N270, S45N315, and S90N180, a significant improvement
in performance were observed at the ear with the worst input
SNR, i.e., the left ear. This is due to the asymmetrical setting
of the speech source. Since the microphone inputs of the left
hearing aid had a low input SNR, due to the headshadow
effect, the noise reduction algorithm on this hearing aid pro-

duced a nonoptimal estimate of the speech component. How-
ever, if a contralateral microphone signal, which has a higher
SNR, was added to the system, a better estimate of the
speech component could be generated and noise reduction
performance increased. One may interpret this as introducing
the best ear advantage, used by our own auditory system,
into the noise reduction algorithm.

One should be aware that this increased performance at
the hearing aid with the worst SNR may be limited in daily
life. The human auditory system focuses on the ear with the
best SNR to listen to speech. The hearing aid with the large
gain in SNR, obtained at the ear with the worst input SNR,
will typically produce a similar output SNR as the hearing
aid on the other side of the head. Therefore, perceptual SRT
measurements with a bilateral/binaural hearing aid configu-
ration will not show the large predicted gain in SNR. This
was confirmed when comparing the objective and the per-
ceptual data. It was shown that the actual gain in SRT corre-
lates best with the predicted �SNRSI performance obtained
at the ear with the best input SNR. The more spectacular
improvements found during the simulations, obtained at the
ear with the worst input SNR, were not realistic predictions
of the SRT gains. This illustrates that input as well as output
SNRs or the best ear advantage should be taken into account
when interpreting measurements of noise reduction gains for
binaural or bilateral hearing aid configurations.

For the multiple noise source scenarios �Fig. 2�, objec-
tive evaluations demonstrated that adding more microphones
or more degrees of freedom does result in a significant gain
in noise reduction. For the very asymmetrical condition, i.e.,
S0N60/120/180/210 �S0N4a�, it was again observed that a larger
benefit was obtained at the ear with the worst input SNR, i.e.,
the right ear.

In the perceptual evaluations, it was observed that in the
scenarios S0N60 and S90N270 the MWF2+1 and MWF2+2 out-
performed the MWF2+0. These observations confirm the ob-
jective evaluation, discussed earlier. In the triple noise source
scenario only the MWF2+2 significantly outperformed the
MWF2+0, which can be explained by taking into account the
degrees of freedom needed to reduce three noise sources.
The grouped analysis of the perceptual data of the MWF and
MWF-N showed that, in general, a three-microphone system,
consisting of two ipsilateral and one contralateral micro-
phone outperformed the two-microphone system. Adding a
fourth microphone did not, in general, add a significant im-
provement over the three-microphone system. Intuitively this
can be explained by the fact that adding a third microphone
placed at the other side of the head will introduce a signifi-
cant amount of “new information” to the noise reduction
system. The fourth microphone will increase the degrees of
freedom of the system, but its impact will be much smaller
since it is located very close to the third microphone.

C. Noise reduction performance of the MWF-N

Van den Bogaert et al. �2008� showed that adding a par-
tial noise estimate with �=0.2 to the MWF algorithm not
only preserves the capability to localize the targeted speech
component but also restores the capability to localize the
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noise component. This is important for hearing aid users in
terms of spatial awareness and release from masking. How-
ever, this clearly comes at the cost of some noise reduction.
Figure 3 demonstrates the influence of the parameter �
=0.2 on �SNRSI of the MWF2+0 and MWF2+2 in an environ-
ment with a realistic reverberation. It showed that the loss in
noise reduction due to the partial noise estimate was depen-
dent on its original noise reduction performance. This can be
explained by using the relation between the output of the
MWF and MWF-N. The output of the MWF-N �Eq. �1�� can
be written as the sum of a scaled proportion of the input
signal added to the output of the MWF �Van den Bogaert
et al., 2008�, i.e.,

ZMWF-N�L��� = �YL,1 + �1 − ��ZMWF,L, �7�

ZMWF-N�R��� = �YR,1 + �1 − ��ZMWF,R. �8�

It was also observed that when adding a partial noise
estimate with �=0.2, the predicted performance, �SNRSI,
could drop below the performance of the ADM for some
spatial scenarios �Fig. 3�. This may be interpreted as a cost to
sufficiently preserve the binaural cues of the speech and the
noise component. However, during the perceptual evalua-
tions, no significant difference was found between the ADM
and the MWF2+0-N0.2 in scenarios S0N60 and S0N90/180/270.
Moreover, the ADM showed a significant loss in perfor-
mance compared to all MWF-N0.2 algorithms in the scenario
S90N270 for reasons already discussed in the previous section.
The lack of a significant SRT difference ��SRTalgo� between
the ADM and the MWF2+0-N0.2, which was in contrast with
the objective evaluation, may be explained by spatial release
from masking. Since the MWF-N0.2 preserved the localiza-
tion of both the speech and noise component, a slightly better
speech perception in noise compared to the performance pre-
dicted by �SNRSI could be expected. The same spatial re-
lease from masking may also explain why the
MWF2+MC

-N0.2 outperformed the MWF2+MC
in the condition

with the largest spatial separation between speech and noise
sources, i.e., S90N270. In this condition, the MWF2+MC

-N0.2

produced a worse �SNRSI, but since it preserves the user’s
ability to localize both the speech and the noise component
correctly, a significantly better SRT could be obtained. This
also illustrates that although �SNRSI is a useful tool for pre-
dicting noise reduction performance, other factors such as
binaural cues should be taken into account when evaluating
speech enhancement by noise reduction algorithms in hear-
ing aids.

VI. CONCLUSION

In Van den Bogaert et al. �2008�, it was shown that
MWF-based noise reduction approaches have interesting fea-
tures in terms of preserving binaural cues and hence spatial
awareness for hearing aid users. Unlike other noise reduction
approaches, the MWF and MWF-N approaches are capable
of using multimicrophone information; they can easily inte-
grate contralateral microphone signals, and they inherently
preserve the binaural cues of the speech component, inde-
pendent of the angle of arrival of the signal. By preserving

part of the noise component �MWF-N�, the ability to localize
both the speech and the noise component can be preserved.
This paper presented a thorough evaluation of the noise re-
duction performance of the MWF and MWF-N algorithms in
comparison with an unprocessed condition and an ADM,
which is a commonly used noise reduction system in com-
mercial digital hearing aids. This was done by evaluating
noise reduction and speech perception performance in differ-
ent speech-in-multitalker-babble scenarios. Three different
research questions have been addressed.

First, it was shown that a two-microphone MWF
�MWF2+0� has approximately the same performance as an
ADM. It does so while preserving the binaural cues of the
speech component. Since the MWF operates independently
of the angle of arrival of the signal, it easily outperformed
the ADM if the speech signal was not arriving from the for-
ward field of view. Moreover, in these scenarios the ADM
may even reduce the speech perception of the hearing aid
user compared to the unprocessed condition. This was ob-
served during the perceptual evaluation of both the monaural
�−5.4 dB� and the bilateral �−4.3 dB� ADM configuration in
the spatial scenario S90N270. Large differences were observed
when comparing the monaural with the bilateral data. It was
observed that a bilateral presentation leads to an improved
speech perception in noisy environments due to the best ear
benefit. This confirms, although tests were performed with
normal hearing subjects, the common practice of using
bilateral/binaural hearing aids for a bilateral hearing im-
paired subject.

Second, different microphone combinations were evalu-
ated. A significant gain in performance was found if one
contralateral microphone signal was added to the ipsilateral
hearing aid. This shows that transmitting microphone signals
can result in a significant gain in noise reduction, especially
in multiple noise source scenarios or if the speech and the
noise source�s� are placed asymmetrically around the head.
Adding a second contralateral microphone signal to the ipsi-
lateral hearing aid did not, in general, show a significant SRT
improvement in the perceptual evaluations.

Finally, it was demonstrated that adding a partial noise
estimate to the MWF, large enough to sufficiently preserve
the binaural cues to restore the directional hearing and spatial
awareness �MWF-N0.2�, only slightly affects noise reduction
performance. Moreover, perceptual evaluations showed that
in some conditions �S90N270� the MWF-N0.2 could even out-
perform the MWF, which may be due to improved spatial
release from masking. The parameter � controls the amount
of noise reduction. Therefore it may also be used as a control
mechanism to maximize or to limit the amount of noise re-
duction if necessary. This can be done adaptively using
sound classification algorithms, which are often available in
present-day high-end digital hearing aids.

The study also demonstrated that carefully selected ob-
jective performance measures can be very useful in predict-
ing the performance of noise reduction algorithms. However,
one has to take into account psychophysical properties of the
auditory system for a correct interpretation of these objective
measures, e.g., the best ear benefit and spatial release from
masking effects.
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The chosen experimental setup, used to investigate and
demonstrate the previously mentioned effects, does not rep-
resent all of the many conditions and noise sources encoun-
tered by hearing impaired subjects. The effect of head move-
ments, which may interfere with the adaptation of the filters,
other noise source scenarios, and a real-time implementation
with a realistic, perhaps binaural, multimicrophone VAD
were not discussed in this manuscript. Therefore more vali-
dation is preferred before implementing these algorithms into
hearing aids. However, recent research with hearing impaired
subjects indicates that a robust gain in speech perception is
found when using a monaural real time MWF algorithm to-
gether with an energy-based VAD �Wouters et al., 2008�.

In conclusion, it seems that the binaural MWF-based
algorithms offer a valid alternative for standard adaptive di-
rectional algorithms. Unlike these algorithms, the MWF does
not rely on the direction of arrival of the speech signal nor on
assumptions of the microphone characteristics of the hearing
aids. In this paper, it was shown that the bilateral and the
binaural MWF are capable of offering a good noise reduction
performance in an environment with realistic acoustical pa-
rameters. Since it is often assumed that localization perfor-
mance is mainly dominated by low-frequency ITD cues, fu-
ture research may also include the investigation of a
frequency dependent parameter �.
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Unlike prior studies with bilateral cochlear implant users which considered only one interferer, the
present study considered realistic listening situations wherein multiple interferers were present and
in some cases originating from both hemifields. Speech reception thresholds were measured in
bilateral users unilaterally and bilaterally in four different spatial configurations, with one and three
interferers consisting of modulated noise or competing talkers. The data were analyzed in terms of
binaural benefits including monaural advantage �better-ear listening� and binaural interaction. The
total advantage �overall spatial release� received was 2–5 dB and was maintained with multiple
interferers present. This advantage was dominated by the monaural advantage, which ranged from
1 to 6 dB and was largest when the interferers were mostly energetic. No binaural-interaction
benefit was found in the present study with either type of interferer �speech or noise�. While the total
and monaural advantage obtained for noise interferers was comparable to that attained by
normal-hearing listeners, it was considerably lower for speech interferers. This suggests that
bilateral users are less capable of taking advantage of binaural cues, in particular, under conditions
of informational masking. Furthermore, the use of noise interferers does not adequately reflect the
difficulties experienced by bilateral users in real-life situations.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3036175�
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I. INTRODUCTION

It is well established that normal-hearing �NH� listeners
have a remarkable ability to perceptually segregate a target
voice amid a background of competing voices, a formidable
task that has been termed the “cocktail-party” problem �e.g.,
Cherry, 1953�. When the target voice and interfering voices
�or noise� are spatially separated, listeners are able to take
advantage of the favorable signal -to-noise ratio �SNR� at the
“better” ear owing to the head-shadow effect. In addition,
listeners are able to receive binaural advantage resulting
from binaural unmasking in the low frequencies, facilitated
by interaural time difference �ITD� differences between com-
peting sources �Bronkorst and Plomp, 1988; Zurek, 1993�.
Aside from the use of interaural �time and level� differences,
NH listeners exploit a number of other cues that help them
cope with the cocktail-party problem. Much research �see
review by Bronkorst, 2000� has been done to understand the
perceptual processes used by NH listeners to segregate a tar-

get voice from competing, interfering voices, but relatively
little is known about the processes used by bilateral cochlear
implant �CI� users.

Bilateral cochlear implantation seeks to restore the ad-
vantages of listening with two ears. A number of studies have
assessed speech recognition performance of adult �Tyler et
al., 2002; Gantz et al., 2002; Muller et al., 2002; van Hoesel
and Tyler, 2003; Schleich et al., 2004; Buss et al., 2008� and
pediatric �e.g., Litovsky et al., 2006a� bilateral CI users in
situations where the target and masker are either spatially
coincident or separated. In the study by Tyler et al. �2002�
data from nine adult subjects were collected three months
after bilateral implantation. Speech intelligibility was tested
both in quiet and in broadband noise presented from the left
�−90° � or right �+90° �. The level of the noise was adjusted
for each subject to minimize ceiling or floor effects. When
the noise was spatially separated from the speech signals, the
subjects showed a significant head-shadow advantage but
only a few subjects received benefit known as the binaural-
interaction benefit, arising from the use of both ears over the
ear with better SNR. Muller et al. �2002� reported data from
nine bilateral implant users. Speech was presented from the

a�Author to whom correspondence should be addressed. Electronic mail:
loizou@utdallas.edu
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front and steady speech-shaped noise was presented at either
+90° or −90° azimuth at a fixed SNR �10 dB�. Results indi-
cated significant head-shadow benefits as well as an addi-
tional, albeit small binaural-interaction benefit. Performance
with bilateral implants for monosyllabic word recognition in
quiet also showed improvement compared to that obtained
with the better ear alone. Buss et al. �2008� reported large
head-shadow benefits �37–38 percentage points� for 26 bilat-
eral implant users participating in a multicenter clinical trial.
Small binaural-interaction benefits �3–10 percentage points�
were observed, but only after 1 yr postimplantation. In the
bilateral CI studies described above, fixed SNRs were used
for testing, which can produce data dominated by floor or
ceiling effects. The study by van Hoesel and Tyler �2003�
used an adaptive procedure to assess speech recognition per-
formance. Broadband noise �nonmodulated� was used as a
masker and presented to the subjects at 0°, 90°, or −90°
�target was presented from the front�. Overall, subject’s per-
formance improved with two implants, and the overall ben-
efit �4–5 dB� was dominated by better-ear listening �head-
shadow effect�. A considerably smaller improvement of
1–2 dB was attributed to binaural interaction. Schleich et al.
�2004� measured speech reception thresholds �SRTs� for 21
Med-El Combi 40 /40+ bilateral users with continuous noise
presented from the left or right. Results indicated a 6.8 dB
head-shadow effect, a 0.9 dB binaural-interaction effect, and
a 2.1 dB binaural summation effect. Litovsky et al. �2006b�
measured SRTs in 34 simultaneously implanted adult
Nucleus 24 users, after 3 months of bilateral hearing experi-
ence. With both target and competing speech in front, 15 /34
subjects �44%� demonstrated a “binaural redundancy” effect,
whereby the bilateral listening mode produced an advantage
over one of the two unilateral conditions. With target in front
and competing speech to the side, head-shadow effects aver-
aged 5–6 dB and were found in 32 /34 �94%� of subjects for
at least one of the head-shadow comparisons �right or left�.
Binaural interaction, in contrast, averaged 1.95 dB and was
found in 16 /34 �47%� of subjects.

The above studies provided undoubtedly valuable infor-
mation as to the benefit introduced via bilateral implants, but
were limited in scope in several respects. First, with the ex-
ception of the study by Litovsky et al. �2006b�, most studies
used a single noise source making it difficult to predict the
bilateral implant user’s true performance in more realistic
listening scenarios wherein multiple noise sources might be
present. It is known from the NH literature that the number
of masking sources as well as the spatial configuration of
those noise sources can significantly affect performance
�Bronkorst and Plomp, 1992; Yost et al., 1996; Peissig and
Kollmeier, 1997; Hawley et al., 1999; 2004�. Bronkorst and
Plomp �1992�, for instance, showed that speech intelligibility
is reduced when noise sources are placed symmetrically
around the target �i.e., across the two hemifields� than when
they are placed asymmetrically, in part because the benefit
from head shadow is obliterated.

Second, the temporal properties and spectral content of
the masker can also affect performance. Hawley et al. �2004�
observed a larger spatial release from masking by NH listen-
ers when the maskers are comprised of speech or reversed

speech, that is, when they contain linguistic content or con-
text, compared to when noise �modulated or nonmodulated�
maskers were used. Studies with bilateral implant users to
date have been restricted to a single masker type; thus the
extent to which the content and/or context of the masker are
important remains to be understood. One important issue to
recognize from the work of Hawley et al. �2004� is that in
competing talker listening situations the interfering speech is
likely to contain linguistic information which could be dis-
tracting or confused with the content of the target speech.
This confusion is often classified as a form of “informational
masking” �Brungart, 2001�. Using a nonspeech pattern iden-
tification task, Kidd et al. �1998� showed that NH listeners
benefited more from the spatial separation of the target and
masker signals when the masker was informational in nature
�no spectral overlap between target and masker� than when it
was energetic �masking caused by the mere spectral overlap
between the masker and target signals�. When speech intel-
ligibility is assessed using similar paradigms, the advantage
of spatial separation is larger when there are substantial simi-
larities in the information transmitted by the target and inter-
ferers, thus forcing listeners to rely more heavily on spatial
cues to segregate competing sources from the target.

The effect of masker types on spatial separation benefits
underscores the need to evaluate performance of bilateral CI
users with both speech and nonspeech maskers; the use of
nonspeech maskers might underestimate the advantage of bi-
lateral implants for spatially segregated conditions in real-
world situations. None of the aforementioned bilateral CI
studies focused on this issue. Finally, it is of great interest to
know how bilateral implant users perform compared to NH
listeners. Such a comparison, however, is difficult to make
given the differences in spatial configurations, testing envi-
ronment �e.g., reverberation�, and test material used in the
various CI and NH studies. Several studies examined the
effect of spectral/temporal characteristics of various maskers
on performance in unilateral implant users �Nelson et al.,
2003; Stickney et al., 2004� or with CI simulations �Qin and
Oxenham, 2003�. These studies showed that contrary to the
benefit received by NH listeners when the masker is modu-
lated, unilateral implant users did not benefit from such
masker modulations �Stickney et al., 2004�.

In all, there are multiple factors that may influence the
performance of bilateral implant users in real-world listening
situations where multiple interfering sources might be
present. The influence of these factors on bilateral CI perfor-
mance is not well understood. The present study aims to
assess the performance of bilateral users in more complex
listening situations �cocktail party� with multiple competing
sources emanating from various directions in space. The pur-
pose of the study is to explore the interaction between the
number of interfering noise sources, the magnitude of benefit
incurred by better-ear listening for different target-masker
spatial configurations, and the effect of informational/
energetic masking on speech recognition. In this study we
used the same simulated anechoic environment and the same
stimuli presented to NH listeners in the study of Hawley et
al. �2004�. We will thus be in a unique position to compare

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Loizou et al.: Perception in noise by bilateral users 373



the bilateral users’ performance against NH listeners’ perfor-
mance in the same listening conditions and ascertain the true
benefit of bilateral implantation in more realistic noisy situ-
ations.

II. METHODS

A. Subjects

Eight postlingually deafened adults were recruited for
testing. The participants were all bilateral CI patients fitted
with the Nucleus 24 multichannel implant device manufac-
tured by Cochlear Corporation. They were all native speak-
ers of American English and were paid for their participa-
tion. All subjects had a minimum of three years experience
with their implant devices. Biographical data for the subjects
tested are given in Table I.

B. Experimental research processor

All subjects wore the Cochlear Esprit BTE processor on
a daily basis. During their visit, subjects were temporarily
fitted with the SPEAR3 wearable research processor. The
SPEAR3 processor was developed by the Cooperative Re-
search Center �CRC� for Cochlear Implant and Hearing Aid
Innovation, Melbourne, Australia, in collaboration with
HearWorks. The SPEAR3 has been used in a number of in-
vestigations to date as a way of controlling inputs to the CI
system �e.g., van Hoesel and Tyler, 2003�. Prior to the sub-
jects’ scheduled visit, the Seed-Speak Graphical User Inter-
face �GUI� application was used to program the SPEAR3
processor with the individual users’ threshold �T� and com-
fortable loudness levels �C�. In addition, all participants �ex-
cept subject S6� used the device programmed with the ad-
vanced combination encoder �ACE� speech coding strategy
�e.g., see Vandali et al., 2000� with all parameters �e.g.,
stimulation rate, number of maxima, frequency allocation
table, etc.� matched to their clinical settings.

C. Speech and interferer stimuli

The speech stimuli were taken from the IEEE corpus
�IEEE, 1969�. The recordings were produced by two male
speakers, each contributing half of the sentences �same
stimuli that were used in Hawley et al., 2004�. Four of the
longest sentences were reserved for use as interferers to en-
sure that all targets were shorter than the interferers. The

remaining sentences were made into 64 lists of ten sentences
each maintaining a single talker for each list. The mixture
stimuli were constructed by having the interferers precede
the target sentence �for about a second�, and following the
target sentence for another second. The interferer was either
a female talker or speech-modulated noise that was com-
puted using one of the four interferer sentences. For the
speech-modulated noise, the envelope was extracted from
the speech interferer and was used to modulate noise �origi-
nally filtered to match the long-term spectrum of the male
talker�, giving the same coarse temporal structure as speech.
The envelope of running speech was extracted using a
method similar to that described by Festen and Plomp �1990�
by low-pass filtering a rectified version of the waveform. A
first-order Butterworth low-pass filter was used with the
3-dB cutoff set at 40 Hz.

D. Simulated anechoic space

A set of free-field-to-eardrum �or anechoic� head-related
transfer functions �HRTFs� previously measured in an acous-
tic manikin �Head Acoustics, HMS II.3� as described in the
AUDIS catalog �see Blauert et al., 1998� was used to simu-
late different spatial locations of the speech target and the
interferer signals. HRTFs provide a measure of the acoustic
transfer function between a point in space and the eardrum of
the listener, and also include the high-frequency shadowing
component due to the presence of the head and the torso. It
should be noted that the use of HRTFs may not simulate
accurately the intended source locations for CI users wearing
the behind-the-ear microphones �as they lack pinna direc-
tionality�, but rather for CI users �e.g., Advanced Bionics
Corporation� wearing the in-the-canal microphones. On this
regard, the data obtained with HRTFs might slightly overes-
timate the performance of CI users wearing behind-the-ear
microphones. The duration of the impulse response was 256
sample points �at 16 kHz sampling frequency�, amounting to
a relatively short impulse response duration of 16 ms and
therefore negligible reverberation. To generate the multisen-
sor composite signals observed at the pair of microphones,
the target and interferer stimulus for each position were con-
volved with the set of HRTFs for the left and right ears,
respectively, thus generating a set of mixture signals for each
of the two ears. In all experiments, HRTFs were used for
stimuli simulating sources at a conversational distance of
1 m, with the vertical position �or elevation� adjusted at ear
level.

All stimuli were presented to the listener through the
auxiliary input jack of the SPEAR3 processor in a double-
walled sound-attenuated booth �Acoustic Systems, Inc.�.
During the practice session, subjects were allowed to adjust
the volume to reach comfortable level in both ears. For the
unilateral conditions, either the left or right implant was ac-
tivated. In the majority of simulated configurations the inter-
fering virtual sound sources were situated to the listeners’
right and were therefore less intense at the left than the right
ear.

TABLE I. Biographical data for the bilateral CI subjects tested.

Subject

Duration
of deafness

�yrs�
Age
�yrs�

CI use
�yrs�

left/right

Speech
coding
strategy

Probable
cause of

hearing loss

S1 19 61 5 /5 ACE Noise
S2 38 58 4 /4 ACE Measles
S3 17 36 3 /4 ACE Unknown
S4 11 65 4 /3 ACE Congenital
S5 22 68 5 /5 ACE Unknown
S6 �10 38 5 /5 Speak Unknown
S7 15 36 4 /3 ACE Unknown
S8 22 67 6 /6 ACE Hereditary
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E. Conditions

The simulated target location was always at the front �0°
azimuth�. Subjects were tested in conditions with either one
or three interferers. Up to three interferers were placed either
in the front �0°,0°,0°�, distributed on both sides
�−30° ,60° ,90° �, distributed on the right side �30°,60°,90°�,
or from the same location on the right side �90°,90°,90°�.
Note that −90° means that the interferer was located to the
left of the listener, and 90° means that it was located to the
right. Table II summarizes these conditions. The level of
each interferer was fixed and the overall level of the interfer-
ers was thus naturally increased as more interferers were
added.

Each listener completed testing in six to ten sessions of
1–1.5 h each, spanning 2 days. During these sessions, two
SRT measurements for each of the 16 conditions �2 numbers
of interferers�4 spatial configurations�2 interferer types�
were obtained. To minimize any order effects, all conditions
were randomized among subjects. Different sets of sentences
were used in each condition. Subjects S5 and S6 were not
available for testing in a subset of the conditions �single
interferer with speech-modulated noise�.

F. SRT measurement

SRTs were measured using a method similar to that de-
veloped by Plomp �1986� and used in the NH study �Hawley
et al., 2004� with which the data will be compared. Listeners
were seated in the sound-attenuated booth in front of a ter-
minal screen. At the start of each session practice SRTs were
given with three interferers for each interferer type to famil-
iarize the subject with the interferer types and the task. At the
start of each SRT measurement, the level of the target was
initially very low. The subject heard the same target sentence
and interferer combination repeatedly. After each presenta-
tion, the subject’s task was to repeat as many words as pos-
sible. After each response, the experimenter pressed the re-
turn key and the same target sentence and interferer
combination was replayed, but with the signal-to-interferer
ratio �computed based on the ratio of signal-to-interferer en-
ergies� increased by 4 dB. The subject repeated the words/
sentence he/she heard orally, and when the experimenter de-
termined �based on a written sentence transcript� that the
subject reproduced more than half of the sentence correctly,
the first recording was made of the number of keywords

correct. From that point on, a SRT was measured using a
one-down/one-up adaptive SRT technique targeting 50% cor-
rect speech reception �Levitt, 1971� using an approach that
was successfully used in studies with NH listeners �Hawley
et al., 2004�. After listening to each sentence, the subjects
were asked to repeat what they heard. Each IEEE sentence
had five designated keywords and these words were in capi-
tal letters in the transcript, e.g., “The BIRCH CANOE SLID
on the SMOOTH PLANKS.” The experimenter compared
what was repeated by the subject with the displayed text and
typed in the number of keywords found correct. The SNR of
the next trial was raised by 2 dB if two or fewer keywords
were correct and the SNR was lowered by 2 dB if three or
more keywords were correct. The entire transaction was
logged in a data file and displayed on the experimenter’s
computer monitor for verification of scoring reliability. The
SRT was determined by averaging the level presented in the
last eight trials.1 The content, number, and locations of the
interferers were fixed throughout the run in each condition.

G. Data analysis

The data were analyzed in a similar way to the approach
taken by Hawley et al., �2004� in order to draw comparisons
from the present results with those of NH listeners. More
precisely, we used the raw SRTs for unilateral and bilateral
stimulations to derive the following three advantages that are
potentially introduced by the availability of binaural listen-
ing: total advantage, monaural advantage, and binaural ad-
vantage �also known as binaural interaction�.

The total advantage is the improvement in performance
�decrease in SRT� observed when the masker-target spatial
separation is introduced compared with when the interferer
and target are both presented from front �0° azimuth�. It is
determined by subtracting the bilateral SRT of a given
spatially-separated condition from the SRT of the corre-
sponding unseparated condition. This overall benefit is also
known as spatial release from masking and is assumed to
contain the advantages from both head shadow and binaural
advantage �binaural interaction�.

The monaural advantage is defined as the improvement
in performance �decrease in SRT� observed when listening
with the better ear, i.e., the ear with the more favorable SNR.
It is determined by subtracting the SRT of a given unilateral
spatially separated condition corresponding to the ear con-
tralateral to the interferer location, from the SRT of the cor-

TABLE II. List of spatial configurations tested.

No. of
interferers

Interferer
type Front

Left or
distributed on

both sides

Right or
distributed on

right Right

One interferer Modulated
noise

0 −30° 60° 90°

Three
interferers

Modulated
noise

0°, 0°, 0° −30°, 60°, 90° 30°, 60°, 90° 90°, 90°, 90°

One interferer Female
talker

0 −30° 60° 90°

Three
interferers

Female
talker

0°, 0°, 0° −30°, 60°, 90° 30°, 60°, 90° 90°, 90°, 90°
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responding unilateral unseparated condition �0° azimuth�.
So, for instance, if the interferer is presented from the left
hemifield �e.g., −30°�, the monaural advantage is computed
by subtracting the SRT obtained with the right implant from
the SRT obtained in the unseparated condition �0°� with the
right implant. For the �−30° ,60° ,90° � condition, the mon-
aural advantage was computed using the SRTs obtained with
the left implant since the majority of the interferers came
from the right hemifield. Note that the head-shadow advan-
tage was computed differently in other studies in which simi-
lar effects in bilateral CI users were measured �van Hoesel
and Tyler, 2003; Schleich et al., 2004; Buss et al., 2008�. In
those studies, head shadow was computed by subtracting the
unilateral SRT obtained when the interferer was on the con-
tralateral side of the implant from the SRT obtained when the
interferer was on the ipsilateral side of the implant. A differ-
ent method for measuring the head-shadow advantage is
used in the present study for two reasons. First, the intent
was to be consistent with the method used in Hawley et al.
�2004� for assessing better-ear listening. The adoption of the
same definition of monaural advantage will enable appropri-
ate comparisons between the two studies. Second, methods
used in other studies are better suited for making comparison
when the interferer�s� is �are� placed symmetrically across
the two hemifields. In this study the interferer�s� was �were�
placed mostly on the right and in asymmetrical configura-
tions; thus we are unable to compute the head-shadow ad-
vantage in the manner done by others �e.g., van Hoesel and
Tyler, 2003; Schleich et al., 2004�.

The binaural advantage �or binaural interaction� is
thought to assess the contribution of binaural processing to
advantages introduced in spatial separation. This advantage
reflects the benefit from listening binaurally over listening
with just the better unilateral ear �i.e., implant contralateral
to the interferer�, and is determined by subtracting the mon-
aural advantage with the better-ear condition from the total
advantage of separation. That is, binaural advantage is equal
to total advantage minus monaural advantage. Binaural ad-
vantage data are reported for all conditions, including the
condition in which the interferer originated from −30°. Note
that the study by Hawley et al. �2004� did not report binaural
advantage data for interferers at −30°, as they only tested
their subjects monaurally with the left ear.

III. RESULTS AND DISCUSSION

The three advantages are discussed next, along with the
raw SRT values obtained in the various conditions �see Figs.
1 and 2�. For each of the two types of interferers, Analysis of
Variances �ANOVAs� were conducted to assess the interac-
tion between the number of interferers and other factors on
performance �SRT values�. For the speech interferer, a three-
way ANOVA �2 numbers of interferers�3 listening modes
�4 interferer locations� revealed a significant effect
�F�1,5�=16.6, p=0.01� of the number of interferers �1 ver-
sus 3�, with SRTs being significantly higher in the presence
of 3 versus 1 interferer�s�. In addition, there was a significant
effect �F�2,10�=15.9, p=0.001� of listening mode �bilateral
versus unilateral left or unilateral right�, a nonsignificant ef-

fect of interferer location, a significant interaction �F�6,30�
=5.9, p�0.005� between listening mode and interferer loca-
tion, and a nonsignificant interaction between number of in-
terferers and other factors. Similar effects were noted with
the noise interferer. Similar ANOVAs were conducted for
data analyzed in terms of advantage, and noted no significant
interactions between number of interferers and most of other
factors. A significant interaction �e.g., for female talker,
F�4,20�=3.7, p=0.02� was only found with listening mode
by interferer location.

Given the absence of significant interaction between
number of interferers and other factors �with the exception of
one interaction found when the data were analyzed in terms
of advantage�, the data were reanalyzed for main effects and
interactions separately for one and three interferers. Results
from the one-interferer conditions will be discussed first, fol-
lowed by results from the three-interferer conditions.

A. One interferer

The results for a single interferer are shown in Fig. 1
�upper left panels�.

1. Raw SRTs

Figure 1 �panels �A� and �B�� shows the raw SRTs ob-
tained with a single noise and speech interferers. The discus-
sion on SRTs that follows focuses on differences in perfor-
mance relative to conditions in which both target and
interferers were at 0°. As shown in Fig. 1 �panels �A� and
�B��, mean SRT values decreased in the bilateral condition as
the interferer moved away from the target �located at 0°�
regardless of the interferer type. For the unilateral condition
with the left implant alone, mean SRTs increased when the
interferer was at −30° and then dropped when the interferer
was at 60° and 90° �Fig. 1, panels �A� and �B��. The increase
in SRT was expected since the left ear was on the same side
of the interferer. For the unilateral condition with right im-
plant alone, SRTs increased as expected when the interferer
was on the right �i.e., at 60° and 90°� and decreased when the
interferer was on the left �−30° � �see Fig. 1, panels �A� and
�B��. Overall, the left and right unilateral SRTs mirrored each
other, as expected �Fig. 1, panels �A� and �B��. A three-way
ANOVA �2 types of interferers�3 listening modes�4 inter-
ferer locations� revealed a significant effect �F�2,8�=5.4, p
=0.03� of listening mode, a significant effect �F�3,12�=4.1,
p=0.032� of interferer location, a nonsignificant effect of
interferer type, a significant interaction �F�6,24�=33.3, p
�0.005� between listening mode and interference location,
and a marginally significant interaction �F�2,8�=4.4, p
=0.049� between interferer type and listening mode. Posthoc
analyses on effect of listening mode indicated a significant
difference in SRTs �F�1,6�=8.5, p=0.026� between the bi-
lateral and right-implant conditions, a nonsignificant differ-
ence �F�1,6�=2.03, p=0.21� between the bilateral and left-
implant conditions and a nonsignificant difference �F�1,6�
=1.4, p=0.27� between left- and right-implant conditions �a
significant interaction was noted, however, in the left- versus
right-implant analysis�. Post hoc analyses on effect of inter-
ferer location suggested that SRTs were lower �F�3,4�=7.8,
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p=0.037� when the interferers were at 60° compared to 0°.
The interaction between listening mode and interference lo-
cation was due to the fact that performance improved signifi-
cantly as the interferers moved away from the target in the

bilateral and left-implant conditions but not in the right-
implant conditions. This was not surprising since the inter-
ferers moved closer to the right implant �i.e., the ear with the
lowest SNR�. Post hoc �Scheffe� tests revealed that the per-
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FIG. 1. �Left panels �A�–�D�� Mean SRT values obtained by bilateral CI users in various spatial configurations with different number of interferers. Data for
speech and modulated speech-shaped noise interferers are shown separately. �Right panels �E�–�H�� Mean SRT values obtained by NH listeners �Hawley et al.,
2004� in the same conditions. Note that the CI data are plotted using a different y-axis range for better visual clarity. Error bars indicate standard deviations.
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formance with interferers at 90° was significantly �p
�0.05� better than performance with interferers at 0° with
either the bilateral or left-implant condition.

Figure 1 �top two rows� contrasts the SRT values ob-
tained in this study against those obtained by NH listeners in
the study by Hawley et al. �2004� �see Fig. 1, panels �E� and
�F��. The overall pattern in bilateral performance is the same
as that obtained by NH listeners in that performance im-
proves �lower SRT values� as the interferer�s� move away
from the target. The absolute SRT values obtained by NH
listeners, however, are notably lower, by about 10 dB in the
noise-interferer condition and by about 15–20 dB in the
speech interferer condition �compare Fig. 1, panels �A� ver-
sus �E�, and panels �B� versus �F��. The pattern, however,
obtained with the left implant alone does not follow the pat-
tern followed by NH listeners when presented with the
stimuli monaurally via the left ear. For the CI users, the
unilateral SRT values obtained with the left implant are
nearly identical to the SRT values obtained bilaterally �see
Fig. 1, panels �A� and �B��. This outcome reflects the ab-
sence of binaural advantage �more on this in Sec. III A 2�,
since the bilateral SRT values are not better �lower� than

those of the better-ear �which is the left implant for interfer-
ers at 60° and 90°� SRTs. In contrast, the binaural SRT val-
ues obtained by NH listeners �Fig. 1, panels �E� and �F��
were always lower �more so in speech interferers� than the
SRT values obtained with the left ear monaurally, reflecting a
binaural advantage.

2. Advantages of separation

Figure 2 �leftmost column� quantifies the mean advan-
tage of separation in terms of total advantage �Fig. 2, panel
�A��, monaural advantage �Fig. 2, panel �C��, and binaural-
interaction advantage �Fig. 2, panel �E��. The mean �across
subjects� total advantage of target-interferer separation was
3–4 dB in all conditions �Fig. 2, panel �A��. A two-factor
ANOVA �3 interferer locations�2 interferer types� revealed
no significant effect �F�2,10�=0.1, p=0.9� of interferer lo-
cation, no significant effect of interferer type �F�1,5�=0.4,
p=0.5�, and no significant interactions �F�2,10�=0.4, p
=0.6�. This suggests that the total advantage received by bi-
lateral CI users under the conditions tested here was not af-
fected by the location and type of interferer.
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FIG. 2. �Left panels �A�–�F�� Binaural benefits, in terms of total advantage, monaural advantage, and binaural-interaction advantage �see text for details� all
measured in decibels, obtained by bilateral CI users. �Right panels �G�–�L�� Binaural benefits obtained by NH listeners �Hawley et al., 2004� in the same
conditions. Error bars indicate standard errors of the mean.
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The mean monaural advantage �Fig. 2, panel �C�� due to
better-ear listening, was around 3–4 dB for the noise inter-
ferer �open symbols� and 1–3 dB for the female talker inter-
ferer �filled symbol�. A two-factor ANOVA �3 interferer
locations�2 interferer types� revealed no significant effects,
suggesting that the monaural advantage was not affected by
the location or type of interferer. With the exception of one
condition �female interferer at 90°�, the mean monaural ad-
vantage was significantly above zero in all conditions �p
�0.05, one-tail t-tests�.

The mean binaural advantage �Fig. 2, panel �E�� was
smaller than 1 dB in all but one condition. Two-factor
ANOVA �3 interferer locations�2 interferer types� revealed
no significant effects. The mean binaural advantage was not
significantly �p�0.05� above zero in any condition.

The bilateral implant users’ data are contrasted in Fig. 2
�panels �G�, �I�, and �K�� with the data reported in Hawley et
al. �2004� with NH listeners. Note that the data for −30°
azimuth are missing in Fig. 2 �panels �I� and �K�� because
Hawley et al. �2004� did not test the right ear monaurally.
The total advantage �Fig. 2, panel �G�� seen in NH listeners
with the speech interferer is nearly double �7–10 dB� of that
obtained by bilateral CI users, but the total advantage re-
ceived by NH listeners with the noise interferer was lower
�5–7 dB� and more similar to that obtained by bilateral CI
users. The monaural advantage �Fig. 2, panel �I�� observed in
NH listeners for the noise interferer was about 4–6 dB and
similar to that received by bilateral CI users. The monaural
advantage received by NH listeners for the speech interferer
was about 2–3 dB higher than that obtained by bilateral CI
users. Similarly, the binaural advantage �Fig. 2, panel �K��
observed in NH listeners was about 2–4 dB higher than that
observed in bilateral implant users.

B. Three interferers

The SRT results for three interferers are shown in Fig. 1
�column 2� and results for advantage of separation are shown
in Fig. 2 �column 2�.

1. Raw SRTs

Figure 1 �panels �C� and �D�� shows the mean raw SRT
values obtained with three interferers. SRTs decreased in the
bilateral condition as the interferer moved away from the
target �located at 0°� for both interferer types. Overall, the
mean SRT values with three interferers were 4–6 dB higher
than the corresponding SRT values with one interferer in the
bilateral condition �compare panels �A� and �C� or panels �B�
and �D� in Fig. 1�. A similar, albeit larger, increase in SRT
values was also observed with NH listeners �Hawley et al.,
2004� with three interferers in the binaural condition �Fig. 1,
panels �G� and �H��. A three-way ANOVA �2 types of
interferer�3 listening modes�4 interferer locations� re-
vealed a significant effect �F�2,8�=21.9, p�0.001� of lis-
tening mode �bilateral versus unilateral left and unilateral
right�, a significant effect �F�3,12�=10.9, p�0.001� of in-
terferer location, a nonsignificant effect of interferer type, a
significant interaction �F�6,24�=4.8, p�0.05� between lis-
tening mode and interference location, and a nonsignificant

interaction between interferer type and listening mode. As
indicated by the above ANOVA, performance was similar to
the noise and female talker interferers. Post hoc tests indi-
cated that the bilateral performance was significantly
�F�2,4�=22.7, p=0.006� better �i.e., lower SRT values� than
the performance obtained with the left-implant alone �Fig. 1,
panel �C��, which is the implant with the better SNR in most
conditions. This was true for the speech interferers but not
for the noise interferers �see Fig. 1, panel �C��. Performance
with the left-implant or bilateral implants at �30°,60°,90°�
and �90°,90°,90°� was significantly �p�0.05� better than
corresponding performance at �0°,0°,0°�. The interaction be-
tween listening mode and interference location was due to
the fact that performance improved significantly as the inter-
ferers moved away from the target in the bilateral and left-
implant conditions but not in the right-implant conditions
�see Fig. 1, panels �C� and �D��. This was not surprising
since the right implant was ipsilateral to the location of the
interferers in most conditions.

2. Advantages of separation

Figure 2 �column 2� quantifies the mean advantage of
separation in terms of total advantage �Fig. 2, panel �B��,
monaural advantage �Fig. 2, panel �D��, and binaural advan-
tage �Fig. 2, panel �F��. The mean total advantage of target-
interferer separation ranged from 2 to 5 dB across conditions
�see Fig. 2, panel �B��. A two-factor ANOVA �3 interferer
locations�2 interferer types� revealed a significant effect
�F�2,12�=6.4, p=0.013� of the interferer’s location, but no
significant effect of interferer type �F�1,6�=0.07, p=0.8�
and no significant interactions �F�2,12�=2.1, p=0.2�. Post
hoc tests indicated that the significant effect of the interfer-
er’s location was due to the significant �p=0.005� difference
in performance between the �−30° ,60° ,90° � and
�90°,90°,90°� configurations in the noise-interferer condi-
tions. There was no significant difference in the size of total
advantage with the speech interferers �Fig. 2, panel �B�,
filled symbols� across the various spatial configurations.

The mean monaural advantage �Fig. 2, panel �D�� was in
the range of 1–6 dB for the noise interferers and 2–4 dB for
the female talker interferers. A two-factor ANOVA �3 inter-
ferer locations�2 interferer types� revealed a significant ef-
fect �F�2,8�=6.7, p=0.02� of interferers’ location, no sig-
nificant effect of interferer type �F�1,4�=0.7, p=0.4�, and a
significant interaction �F�2,8�=5.3, p=0.03� between inter-
ferer type and location. Post hoc tests indicated that the in-
terferer’s location affected the size of the monaural advan-
tage significantly in the condition with noise interference but
not in the condition with the female talker interferer. Mon-
aural advantage was largest when the three interferers were
located on the right �90°,90°,90°� and was significantly �p
=0.012� larger than in the condition in which the interferers
were asymmetrically placed around the listener �i.e.,
−30° ,60° ,90°� �see Fig. 2, panel �D��.

The mean binaural advantage �Fig. 2, panel �F�� was
near 0 dB in all conditions and for both types of interferers.
A two-factor ANOVA �3 interferer locations�2 interferer
types� revealed no significant effects, confirming the absence
of binaural advantage in all conditions.
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The data obtained in Hawley et al. �2004� with NH lis-
teners are contrasted in Fig. 2 �column 4�. The total advan-
tage �Fig. 2, panel �H�� received by NH listeners with the
female interferers is nearly double �7–10 dB� than seen in
bilateral CI users �3–4 dB� �see Fig. 2, panel �B��. In con-
trast, the total advantage observed in NH listeners with the
noise interferers was comparable �only 1–2 dB higher� to
that observed in bilateral CI users �compare open symbols in
panels �B� and �H� in Fig. 2�. The monaural advantage ob-
served in NH listeners �see Fig. 2, panel �J�� for the noise-
interferer conditions was 1–2 dB higher �at most� than that
observed by bilateral CI users �see panels �D� and �J�, open
symbols in Fig. 2�, but the monaural advantage observed in
NH listeners with the speech interferers was roughly the
same as that observed in the bilateral CI users �see panels
�D� and �J�, filled symbols in Fig. 2�. Finally, the binaural
advantage observed in NH listeners �see Fig. 2, panel �L��
was about 2–6 dB higher than that observed in bilateral us-
ers �see Fig. 2, panel �F��. In all, it is clear that the total
advantage observed in bilateral users due to the interferer-
target spatial separation is dominated by the unilateral ben-
efit, i.e., access to the implant with a more favorable SNR.
This benefit persists even when multiple �three� interferers
are present �see Fig. 2, panel �D��.

IV. GENERAL DISCUSSION

The present study was intended to assess the perfor-
mance of bilateral CI users in more complex and realistic
listening environments than previously studied. This was
achieved by measuring SRTs both unilaterally �one implant
alone� and bilaterally in four different spatial configurations
with one and three interferers. Experiments were designed to
answer the important question of how performance of bilat-
eral CI users is affected by multiple versus single interferers,
and whether there are notable effects of the type of interfer-
ers on the ability of the listeners to benefit from spatial sepa-
ration of target speech and interferers. The extent to which
performance was affected by the number, type, and location
of interferers was directly compared with data from NH lis-
teners, who were presented with the same test material and
the same simulated anechoic space �Hawley et al., 2004�.
The data were analyzed in terms of monaural and binaural
effects, with the intent of isolating the individual contribu-
tions of the monaural advantage �i.e., better-ear listening�
and binaural advantage. The data analysis revealed a number
of effects that are discussed next.

A. Monaural advantage

The monaural advantage �i.e., better-ear listening� re-
ceived by bilateral CI users was significantly better than
0 dB, ranging from 2 to 6 dB, and was largest when the in-
terferer�s� was �were� mostly energetic �speech-shaped
noise�. As shown earlier, the monaural advantage was not
affected by the type of interferer �speech versus noise� used.
Nonetheless, the monaural advantage was found to be robust
as it was maintained even when three interferers were

present. It was comparable to that obtained by NH listeners
�Hawley et al., 2004� with the same test material and the
same HRTFs �i.e., the same simulated anechoic environ-
ment�. This suggests that in real-world settings, bilateral us-
ers receive significant benefit owing to having access to an
implant with a more favorable SNR.

The significant monaural advantage found in the present
study is consistent with that found in other studies investi-
gating similar issues in bilateral CI users �van Hoesel and
Tyler, 2003; Muller et al., 2002; Buss et al., 2008; Schleich
et al., 2004�. It should be pointed out that all other studies
reported head-shadow advantage, which is measured differ-
ently �see Sec. II G�, but nonetheless assessed the intelligi-
bility benefit incurred by better-ear listening. A 4 dB head-
shadow advantage was found in the study by van Hoesel and
Tyler �2003� for a single interferer �speech-shaped noise�
presented either to the left or right of the listener. Schleich et
al. �2004� reported a 6.8 dB head-shadow benefit in bilateral
users of the Med-El Combi 40 /40+ CI when presented with
a single interferer �speech-shaped noise�.

B. Binaural advantage

There is ample evidence in the binaural hearing litera-
ture suggesting that when both ears are available, NH listen-
ers are able to receive a 3–5 dB binaural advantage �Zurek,
1993; Hawley et al., 2004�. Much of this advantage is attrib-
uted to good ITD sensitivity, particularly in the low frequen-
cies �Bronkhorst and Plomp, 1988�. No such binaural advan-
tage was found, however, with bilateral CI users in the
present study. This is consistent with previous reports in
which the binaural-interaction effect was found to be very
small �1–2 dB� and marginally or nonsignificant �van Hoe-
sel and Tyler, 2003; Muller et al., 2002; Schleich et al., 2004;
Buss et al., 2008�. Specifically, a 2 dB binaural-interaction
benefit was reported for five bilaterally implanted Nucleus
CI users in the study by van Hoesel and Tyler �2003�. That
benefit, however, was found to be only weakly significant
�p=0.04� and was measured with a single interfering steady-
state noise source presented to the left �−90° � or to the right
�90°� of the listeners. Similarly, Muller et al. �2002� reported
a small, but statistically significant, contribution of the
binaural-interaction effect of 10.7 percentage points for sen-
tences presented in speech-shaped noise �at a fixed SNR
level of 10 dB� from either 90° or −90° azimuth to nine
Med-El bilateral users. A 0.9 dB benefit of binaural-
interaction effect was reported by Schleich et al. �2004� with
21 bilateral Med-El users when presented with a single in-
terferer �speech-shaped noise�. Litovsky et al. �2006b� re-
ported an average binaural-interaction effect of 1.95 dB. Al-
though this effect was overall statistically significant, there
was relatively large intersubject variability �SD=3.3 dB�.
Examination of individual subject performance suggested
that the overall group effect can be attributed to a few indi-
viduals with larger effect sizes with some of the subjects also
showing a decrement in the bilateral listening conditions. In
summary, the binaural-interaction benefit reported in most
studies is quite small, often not significant, and variable
across subjects.
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The lack of binaural interaction �binaural advantage� in
bilateral CIs can be attributed to several factors including
poor ITD sensitivity �van Hoesel and Tyler, 2003; Grantham
et al., 2007�, poor spectral resolution �small effective number
of frequency channels�, and difference/asymmetry in the
state of the binaural auditory pathways �Long et al., 2006;
Litovsky et al., 2006b�. Grantham et al. �2007� reported that
the best ITD threshold �among 11 bilateral Med-El users�
was about 400 �s, with only 5 of 11 subjects achieving
thresholds �1000 �s. Moderate ITD threshold values
around 100–150 �s were obtained by five nucleus bilateral
users in the study by van Hoesel and Tyler �2003�, but only
at low stimulation rates ��200 pps�. These ITD threshold
values are still appreciably larger than the ITD values
��70 �s� achievable by naive NH listeners �Wright and
Fitzgerald, 2001� and more than an order of magnitude larger
than the sensitivity of 10–20 �s reported in highly trained
listeners �Durlach and Colburn, 1978�. The fact that bilateral
CI users may not achieve benefits from binaural hearing may
be due to the fact that the etiology of hearing loss might
differ in the two ears. This is further complicated by possible
differences in electrode insertion depth in the two ears. Some
might argue that such a mismatch in insertion depth might be
beneficial in terms of providing complementary information
and contributing to a binaural summation effect �Schleich et
al., 2004; Buss et al., 2008�, but can be quite harmful to the
mechanisms involved in processing ITD information �Long
et al., 2003�. Finally, the lack of synchronization of the two
�independently run� speech processors worn by bilateral CI
users can affect the coding of ITD information in the fine
structure of the signal �Majdak et al., 2006�, at least for pulse
rates as high as 800 pulses /s. The outcome of the present
study, as well as those of others, highlights the importance of
developing strategies capable of preserving ITD information
in a way that will be perceived by bilateral CI users.

C. Informational and energetic masking

Energetic masking is typically present in noise interfer-
ers and is generally accounted for by peripherally based
models of the auditory periphery that take into account spec-
tral overlap of the target and the interferer. Unlike the noise
interferers, however, the speech interferers �e.g., competing
talkers� produce both energetic and nonenergetic components
of masking. The nonenergetic masking, often called informa-
tional masking, is attributed to confusion that may be caused
by content similarity between the target and the interferer. In
complex listening situations informational masking is
thought to be at least partly responsible for the difficulty that
listeners experience in teasing apart the content carried by
the target in the presence of the interferer �Brungart, 2001�.

There is evidence to suggest that informational masking
is reduced considerably when the target and interferer signals
are spatially separated, and the benefit of spatial separation
can be significantly larger in the presence of speech interfer-
ers compared with noise interferers �Peissig and Kollmeier,
1997; Kidd et al., 1998; Hawley et al., 2004�. That was not
found to be the case in the present study with bilateral CI

users. The benefit from spatial separation was roughly the
same with either noise or speech interferers �Fig. 2�.

It is interesting to note that the total advantage as well as
the monaural advantage received by bilateral users were
comparable �within 1–2 dB� to that of NH listeners �Hawley
et al., 2004� in nearly all noise-interferer conditions for both
single and multiple interferers. In contrast, a large difference
�4–7 dB� was observed in nearly all speech interferer con-
ditions between bilateral CI users and NH listeners. We can-
not attribute this disparity to differences in the way that the
target was “glimpsed” during momentary dips in the ampli-
tude of the interferer since both speech and �modulated�
noise interferers contained “envelope dips” which provided
occasional favorable SNR segments. Rather, we consider the
possibility that the difference in performance with speech
interferers reflects the poorer ability of bilateral CI users to
take advantage of directional cues under conditions of infor-
mational masking. In NH listeners �e.g., Hawley et al.,
2004�, binaural cues are relied on more heavily to segregate
target and interfering sounds particularly when other cues for
source segregation are not available. That is, when the target
and interferers can be more easily confused with one another,
as is the case when the interferers consists of speech rather
than noise, binaural cues that provide differential spatial in-
formation for the target and interferers become particularly
salient �see also Freyman et al., 2001, 2007�. The bilateral CI
users tested here did not demonstrate such release, suggest-
ing that their weaker ability to integrate binaural cues re-
duced their experience of spatial advantage under conditions
of informational masking. In fact, although there were no
statistically significant effects regarding advantage of spatial
separation and interferer type, there was a slight trend for a
larger advantage in the presence of noise interferers rather
than speech.

Another indicator of informational masking would have
been higher SRTs in the conditions with speech interferers
compared with noise interferers. Several unilateral implant
studies �e.g., Stickney et al., 2004; Nelson et al., 2003; Nel-
son and Jin, 2004� have shown that CI users generally per-
form better with noise interferers �modulated or nonmodu-
lated� than with speech interferers, suggesting the presence
of informational masking. However, a different outcome
emerged in the present study. There was no significant dif-
ference in performance �in terms of absolute SRT values�
with the noise and speech interferers when either single or
multiple interferers were present. One factor that could ac-
count for the difference in outcome between prior studies
�Stickney et al., 2004; Nelson and Jin, 2004� and the present
study is that here we used a different-sex talker for the inter-
ferer, which may have reduced the extent of informational
masking �Brungart, 2001�. CI users in this study operated at
SNR levels generally above 0 dB �see Fig. 1�, a range over
which it may be unlikely for them to have successfully ex-
tracted information from the interferer, i.e., confused the in-
terferer at low SNRs. Thus, it is possible that the speech and
noise interferers resulted in similar degradation of informa-
tion in the target and that the large SRTs for the CI users
abolish the potential differences in interferer type as far as
energetic versus informational masking effects are con-
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cerned. Alternatively, in the present study, informational
masking may have occurred in the presence of both speech
and noise interferers. Given that degraded spectral informa-
tion occurs readily in CI users, it is possible that listeners
confounded the target and interferers just as readily in both
conditions and that the advantage of spatial separation seen
here was due to release from a combination of energetic and
informational masking regardless of the type of interferer.

In addition, although persons fitted with bilateral CIs
demonstrate measurable benefits from having a second CI
compared with listening unilaterally, the SNR at which they
are able to hear speech in the presence of interferers is mark-
edly higher than the levels at which NH listeners are able to
cope with in the same challenging situation. In the presence
of a single speech interferer �Fig. 1, panels �A�–�D��, bilat-
eral CI users consistently require target speech that is several
decibels higher than the interferer, compared with NH listen-
ers who can perform the task at negative SNRs �Fig. 1, pan-
els �E�–�H��. This result is consistent with anecdotal reports
by CI users that everyday noisy situations are challenging
even with a second CI.

V. CONCLUSIONS

Unlike previous bilateral studies �van Hoesel and Tyler,
2003; Schleich et al., 2004; Buss et al., 2008� which consid-
ered only one interferer �steady-state noise� emanating from
a single location in space, the present study considered more
realistic listening situations wherein multiple interferers were
present, and in some cases originating from both hemifields.
Aside from noise interferers, speech interferers which are
known to contain informational masking were also consid-
ered. This was done to examine whether bilateral CI users
receive any release of informational masking when the target
and interferer are spatially separated, as found in the NH
literature �e.g., Kidd et al., 1998�. SRTs were measured both
unilaterally �one implant alone� and bilaterally in four differ-
ent spatial configurations with one and three interferers. The
data were analyzed in terms of binaural benefits including
better-ear listening and binaural advantage �binaural interac-
tion�. After comparing the present data with those by NH
listeners �Hawley et al., 2004� who were presented with the
same test material in the same listening environment, we can
draw the following conclusions.

• The SRT values obtained by bilateral CI users are signifi-
cantly higher �worse�, by about 10 dB in the noise-
interferer condition �one interferer� and by about
15–20 dB in the speech interferer condition �one inter-
ferer�, than those obtained by NH listeners in the same
listening conditions. This may have rendered the speech
and noise maskers equally difficult to ignore for this popu-
lation.

• The difference between NH and CI users in terms of the
overall spatial release of masking �total advantage� was
considerably smaller than the differences between groups
in raw SRTs.

• The overall total advantage �overall spatial release of
masking� of target-interferer separation ranged from
2 to 5 dB across all conditions. This advantage was main-

tained even when multiple interferers were present. A
larger overall advantage �5–10 dB� was observed with NH
listeners �Hawley et al., 2004�, particularly with speech
interferers.

• The monaural advantage �i.e., better-ear listening� received
by bilateral CI users was large ranging from 1 to 6 dB and
was largest when the interferers were mostly energetic.
This benefit was comparable �within 1–2 dB� to that ob-
tained by NH listeners �Hawley et al., 2004� in nearly all
conditions.

• No binaural advantage �binaural interaction� was found in
the present study with either type of interferer �speech or
noise�.

• The total advantage as well as the monaural advantage
received by bilateral users were comparable �within
1–2 dB� to that of NH listeners �Hawley et al., 2004� in
nearly all noise-interferer conditions for both single and
multiple interferers. In contrast, a large difference
�4–7 dB� was noted in nearly all speech interferer condi-
tions between bilateral CI users and NH listeners. This
difference is due to the fact that there was no effect of
interferer type for the CI users, and suggests that bilateral
users are less capable of taking advantage of binaural cues
for source segregation under conditions of informational
masking compared with NH listeners. In fact, there is little
evidence that bilateral users experience informational
masking in a way that is akin to that experienced by NH
listeners. This outcome also indicates that the use of
steady-state noise interferers �which are utilized exten-
sively in bilateral studies� does not adequately reflect the
difficulties bilateral implant users experience in real-life
noisy situations.

The present study extended the findings of prior bilateral
studies to complex listening settings �cocktail party� and
showed that bilateral implants can yield substantial benefit
when the target and interferers are spatially separated. This
benefit is dominated for the most part by better-ear listening,
i.e., access to an implant with a favorable SNR. Compared to
NH listeners who receive a moderate benefit �3–5 dB� from
binaural interaction �Zurek, 1993�, bilateral users do not re-
ceive such benefit. A highly plausible reason for the lack of
binaural interaction is the poor ITD sensitivity of bilateral
users �van Hoesel and Tyler, 2003; Grantham et al., 2007�,
particularly at high ��1000 pulses /s� stimulation rates com-
monly used in commercial implant devices. Further research
is warranted to develop signal processing strategies that pre-
serve ITD information �even at high stimulation rates�. Such
strategies will hold promise for introducing binaural advan-
tage in bilateral CIs.
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K. G. Munhalla�

Department of Psychology and Department of Otolaryngology, Queen’s University, Humphrey Hall,
62 Arch Street, Kingston, Ontario K7L 3N6, Canada

E. N. MacDonald
Department of Psychology and Department of Electrical and Computer Engineering, Queen’s University,
Humphrey Hall, 62 Arch Street, Kingston, Ontario K7L 3N6, Canada

S. K. Byrne and I. Johnsrude
Department of Psychology Queen’s University, Humphrey Hall, 62 Arch Street, Kingston,
Ontario K7L 3N6, Canada

�Received 29 July 2008; revised 20 October 2008; accepted 30 October 2008�

Talkers show sensitivity to a range of perturbations of auditory feedback �e.g., manipulation of vocal
amplitude, fundamental frequency and formant frequency�. Here, 50 subjects spoke a monosyllable
�“head”�, and the formants in their speech were shifted in real time using a custom signal processing
system that provided feedback over headphones. First and second formants were altered so that the
auditory feedback matched subjects’ production of “had.” Three different instructions were tested:
�1� control, in which subjects were naïve about the feedback manipulation, �2� ignore headphones,
in which subjects were told that their voice might sound different and to ignore what they heard in
the headphones, and �3� avoid compensation, in which subjects were informed in detail about the
manipulation and were told not to compensate. Despite explicit instruction to ignore the feedback
changes, subjects produced a robust compensation in all conditions. There were no differences in the
magnitudes of the first or second formant changes between groups. In general, subjects altered their
vowel formant values in a direction opposite to the perturbation, as if to cancel its effects. These
results suggest that compensation in the face of formant perturbation is relatively automatic, and the
response is not easily modified by conscious strategy.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3035829�

PACS number�s�: 43.70.Aj, 43.70.Mn, 43.70.Bk, 43.70.Fq �AL� Pages: 384–390

I. INTRODUCTION

Human speech and animal vocalizations are dramati-
cally influenced by the sounds that the speakers hear them-
selves producing �Smotherman, 2007�. Both clinical and
laboratory studies demonstrate that this auditory feedback
effect occurs because vocal motor control is normally depen-
dent on the sensory consequences of talking. Hearing-
impaired individuals show characteristic patterns of distor-
tion and increased speech variability in the absence of
normal feedback �Cowie and Douglas-Cowie, 1992�, and a
range of experimental perturbations of acoustic feedback
produce rapid compensations in subsequent productions
�Burnett et al., 1998; Houde and Jordan, 1998; Kawahara,
1995; Lane and Tranel, 1971; Purcell and Munhall, 2006;
Villacorta et al., 2007�. Similar phenomena can be demon-
strated in a variety of species ranging from songbirds �Brain-
ard and Doupe, 2000� to beluga whales �Scheifele et al.,
2005�.

One of the most common questions about the way in
which auditory feedback affects speech production is
whether subjects are aware that the feedback is being ma-

nipulated. An implication of this concern is that subjects’
compensations might be under conscious control or result
from a response strategy. This is a complex question that
invokes an old controversy in the neuroscience of
behavior—the idea of a reflex and the conflict between the
ideas of voluntary or consciously controlled action and in-
voluntary or automatic movements.

This controversy between volitional and automatic con-
trol is at the core of both philosophical and neurophysiologi-
cal debates about the control of action �see Prochazka et al.
�2000� for a discussion�, and its resolution is beyond the
scope of this paper. However, empirical contributions to the
question of voluntary/involuntary responses can make the
discussion more explicit and well defined. Three types of
data bear on the reflexive nature of response to sensory
stimulation. First, one can investigate the timing of motor
responses: more rapid responses can be viewed as more au-
tomatic. Second, the influence of training can be investigated
in order to determine whether a response is modifiable. Fi-
nally, the influence of instructions or task on the stereotypy
of the response can be assessed. If the response is unchanged
by training, instructions, or task, it is more likely to be auto-
matic and to operate independently of conscious control.

Each of these general approaches is evident in the sen-
sorimotor control of speech literature. Rapid motor responses
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to mechanical perturbations have been frequently reported
�e.g., see Gracco and Abbs �1985��, and the responses exhibit
distinct patterns depending on the timing of the perturbation.
Responses to auditory feedback perturbations also depend on
the time from the onset of the perturbation. Rapid responses
to perturbations of vocal amplitude �Bauer et al., 2006� and
vocal pitch �Burnett et al., 1998; Hain et al., 2000� have been
reported, but a later response can be observed in some cases
�Hain et al., 2000; Kawahara, 1995�. A distinction between
automatic rapid responses ��200 ms� and a more voluntary
slower response between 300 and 700 ms after perturbation
onset has been suggested �e.g., see Hain et al. �2000��.

When subjects were given experience with perturbed au-
ditory feedback, there is some evidence of an increased in-
dependence from the auditory feedback signal and thus an
ability to resist compensatory behavior. Pick et al. �1989�
exposed subjects to an increased noise level with visual feed-
back about their speaking level. This visual feedback was
effective in helping people resist the effects of background
noise level, but their learning seemed to be associated with a
strategy to reduce the overall speaking level under all audi-
tory conditions. Zarate and Zatorre �2008� found that com-
pared to nonmusicians, trained singers are much better able
to ignore pitch perturbations. However, even the singers
made small compensations in response to the voice feedback
pitch shifts.

Instructions or task orientation has been found to pro-
duce limited modifications of responses under certain condi-
tions. Pick et al. �1989� found that there was little influence
of instructions to ignore the presence of background noise.
Their subjects exhibited the Lombard effect and increased
their vocal amplitude to match the background noise even
when they had been explicitly instructed not to. With the
same instructions, Hain et al. �2000� found that subjects al-
ways produced changes in vocal pitch when fundamental
frequency was perturbed. However, when instructed to raise
or lower their pitch in response to a perturbation or move in
the opposite direction to the perturbation, subjects did show
the ability to make changes in the timing and magnitudes of
compensation.

In the present study, we focus on the response to pertur-
bations of vowel formant frequency. Rapid signal processing
systems now allow the frequency of one or more formants to
be shifted up or down in frequency in real time. In response
to changes in auditory feedback, talkers adjust the frequency
of their produced formants in the opposite direction in fre-
quency, presumably in order to compensate for the perturba-
tions �Houde and Jordan, 1998; Purcell and Munhall, 2006;
Villacorta et al., 2007�. These compensations persist when
feedback is returned to normal, suggesting that some type of
learning has taken place. However, the extent to which such
compensations are relatively automatic is uncertain.

Many of the initial studies of speech compensation used
a very gradual perturbation in which the discrepancy be-
tween the actual formant frequency and the modified feed-
back was changed by small increments trial by trial. The
subjects in these studies often seem to be unaware that their
speech was being modified and thus have no particular
knowledge of the nature of the manipulation �e.g., see Pur-

cell and Munhall �2006��. However, the same feedback per-
turbations can be carried out more abruptly by changing the
formant frequencies in larger increments �step changes�.
These abrupt step changes can be noticeable and thus intro-
duce the possibility of a more explicit strategic response.

Here, three groups of subjects are tested under different
instructional conditions using this sudden large perturbation
paradigm: �1� subjects who are naive to the purposes of the
experiment and are not told about the feedback perturbation,
�2� subjects who are told that their speech heard from the
headphones may sound wrong and that they should ignore
this feedback, and �3� subjects who are briefed in detail
about the perturbation paradigm and instructed to not com-
pensate for the perturbation. The aim is to examine the in-
fluence of such instructions on the pattern of formant com-
pensation. If the second or third instruction condition reduces
or eliminates the compensatory response, then we may con-
clude that the role of auditory feedback in speech motor con-
trol is not mandatory and is instead open to cognitive inter-
vention. If, on the other hand, the same pattern of response is
evident across all three instructional conditions, this would
suggest that the maintenance of formant frequency is a more
automatic response customarily tuned by auditory feedback.
If so, we may conclude that studies of formant perturbation,
even when the changes are large and abrupt, are minimally
influenced by strategic efforts of subjects since the standard
response is difficult to suppress.

II. METHODS

A. Subjects

Fifty-four female participants �mean age=20.1 yr,
range: 17–25 yr� were tested in a single session. Since our
experiment involves tracking individual formants, we chose
to test females exclusively in order to minimize the variabil-
ity in frequency of the first and second formants across par-
ticipants. All subjects spoke English as their first language
and reported no speech or language impairments. Hearing
thresholds were assessed over a range of 500–4000 Hz
Three subjects were eliminated because of heightened hear-
ing thresholds in some frequency bands ��20 dB HL�. Data
from one additional subject were lost due to experimenter
error.

B. Equipment and real-time formant shifting

Equipment was the same as that previously reported in
Purcell and Munhall �2006�. Subjects’ speech was recorded
using a headset microphone �Shure WH20�. The signal was
amplified using a Tucker-Davis Technologies MA3 micro-
phone amplifier and low-pass filtered at a cutoff frequency of
4500 Hz �Frequency Devices 901 filter�. This signal was
digitized at a 10 kHz sampling rate and was filtered in real
time to produce formant shifts using a National Instruments
PXI-8176 controller. Noise was added using a Madsen Mi-
dimate 622 audiometer, and the voice signal and noise were
presented to the subject using headphones �Sennheiser HD
265�.

Detection of voicing and shifting of formants was per-
formed as previously described in Purcell and Munhall

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Munhall et al.: Instructions and response to formant perturbation 385



�2006�. Briefly, the manipulation of auditory feedback was
achieved by filtering the voice in real time. Voicing was de-
tected using a statistical amplitude threshold technique. For-
mants in the speech were determined using an iterative Burg
algorithm �Orfandidis, 1988�. The formant estimates were
used to calculate the filter coefficients so that a pair of spec-
tral zeroes was positioned at the location of the existing for-
mant frequency and a pair of spectral poles was positioned at
the desired frequency of the new formant. This filtering re-
duced the spectral energy in the region of the produced for-
mants and emphasized the energy in the region of the desired
formants. The filtering and thus the formant shifts were
implemented as soon as voicing was detected. The formant
frequency estimate and new filter coefficients were computed
every 900 �s.

C. Procedure and experimental conditions

Testing was performed in an Industrial Acoustics Com-
pany sound insulated room. Prior to data collection, a screen-
ing procedure was carried out to determine the best autore-
gressive model order for formant tracking. Subjects
produced seven English vowels spaced across the vowel
space in an /hVd/ context five times in a random order. Dur-
ing the experiment subjects produced 95 repetitions of
“head” at a natural rate and speaking level with timing con-
trolled by a visual prompt on a monitor.

The subjects were randomly assigned to one of three
conditions in which the experimental instructions were ma-
nipulated: �1� control �N=18�, in which subjects were naïve
about the feedback manipulation; �2� ignore headphones �N
=15�, in which subjects were told that their voice might
sound different and to ignore what they heard in the head-
phones; �3� avoid compensation �N=17�, in which subjects
were informed in detail about the manipulation and were told
not to compensate. This group was given the suggestion that
focusing on their kinesthetic feedback might help them avoid
compensation. All three groups produced the English word
“head” repeatedly in the following experimental phases �see
Fig. 1�: �1� baseline. Fifteen repetitions were spoken with
normal feedback �i.e., amplified and with noise added but no
shift in formant frequency� to assess baseline F1 and F2 val-
ues. In this and subsequent conditions, subjects were encour-
aged to speak at a natural rate and speaking level with timing
controlled by a prompt on a monitor. Each prompt lasted
2.5 s, and the intertrial interval was approximately 1.5 s. �2�
Perturbation. Forty repetitions of the utterance “head” were
produced with F1 and F2 values shifted in frequency to
match the formant values for each subject’s production of the
vowel /æ/ as in “had.” �3� Return to normal feedback. Forty
repetitions of the utterance were produced with normal feed-
back �i.e., the formant shift was abruptly turned off�.

D. Offline formant analysis

In order to examine the extent to which the shifting of
formants affected the acoustics of produced vowels on sub-
sequent trials, segmentation boundaries for the vowel in each
trial were first calculated using an automated process that
examined the harmonicity of the power spectrum. These

boundaries were then inspected visually and corrected if re-
quired. Once segmented, offline estimates of the formant fre-
quencies were calculated by sliding a 25 ms analysis window
for each estimate, one ms at a time �shifts of ten speech
samples�, and applying a similar algorithm to that used in
online shifting. For each trial, a single “steady-state” F1
value was determined by averaging 40% of the F1 estimates
starting almost halfway through the vowel �i.e., from 40% of
the way to 80% of the way through the vowel�. Single
steady-state values for F2 and F3 were calculated in the same
manner. Prior to data collection, a screening procedure was
conducted to select the best autoregressive model order �a
parameter used in the real-time formant tracking algorithm�
for each talker. This reduced gross errors in formant tracking.
However, for some participants, occasionally, one of the for-
mants would be misinterpreted as another �e.g., F2 being
misinterpreted as F1�. These misinterpreted estimates were
found and corrected by visually examining a plot with all of
the steady-state F1, F2, and F3 estimates for each individual.

III. RESULTS

While the frequency shifts applied to F1 and F2 in the
perturbed condition varied for each individual, the average
frequencies of the feedback shifts were similar across the
three instruction groups. This was confirmed by an analysis
of variance �ANOVA� with no significant main effect of in-
struction group for either the F1 �F�2,47�=0.696, p=0.50�
or the F2 �F�2,47�=0.115, p=0.89� frequency shift. See
Table I for the mean perturbed feedback shifts.

In order to determine the magnitude of subjects’ com-
pensations to these shifts, the formant estimates for their pro-
duced vowels were normalized for each individual by sub-
tracting their baseline mean, defined as the mean of the
estimates for trials 6–15. These trials correspond to the last
ten utterances in the baseline condition. For each trial, the
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FIG. 1. Feedback shift for the three phases of the experiment. In the base-
line condition �15 utterances�, the feedback was normal �unperturbed�. For
the perturbed condition �40 utterances�, the first formant was increased
�solid line� and the second formant was decreased �dashed line�. The size of
the shift for each formant was calculated as the difference between the
average frequency for that formant in “head” and in “had” separately for
each individual. For the return condition �40 trials�, the feedback was re-
turned to normal.
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normalized F1 and F2 estimates were averaged for each
group and are plotted in Fig. 2. From the figure, it is clear
that on average all three groups changed their production of
F1 and F2 in a direction opposite to the manipulation.

To quantify the change in production, three intervals
were defined based on the last ten trials in each of the ex-
perimental conditions �trials 6–15 for the Baseline, trials
46–55 for the perturbation phase, and trials 86–95 for the
return phase�. In these three intervals, it is assumed that for-
mant production has reached a steady state. The non-
normalized F1 and F2 estimates in each interval were aver-
aged for each individual �Table II�. A repeated measure
ANOVA with interval as a within-subjects factor and instruc-
tion group as a between-subjects factor confirmed a signifi-
cant effect of interval for both F1 �F�1.7,94�=76.52, p
�0.001� and F2 �F�2,94�=32.60, p�0.001�. Multiple pair-
wise comparisons using Bonferroni correction confirmed that
the results for the perturbation phase were significantly dif-
ferent from both the baseline and return phases. �See Table I
for the mean compensation magnitude computed by subtract-
ing the baseline mean from the perturbation mean for each
subject.� The difference between the baseline and return
phases was not significant. No significant effect of instruc-
tion group was found for either F1 �F�2,47�=1.61, p=0.21�
or F2 �F�2,47�=0.06, p=0.95�. Also, no significant interac-
tion of interval and instruction group was found for either F1

�F�3.4,94�=1.33, p=0.27� or F2 �F�4,94�=0.96, p=0.43�.
This confirms that the instructional set did not affect the
magnitude of the compensation in either F1 or F2; subjects
modified their productions even when instructed explicitly
not to.

Although the averaged results presented in Fig. 2 show
consistent compensation, it is important to note that the in-
dividual responses vary greatly. The compensation in both
F1 and F2 of each individual, defined by measuring the dif-
ference in the average formant frequency between the pertur-
bation and baseline intervals used above, is plotted in Fig. 3.
From the figure, it is clear that there is a wide range of
compensation across individuals in both F1 and F2 for all
three groups. For each of the three instruction conditions,
there was also at least one subject who compensated by
changing their formants in the direction of the perturbation.
Following behavior similar to this has been observed in other
auditory perturbation experiments �e.g., Burnett et al.
�1998��. Despite this large intersubject variability, it is appar-
ent that there is consistent compensation for most subjects
and a broad similarity across conditions. We also observe a

TABLE I. Mean formant feedback shift and compensation in Hz for F1 and
F2 for the three instruction conditions. Standard errors of the means are
shown in parentheses.

Control
Ignore

headphones
Avoid

compensation

F1 shift 183.2�15.7� 209.2�26.3� 221.1�28.6�
F1 compensation −56.6�6.0� −61.0�13.7� −55.2�5.8�
F2 shift −235.2�18.8� −216.8�28.7� −224.9�33.0�
F2 compensation 68.3�11.3� 54.9�14.6� 55.0�16.2�
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FIG. 2. Average normalized F1 and F2 frequencies for each trial for the control �circles�, ignore headphones �squares�, and avoid compensation �triangles�
groups. �a� and �b� show the results in each trial for F1 and F2, respectively. The three phases of the experiment �baseline, perturbed, and return� are indicated
with shading of increasing lightness.

TABLE II. Mean formant frequency in Hz for the baseline, perturbation,
and return phases for the three instruction conditions. Standard errors of the
means are shown in parentheses.

Conditions F1 F2

Baseline: Avoid 740.0�13.6� 2078.1�46.4�
Ignore 732.2�18.1� 2071.6�31.8�
Control 762.3�10.6� 2062.2�25.8�

Perturbation: Avoid 686.4�10.9� 2126.4�50.7�
Ignore 671.5�17.9� 2127.0�38.0�
Control 711.2�9.5� 2122.4�21.7�

Return: Avoid 723.6�15.2� 2088.6�48.6�
Ignore 733.2�15.2� 2053.5�33.5�
Control 750.8�9.7� 2062.3�25.0�
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small correlation between the magnitudes of compensation in
F1 and F2, r�48�=−0.44 and p�0.001. This correlation sug-
gests that a common underlying factor might influence com-
pensation for perturbation of both formants.

IV. DISCUSSION

Robust and consistent compensations were observed in
all instruction conditions when the first two formants of au-
ditory feedback during speech production were perturbed in
real time. The perturbations were individually determined
and modified the feedback from the characteristic formant
frequencies for each individual’s /�/ vowel to the formant
values normally expected for their own /æ/ vowel. To com-
pensate, subjects almost always produced formants that were
shifted in the opposite direction from the perturbation. F1
values were shifted downward in response to a perturbation
that raised the frequency, whereas the F2 frequency was in-
creased in response to a perturbation that lowered the F2
feedback frequency. Subjects rapidly modified their formant
values over the course of fewer than ten trials to reach their
maximum compensation value. However, on average the
maximum adjustment was only a partial compensation,
amounting to less than 30% of the perturbation magnitude.

The results support the view �Pick et al. 1989� that the
auditory concomitant of speech production is used in a con-
trol system to feed back and modify vowel production. This
auditory feedback is part of the standard operational prin-
ciples underlying vowel production. The present results ex-
tend this conclusion to the control of formant frequency. Our
findings are consistent with data from perturbations to other
facets of acoustic speech feedback �Burnett et al., 1998; Hain
et al., 2000; Pick et al., 1989� as well as with data from the
study of other overlearned motor behaviors �e.g., postural
responses; see Weerdesteyn et al., �2008��. Compensatory
behavior is not easily eliminated by instructions.

In the study of voluntary control of the Lombard effect
�Pick et al., 1989�, it was shown that subjects were not spon-
taneously able to inhibit increasing their vocal amplitude as
background noise level increased, but they could be trained
to do so if provided with sufficient feedback and strategies.
However, even under these special conditions, the subjects
appear to have gained this control using a strategy of gener-
ally reducing vocal amplitude in all background noise levels.
Skilled singers have experienced extensive training of voice
level and pitch control. Even with this extensive training,
although the magnitude of compensatory responses to vocal
frequency perturbations is reduced, compensation is not
completely eliminated �Zarate and Zatorre, 2008�. None of
the talkers in the current study had experienced formant-
shifted feedback before participating in the experiment.
Thus, it is possible that through training, the magnitude of
compensation might be reduced.

The compensation to altered auditory feedback observed
in the present experiment might serve many useful functions.
Ongoing learning might be needed to stabilize a representa-
tion of the speech motor system that is used in a predictive
fashion to control rapid movements. This is consistent with
proposals for the role of “internal models” as part of motor
planning and control �Wolpert and Kawato, 1998�. Plasticity
is not a necessary feature of this proposal, but some type of
corrective mechanism is. Another possible function is neces-
sitated by the fact that the vocal tract changes in morphology
continuously over the lifespan �Fitch and Giedd, 1999; Vor-
perian et al., 2005�. While the major morphological changes
happen before the age of 20, many structures and cavities
continue to change later in life, and therefore we must pos-
sess some mechanism that is able to modify articulatory
goals. Such adaptation may be part of a more general plas-
ticity in motor learning observed for even the simplest sen-
sorimotor behaviors �Wolpaw, 2007� and which supports the
learning of new skilled activity and recovery from injury.
Finally, these auditory-vocal adjustments may serve to tune
speech production to ongoing changes in background acous-
tic conditions to ensure intelligibility.

The functions and mechanisms of such plasticity in
speech production are unclear in part because it is still not
known at what level of the speech motor system such
changes occur. In a review of visual-motor perturbation stud-
ies that spanned more than 50 years, Epstein �1967� identi-
fied six possible alternative sites of adaptation in those stud-
ies. Of these alternatives, five are readily adaptable to the
auditory feedback context. First, the adaptive changes could
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FIG. 3. Individual compensation magnitudes measured as the difference in
the average formant frequency between the perturbation and baseline inter-
vals for F2 �top panel� and F1 �bottom panel� for subjects in the control
�N=18�, the ignore headphones �N=15�, and the avoid compensation �N
=17� groups. Each bar represents a different subject; homologous bars in the
top and bottom panels are from the same subject.
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be strictly auditory. Speech sound categories have been
shown to be modifiable in a variety of learning contexts �e.g.,
see Kraljic et al. �2008�, Maye et al. �2008�, Norris et al.
�2003�, van Linden and Vroomen �2007�, and Davis et al.
�2005��. The diversity of conditions that produce such
changes in speech perception �lexical status, visual speech,
acoustic experience, pragmatic information, etc.� indicates an
auditory speech perception system that is inherently dy-
namic. The relationship of this system to the auditory pro-
cesses supporting speech production is less well understood
with only a few demonstrations of an association between
the two types of perception �e.g., see Cooper et al. �1976�
and Newman �2003��. Second, the adaptive changes could be
strictly proprioceptive. Ostry and co-workers �Tremblay
et al., 2003; Nassir and Ostry, 2006� showed that jaw move-
ments during speech adapt to changes in the dynamic force
field. This learning can occur without the presence of acous-
tic changes in the speech and presumably involves a repre-
sentation of speech movement at the proprioceptive level.
Cutaneous, joint, and muscle receptors provide a rich sen-
sory representation of articulator states. Third, the adaptive
changes could be strictly motoric. The tongue muscles act
synergistically during vowel production to control the shape
and position of the vocal tract constriction �Perkell, 1996�,
and any changes in resonance properties caused by the feed-
back perturbation would necessitate a modification of this
organization. Fourth, while these specific sensory and motor
changes are possible, perhaps the most likely account is that
the learning is of a more multimodal nature. One multimodal
change could involve sensory-motor “recorrelation,” as has
been suggested for prism adaptation studies �e.g., see Epstein
�1967�� and some auditory-motor speech learning studies
�e.g., see Purcell and Munhall �2006��. For the study under
discussion here, this would mean learning a new mapping
between vocal tract shape and speech acoustics during the
perturbation phase of the experiment and then relearning the
old mapping again during the return phase.

The fifth and final alternative is that the observed
changes could involve “conscious correction.” The present
study addressed this option, and the results suggest that this
possibility is unlikely; instead, formant compensation is ro-
bust under a variety of different instructional sets. We do not
think that our data are evidence of a fixed response system
that cannot be changed with practice or strategies. The ten-
dency to describe compensatory behavior of the kind ob-
served here as reflexive or automatic must be tempered by
the growing recognition that even the most widely accepted
examples of “reflexes” such as the tendon jerk can be modi-
fied or conditioned �Wolpaw, 2007�. Rather, the present re-
sults are evidence that compensatory responses to vowel per-
turbation are not simply overt strategic responses to
detecting manipulated feedback. The presence of aftereffects
that persist beyond the perturbation is itself a strong argu-
ment that strategic compensation is an unlikely explanation
for these data �Epstein, 1967�. These aftereffects can be seen
in Fig. 2. The formant values do not immediately return to
baseline levels when normal feedback is provided.

Inference of mechanism from behavioral data is limited
since the same observed behavior could be accomplished in

different ways. For example, the same behavior could be
accomplished by relying on different neural substrates or on
the same substrate but in varying amounts. Zarate and
Zatorre �2008� reported that when singers and nonsingers
were instructed to compensate for pitch perturbations, both
performed this task equally well. However, neuroimaging re-
vealed that singers exhibited more activity in the anterior
cingulate cortex, superior temporal sulcus, and putamen than
did nonsingers. In a study of the stereotypical balance-
recovery response in humans, Weerdesteyn et al. �2008�
found that subjects could voluntarily inhibit a stepping re-
sponse for balance recovery when instructed to do so. How-
ever, electromyographic records showed that both the
balance-recovery trials and the trials in which the subjects
were instructed to inhibit the response and fall forward had
similar compensatory muscle activation patterns, with simi-
lar latencies but dramatically different activation amplitudes.
Weerdersteyn et al. �2008� suggested that a consistent
balance-recovery response is always generated but that the
magnitude of the response can be regulated for different
goals. Thus, a more complete understanding of the mecha-
nisms supporting the compensatory speech response will re-
quire a more detailed physiological investigation.

In summary, the data presented here indicate that motor
planning and control of vowel production must incorporate
the auditory consequences of the movements as feedback.
Modifications of this acoustic signal that result in an error
relative to expected sensory feedback initiate compensatory
behavior even when subjects are aware of the manipulation.
That such compensation appears obligatory suggests that, in
everyday life, compensation happens automatically in re-
sponse to changing acoustic conditions contributing to opti-
mal intelligibility even while the talker is unaware of the
process.
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The behavior of glottal flow can, to a large extent, be characterized by development and separation
of the boundary layer. The point of flow separation is known to vary during the phonatory cycle due
to change in channel configuration. To take the movable nature of the separation point into account,
the boundary-layer equation is solved numerically, and the values of the characteristic quantities are
determined as well as the point of separation. Development of the boundary layer in general reduces
the effective size of the channel, and, therefore, increases the core flow velocity, which, in turn
provides the boundary condition of the boundary-layer equation. The interaction between the
viscous �boundary layer� and inviscid �core flow� parts of the glottal flow is, therefore, strongly
indicated. To apply this viscous-inviscid interaction, the expression of the core flow is derived for
a two-dimensional flow field, and is solved jointly with the boundary-layer equation. Numerical
results are shown to examine the effect of the Reynolds number and glottal configuration, with
special emphasis on the comparison of flow models developed for one- and two-dimensional flow
fields. Numerical results are also quantitatively compared with data obtained from flow
measurement experiments. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3021436�

PACS number�s�: 43.70.Bk, 43.70.Aj �BHS� Pages: 391–404

I. INTRODUCTION

The glottal volume flow serves as the primary sound
source of speech. It drives the vocal tract and generates
acoustic signals containing linguistic information. The peri-
odicity of this sound source determines the fundamental fre-
quency of speech, and is used to express stress, emotion,
individuality, and so on. The spectral and temporal charac-
teristics of the glottal sound source have been studied in
relation to types of phonation �Rosenberg, 1971; Klatt and
Klatt, 1990; Childers and Lee, 1991�. Furthermore, to under-
stand the physical mechanism of voice production, the be-
havior of glottal flow has been studied extensively using flow
measurements �van den Berg et al., 1957; Scherer et al.,
1983, 2001; Alipour and Scherer, 2001; Scherer et al., 2002;
Hofmans et al., 2003; Triep et al., 2005�, computer simula-
tions �Ishizaka and Flanagan, 1972; Broad, 1979; Pelorson
et al., 1994; Story and Titze, 1995; Lous et al., 1998�, nu-
merical solution of the conservation equations �Zhao et al.,
2002; Alipour and Scherer, 2004�, and theoretical studies
�Howe and McGowan, 2007�.

van den Berg, the pioneer in this research field, used a
rectangular duct as a model of the glottis, and applied the
Bernoulli relation to explain the pressure distribution along
the length of the duct �van den Berg et al., 1957�. He also
pointed out the possible role of the negative pressure in the
glottis that may pull the vocal folds and contribute to closing
the glottis. The basic idea of flow separation was then intro-
duced �Ishizaka and Flanagan, 1972; Broad, 1979� using a
model of free jet discharged from a nozzle �Batchelor, 2000,

pp. 373–376� with which the pressure loss and glottal resis-
tance are also determined. The shape of the flow channel in
this formulation is similar to van den Berg et al. �1957�, and
the constriction �glottis� has a constant sectional area and the
channel expands abruptly at the exit of the constriction
where the flow separates from the wall. In the upstream re-
gion of this separation point, the flow energy is maintained
and the Bernoulli relation is applicable when the frictional
loss can be ignored. However, the separation of flow releases
vortices into the channel, forming a jet and its wake in the
downstream region. Flow energy is then lost and the Ber-
noulli relation is no longer valid. Instead, the momentum
conservation law is used to predict the flow by assuming its
reattachment to the wall. The separation point changes ac-
cording to the glottal shape, and it tends to shift in the up-
stream direction for the divergent glottal channel �Alipour
and Scherer, 2004�. For a better understanding of the flow
behavior, therefore, the separation point should be estimated.

To perform the simulation of phonation more accurately
by taking the movable separation point into account, Pelor-
son et al. �1994� employed the boundary-layer approxima-
tion. Pelorson et al. �1994� argued that the fluid motion in the
boundary layer can be expressed by the momentum-integral
equation developed by von Kármán �Schlichting and Ger-
sten, 1999�, and that it can be solved numerically using the
Pohlhausen method; however, they combined known solu-
tions of the equation for a cylinder and a flat plate to obtain
computational stability and efficiency. Change in the separa-
tion point has also been considered in the body-cover model
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of the vocal fold �Story and Titze, 1995�. Possible points of
flow separation are very limited, however, since the shape of
the vocal fold is represented by a combination of rectangles,
and no solution of the boundary-layer equation is used. In
contrast, Lous et al. �1998� expressed the separation point by
a simple function of the distance between both vocal folds,
each of which was modeled by concatenating three line seg-
ments. As an alternative to the Pohlhausen method, Vilain
et al. �2004� showed the usefulness of the Thwaites method
with steady and unsteady flow measurement experiments.

The results of these studies indicate that the estimation
of the separation point has been the central issue in the simu-
lation of phonation. The fact that the pressure difference be-
tween the sub- and supraglottal regions is dependent on the
separation point when the volume flow rate or the flow Rey-
nolds number is constant �Pelorson et al., 1994� emphasizes
its importance. In addition, if the flow is estimated for a
specific subglottal pressure, the volume flow rate is approxi-
mately proportional to the channel area at the separation
point. This can be shown easily �Eq. �22� of the work by
Kaburagi �2008�� by ignoring the unsteady term and viscous
friction loss �a=b=0� and assuming that the sectional area at
the separation point is sufficiently smaller than the area at the
supraglottal section �N=0�. In the closing phase of the vocal
fold vibration, the glottal area at the separation point is
smaller than the area at the glottal outlet, since the channel
shape is divergent and the separation point is located up-
stream of the outlet. If the separation point is unreasonably
fixed at the glottal exit �Ishizaka and Flanagan, 1972; Broad,
1979�, the volume flow rate will then be overestimated. This
flow estimation error results in an increase in the core flow
velocity and an excessive negative pressure. When the nega-
tive pressure is overestimated, the vocal folds are pulled
more intensely and the glottis is closed more quickly. We
suppose that this is the cause of the pitch difference in the
results of voice generation simulations with and without the
separation point estimation reported in Pelorson et al.
�1994�.

When the mechanical motion of the vocal fold is repre-
sented using a distributed mass �Titze, 1973� or continuum
model �Berry and Titze, 1996; Gunter, 2003� and combined
with a model of glottal flow, the separation point should be
estimated for an arbitrary configuration of the glottis. To
solve such a general problem, the Pohlhausen method men-
tioned above is useful. In the method, the momentum-
integral equation of the boundary layer is solved on the basis
of the similarity of the velocity profiles. The parameters that
determine the actual velocity profile are called the shape fac-
tor, and the integral equation is transformed to an ordinal
differential equation of the shape factor, which is more con-
venient to solve numerically. The transformed equation can
be solved by simply specifying the velocity of the core flow,
which is strongly dependent on the channel configuration, as
its boundary condition.

When the Reynolds number is sufficiently large, the
thickness of the boundary layer is thin and the core flow
velocity is determined by the actual channel configuration.
Based on the assumption, Tanabe et al. �2006� gave the
boundary condition of the boundary-layer equation by the

core flow velocity just along the surface of the glottal wall.
Although the flow Reynolds number is typically of the order
of 103 when the glottis is open, it decreases to only several
hundred when the channel narrows �Scherer et al., 1983;
Alipour and Scherer, 2001�. The thickness of the boundary
layer should, therefore, be taken into consideration in the
calculation of the core flow velocity since the boundary layer
can influence the effective size of the channel. Inversely, a
change in the core flow velocity affects the solution of the
boundary-layer equation in the Kármán-Pohlhausen frame-
work. This strongly suggests that the viscous �boundary
layer� and inviscid �core flow� parts of the glottal flow can
interact �Kalse et al., 2003; Lagrée et al., 2007�.

To build an effective analysis method of the glottal flow
that takes the movable separation point and the viscous-
inviscid interaction into account, Kaburagi �2008� presented
a flow model formulated using one-dimensional flow field
that jointly solved the equations for the core flow and bound-
ary layer. In this paper, the spatial dimensionality is in-
creased to two, and the effectiveness of the new flow model
is examined through numerical experiments. By assuming
that the flow is quasi-steady, incompressible, and irrotational,
the behavior of the core flow is governed by a Laplace equa-
tion. The method of potential analysis is then applicable, and
we use the conformal mapping technique to obtain an ana-
lytic solution to the Laplace equation. The core flow velocity
is expressed as a function of the effective shape of the chan-
nel, which is obtained by subtracting the displacement thick-
ness of the boundary layer from the nominal channel space
bounded by the vocal folds. The boundary-layer equation is
solved on the basis of the ordinal Kármán-Pohlhausen frame-
work. Our model is, thus, capable of predicting the flow
behavior for an arbitrary configuration of the glottis, when it
is smoothly shaped. In addition, expressions of the layer
thickness, core flow velocity, and flow separation point are
coupled; therefore, the effect of the flow Reynolds number is
correctly taken into consideration along with the configura-
tion of the glottis.

This paper is organized as follows. Section II provides
mathematical explanations of the flow analysis method. Nu-
merical results are shown in Sec. III to examine the effect of
the Reynolds number and the configuration of the glottal
channel on the flow behavior. In addition, the predicted re-
sults are compared with those for the one-dimensional flow
model �Kaburagi, 2008� and flow measurement experiments
�Scherer et al., 2001, 2002�, and the accuracy of the pro-
posed model is demonstrated. Finally, the conclusions of this
work are given in Sec. IV.

II. FLOW MODEL WITH INTERACTIVE BOUNDARY-
LAYER PROBLEM

In this section, the interactive boundary-layer problem is
presented for a two-dimensional flow field. For a high Rey-
nolds number flow, the core flow outside the boundary layer
is treated as inviscid. The viscosity is thought to be important
in the vicinity of the vocal fold surface and in the wake. As
such, the boundary-layer approximation permits a constitu-
tive representation. The boundary-layer equation is solved in
this study by using the Pohlhausen method, while the inter-
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action between the viscous and inviscid flow regions is taken
into consideration. Besides the boundary-layer approxima-
tion, the glottal flow is thought to be quasi-steady and incom-
pressible, since the typical Strouhal number is of the order of
10−2 and the flow velocity is sufficiently lower than sound
velocity with a Mach number less than 0.1 �Pelorson et al.,
1994�. In addition, the glottal height is smaller than its
length, indicating that the flow field can be considered two
dimensional. Because the Pohlhausen method is applicable
to the steady, two-dimensional momentum-integral equation
of the boundary layer �Schlichting and Gersten, 1999�, these
assumptions are very important. Although the quasi-steady
assumption is valid for the glottal flow, specifically for the
core flow, it might be noted that the separation of a boundary
layer is a rather slow process �Hirschberg, 1992�.

Equations of the boundary layer and the core flow are
explained in subsections A and B. The complex variable
analysis technique is applied for the core flow �Tanabe et al.,
2006� from its incompressible, irrotational nature. In subsec-
tion C, it is shown how the interactive boundary-layer prob-
lem is solved for specified volume flow rate �equivalently,
the flow Reynolds number� and effective quantities, such as
core flow velocity, boundary-layer thickness, and separation
point are obtained. If the transglottal pressure is specified,
the volume flow rate needs to be estimated with the
boundary-layer problem, as presented in D.

A. The boundary-layer equation

The momentum-integral equation of the boundary layer
is expressed as:

d

dx
�v2�2� + �1v

d

dx
v =

�

�
, �1�

for two-dimensional steady flow �Schlichting and Gersten,
1999�, where �1 is the displacement thickness, �2 is the mo-
mentum thickness, � is the wall shear stress, and � is the
density of the air. A curvilinear coordinate system is used,
with the x-axis following the surface of the vocal fold �Fig.
1�. v=v�x ,y� is the velocity of the core flow along the outer
edge of the boundary layer, giving the boundary condition of
the equation, where the y-axis is orthogonal to the x-axis.
The characteristic quantities of the boundary layer, �1, �2,
and �, are a function of x. The flow velocity in the boundary-
layer has been integrated out in Eq. �1� and is implicitly
related via the definition of these characteristic quantities.
Continuity requires that the internal velocity agrees with the
core flow velocity at the outer edge of the boundary layer.

The Pohlhausen method can compute the solution of the
boundary-layer equation efficiently assuming similarity of
velocity profiles inside the layer. It can be represented using
the polynomial �Pelorson et al., 1994�, or the solution of the
single-parameter Falkner-Skan equation, i.e., the Hartree
profile �Kalse et al., 2003; Lagrée et al., 2007�. When the
equation is solved, the internal velocity of the layer and the
values of the characteristic quantities are determined. After
that, the point of flow separation is obtained by searching for
the point along the surface of the vocal folds at which the
wall shear stress becomes zero.

B. Equation of the core flow velocity

From the boundary-layer approximation, the core flow is
treated as incompressible, inviscid, and irrotational. The ve-
locity field is governed by the Laplace equation �Batchelor,
2000, Chap. 6� as � ·v=�2�=0, where v= �vX ,vY� is the
flow velocity and � is the velocity potential. The two-
dimensional potential flow is analyzed conveniently by ap-
plying the complex variable theory �Batchelor, 2000, pp.
106–108; Tanabe et al., 2006�. Let z=X+ iY denotes a com-
plex argument, where X and Y are the axes of an orthogonal
coordinate system. Note that they are different from the x
and y of the coordinate system for the glottis. In addition, the
complex potential function is defined as f =�+ i�, where � is
the velocity potential and � is the stream function, and they
satisfy the Cauchy-Riemann conditions. It follows that
�df� / �dz�=vX− ivY, and the absolute flow velocity is v
= ��df� / �dz��.

The complex potential function is known for some spe-
cific cases. As a trivial example, f = �U− iV�z represents uni-
form flow in the unbounded free field. Obviously, the X com-

FIG. 1. �Color online� The glottal channel is represented using the model
proposed by Scherer et al. �2001�. The model is mainly controlled by two
parameters representing the minimum height of the channel �d� and the
glottal angle ��� as shown in �a�. Lg, the length of the vocal fold, and T are
fixed parameters. h represents the height of the channel. The x axis of the
flow model is taken along the surface of the vocal fold, and the y axis
perpendicular to it as shown in �b�.
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ponent of flow velocity is vX=U and the Y component is
vY =V. However, when the configuration of the glottis is
specified, it is generally difficult to derive the potential func-
tion of the flow passing through that channel. We, therefore,
adopt the conformal transformation technique, i.e., the
Schwartz-Christoffel formula �Driscoll and Trefethen, 2002�,
in which the potential function is derived conveniently when
the shape of the channel wall is approximated using polygo-
nal lines �Tanabe et al., 2006�. In the method, the physical
domain �flow region with the actual boundary shape� is con-
nected to the canonical domain �the infinite strip in our
study� via the conformal mapping. In addition, because the
potential function of the uniform flow is known in the ca-
nonical domain, that for the physical domain is obtained us-
ing the mapping function. Therefore, the velocity pattern of
the core flow is determined for any glottal configuration.

Let z=X+ iY and �=�+ i	 are complex arguments repre-
senting the coordinate systems of the physical and canonical
domains, respectively. Further, g is the mapping function that
connects both domains as z=g���. The flow velocity in the
physical domain is expressed as:

vX − ivY =
df

dz
=

df

d�

d�

dz
=

df

d�

1

g����
, �2�

where g����=dz /d�. The potential function of the uniform
flow in the canonical domain is expressed as f�g����=V�,
and it is used to represent the expiratory flow from the lungs.
V is a constant related to the volume flow rate of the glottal
flow such that V=Ug / �2Lg�, where Lg is the length of the
vocal folds. The flow velocity in the physical domain can
then be rewritten as:

vX − ivY =
V

g����
. �3�

Figure 2 is an example of Schwartz-Christoffel mapping,
where the glottal channel is formed using the model in Fig.
1�a� with the parameter values of d=0.2 cm and �=0 de-
grees. The channel is symmetrical with respect to the glottal
midline, and the lower half of the channel is illustrated in the
figure. It is easy to show that the flow in the canonical do-
main has only the �-axis component, since df /d�=V and V is
real. The line 	=0 corresponds to the boundary of the chan-
nel in the physical domain, and the velocity perpendicular to
this boundary should be zero. The line 	=1 corresponds to
the axis of symmetry of the glottal channel. The flow is
parallel with this line in the canonical domain, and, hence,
the velocity perpendicular to it is also zero.

To derive the mapping function, the shape of the glottal
channel is first approximated by polygonal lines with N ver-
tices �zk ,k=1,2 , . . . ,N� in the physical domain, and the cor-
responding vertices �k in the canonical domain are then
determined.1 Following the Schwartz-Christoffel formula,
the mapping function for the infinite stripe is expressed
�Driscoll and Trefethen, 2002, pp. 44–47�:

g��� = C�
0

�



k=1

N 	sinh
�

2
�	 − �k��k−1
d	 , �4�

where �k� is the interior angle of the kth vertex in the physi-
cal domain. This equation is different from its textbook defi-
nition �Driscoll and Trefethen, 2002, pp. 44–47� in some
points. First, the term exp�� /2��−−�+��� is omitted, since
the divergence angles �− and �+ at both ends of the strip are
equal. Second, the constant A is set to zero, so that the origin
of the �-axis is mapped to that of the z-axis. The scaling
factor C is set to h /2, half the channel height at the stagna-
tion point and the point just downstream of the glottal
outlet.1 The flow velocity is calculated using Eq. �3� after the
mapping function is derived.
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FIG. 2. An example of the glottal shape represented in the physical domain
and the corresponding representation in the canonical domain. The real and
imaginary axes in the physical domain are denoted as X and Y, respectively.
Those in the canonical domain are � and 	. To derive the mapping function,
the glottal shape, indicated by broken lines, is first approximated by polygo-
nal lines. Crosses show the vertices �zk� used in this approximation. The
corresponding vertices ��k� are then determined in the canonical domain,
and the mapping function in Eq. �4� is finally obtained. To indicate the
interrelation between both domains, a grid composed of a number of hori-
zontal and vertical lines is drawn in the canonical domain, and these lines
are transformed to the physical domain using the derived mapping function.
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C. The interactive boundary-layer problem

Next, we consider the interactive problem between core
flow and the boundary layer. When a Hartree profile is as-
sumed to represent the velocity profiles of the boundary-
layer equation, Eq. �1� can be rewritten as follows �Schlich-
ting and Gersten, 1999, Sec. 8.1�:

dZ

dx
+ �3 + 2H�

Z

vs

dvs

dx
= F1, �5�

and

Z

vs

dvs

dx
=  , �6�

where

F1 =
2��2

��vs
. �7�

vs=vs�x� is the absolute velocity of the core flow along the
surface of the glottis. Z=Z�x� and =�x� are shape factors.
H=H�x� is the ratio of the displacement and momentum
thicknesses as H=�1 /�2. � is the kinematic viscosity. From
Schlichting and Gersten �1999�, we obtain the relation Z /vs

=�2
2 /�=�1

2 / ��H2�. In addition, from the approximation
method of Kalse et al. �2003�, it follows that =1 /H2f1�H�
and F1=2f2�H�, where f1�H�=−2.4�1−exp�0.43�2.59−H���
and f2�H�=4 /H2−1 /H. Therefore, Eqs. �5� and �6� can be
rewritten:

dZ

dx
+

3 + 2H

H2 f1�H� = 2f2�H� , �8�

and

Z

vs

dvs

dx
=

1

H2 f1�H� . �9�

These equations can be solved numerically, if core flow ve-
locity vs is given.

From the complex variable representation and conformal
mapping explained in Sec. II B, vs can be expressed:

vs�x� = � V

g����
��� = �s�x�� , �10�

where �s�x� represents the glottal shape in the canonical do-
main: a straight channel. If z�x� is a complex variable in the
physical domain along the glottal surface, �s�x� is determined
as �s�x�=g−1�z�x��, where �=g−1�z� is the inverse mapping of
Eq. �4�.1 This constitutes the boundary-layer problem with-
out the viscous-inviscid interaction, because the thickness of
the boundary layer is ignored in the calculation of the core
flow velocity.

The formulation of the interactive problem faces diffi-
culties in the two-dimensinal case that are not present for
one-dimensional flow �Kaburagi, 2008�. First, the effective
channel should be represented by polygonal lines to derive
the mapping function. The polygonal approximation requires
alignment of the vertices. This prevents a direct relationship
between the configuration of the channel and the velocity of
the core flow because the selection of the number of vertices

and their positions is not unique. Second, the boundary-layer
equation is solved by evaluating Eqs. �8� and �9� numerically
with respect to the x axis to the downstream direction. This
means that the boundary condition, i.e., the core flow veloc-
ity, of the downstream region does not affect the solution of
the upstream region. However, Laplace’s equation is solved
so that the whole field is known at once, indicating that the
expression of the core flow velocity does not match well
with the numerical evaluation of the boundary-layer equa-
tion.

Lagrée et al. �2007� used a method to solve a two-
dimensional interactive problem in which the equation for
the core flow and that for the boundary layer are solved
iteratively. Instead, a noniterative method is examined in this
paper. We suppose that the effective core flow velocity v is
expressed as

v = vs + v� =
Ug

�h − 2�1�Lg
=

Ug

hLg
+

Ug

hLg

2�1

h − 2�1
, �11�

by following the one-dimensional treatment �Kaburagi,
2008�, where vs is the nominal flow velocity and v� is the
change in the velocity caused by the development of the
boundary layer and exclusion of the flow. The first term on
the right side of Eq. �11� corresponds to the nominal velocity
when the flow is approximately one dimensional. Therefore,
the second term can be assumed as an expression of the
velocity change for the two-dimensional case.

Following the expression in Eq. �11�, the effective ve-
locity v�=vs+v�� along the glottal wall is determined as fol-
lows for the two-dimensional flow field. First, the nominal
velocity vs is calculated using Eq. �10� for the specified glot-
tal shape. The velocity change v� is expressed as

v� =
Ug

hLg

2�1

h − 2�1
, �12�

where �1 is the layer thickness given as the solution for the
two-dimensional boundary-layer equation. Eq. �9� is then re-
written as

Z

v

dv
dx

=
Z

�vs + v��
d�vs + v��

dx
=

1

H2 f1�H� , �13�

and finally, the interactive boundary-layer problem is formu-
lated as a set of equations, �Eqs. �8�, �12�, and �13�� with
additional constraints v=vs+v� and �1=H��Z /v
=H��Z / �vs+v��. If the problem is solved, the values of the
characteristic quantities are then obtained as �2=�1 /H and
�=�vf2�H� /�2, where � is the dynamic viscous coefficient.
In addition, the flow separation point is estimated by finding
the x-axis position where the wall shear stress becomes zero,
indicating that f2�H�=0 and H=4 at that point. Our method
is computationally efficient because the interactive problem
is solved just as in the one-dimensional case �Kaburagi,
2008�, using the downstream marching as will be explained
later. However, the expression in Eq. �12� may introduce an
error; the channel height is defined vertically in terms of the
axis of symmetry of the channel �Fig. 1� while the layer
thickness is perpendicular to the glottal wall. Therefore, the
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accuracy of the method will be checked through a number of
numerical experiments.

To solve the simultaneous equations, a method similar to
that for the one-dimensional flow model �Kaburagi, 2008� is
used. When the nominal flow velocity is calculated from the
specified volume flow rate and glottal channel, we have three
unknown variables of the simultaneous equations v�, H, and
Z. At the origin of the x-axis taken at the stagnation point
�Fig. 1�, the initial values of these variables are set to v�=0,
H=2.216, and Z=0. Values are then calculated for x
=�x ,2�x ,3�x and so on to the downstream direction. Here,
the functions to be zeroed are defined:

F1�v�,Z� = v� −
Ug

hLg

2�1

h − 2�1
, �14�

F2�v�,H,Z� =
Z

v
v − v�x

�x
−

1

H2 f1�H� , �15�

and

F3�v�,H,Z� =
Z − Z�x

�x
+

3 + 2H

H2 f1�H� − 2f2�H� , �16�

where v�x=v�x−�x�=vs�x−�x�+v��x−�x� and Z�x=Z�x
−�x�. Note that F1, F2, and F3 correspond to Eqs. �12�, �13�,
and �8�, respectively, and the differential operations in Eqs.
�13� and �8� are replaced by the finite differences. �x is a
small quantity. The optimal solution that simultaneously sat-
isfies F1=0, F2=0, and F3=0 can be computed using a non-
linear programming technique such as the Newton-Raphson
method �Press et al., 1992�.

If the unknown variables at a point of x are written in
vector form as s�x�= �v� ,H ,Z�T, they can be optimized itera-
tively such that sk+1�x�=sk�x�+�sk, where k is the index of
the iteration and T is the transposition. The initial value of
this iteration can be set as s0�x�=s��x−�x�, where s��x
−�x� is the optimal value determined for the upstream posi-
tion x−�x. �sk is the solution of the linear equations J�sk

=−F, where F= �F1 ,F2 ,F3�T and J=�F /�s is the Jacobian
matrix. The Jacobian matrix may be approximated by finite
differences. For example, �F1 /�v� is calculated as �F1 /�v�

= �F1�v�k+�v� ,Zk�−F1�v�k ,Zk�� /�v�, where v�k and Zk are
the values at the kth iteration, respectively, and �v� is a
small quantity. The iteration is stopped when the sum of the
absolute values of the updating quantities ��sk�1��+ ��sk�2��
+ ��sk�3�� is smaller than a threshold. After the values of v�,
H, and Z are obtained, the separation point is estimated by
finding the point xs on the x axis for H=4. To determine the
point xs, the absolute error �H−4� is calculated for x
=0,�x ,2�x ,3�x, and so on. The optimal point, at which the
error is the minimum, is the estimated separation point.

D. Flow analysis from the specification of the
transglottal pressure

The method in C is adequate for a flow analysis problem
in which the volume flow rate or the Reynolds number is
specified. On the other hand, it is useful to accommodate the
method to the flow condition of transglottal pressure, since it
is commonly used in flow measurement experiments

�Scherer et al., 2001, 2002�. Here, a method is presented to
estimate volume flow rate from the specification of the trans-
glottal pressure Pd in combination with the solution of the
boundary-layer problem.

When viscous friction is ignored, the pressure at the
glottal outlet relative to that at the stagnation point is ex-
pressed as follows using the Bernoulli relation:

�P =
1

2
��v0

2 − ve
2� , �17�

where v0 is the effective core flow velocity at the stagnation
point, and ve is that at the glottal outlet. Both are measured
on the centerline of the glottis. This pressure difference is
related to the transglottal pressure as �P=−Pd, where Pd

takes a positive value. Because the value of �P is deter-
mined from the solution �effective velocity� of the interactive
boundary-layer problem, and the boundary-layer problem is
solved for a specific value of the volume flow rate Ug, �P is
a function of Ug and the equality constraint can be written as

C�Ug� = �P�Ug� + Pd = 0, �18�

for the specific value of Pd. This problem can be solved by
applying nonlinear programming techniques, such as the
Newton-Raphson method �Press et al., 1992�.

Given an initial value for Ug it can be iteratively opti-
mized with Ug

k+1=Ug
k +�Ug

k, where k is the index of the itera-
tion and the incremental value is given as �Ug

k

=−C�Ug
k� /C��Ug

k�. When the flow is approximated using the
one-dimensional interactive model �Kaburagi, 2008�, the ef-
fective velocity on the glottal centerline is expressed as v
= �Ug� / ��h−2�1�Lg�. C��Ug

k� is then calculated as:

C��Ug
k� = � dC

dUg
�

Ug=Ug
k

= � d

dUg
��P�Ug� + Pd��

Ug=Ug
k

= � d

dUg
	1

2
��v0

2 − ve
2�
�

Ug=Ug
k

=
�Ug

k

Lg
2 	 1

�h�0� − 2�1�0��2 −
1

�h�xe� − 2�1�xe��2
 ,

�19�

where �1�x� is the solution of the boundary-layer problem
when the volume flow rate is given as Ug

k. The procedure is
stopped when the absolute value of �Ug

k is smaller than a
threshold value. Otherwise, the volume flow rate is changed
as Ug

k+1=Ug
k +�Ug

k and the procedure is repeated. When the
sectional area of the glottal jet is supposed to be constant for
the interval between the separation point and the glottal out-
let and the energy loss in the jet is ignored, the pressure and
flow velocity at the separation point are maintained. The ef-
fective velocity ve is then obtained using the value of h and
�1 at the separation point.

III. NUMERICAL EXPERIMENTS

A. Experimental conditions

This section presents the results of numerical investiga-
tions. The shape of the flow channel is controlled using a
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vocal fold model shown in Fig. 1 �Scherer et al., 2001�. The
model has parameters representing the minimum glottal
height d and the tilt angle of the vocal fold �. Other param-
eters of the model are set as T=0.3 cm and Lg=1.2 cm. The
height of the trachea and the vocal tract tubes is 1.73 cm, and
the sectional area of the vocal tract is set to 2.1 cm2. To
approximate the glottal shape and derive the conformal map-
ping, 20 vertices are placed along each curved section of the
vocal fold model with equal intervals, and are connected
with line segments. Two vertices are also placed at the stag-
nation point and the end point of the vocal fold at the glottal
outlet, as well as the additional one at a point on the axis of
symmetry. The air density is �=1.184 kg /m3, and the dy-
namic viscous coefficient is �=0.0182�10−3 Pa s.

The boundary-layer problem is solved using the
Newton-Raphson method. The value of �x is set to 10−3 cm
in the numerical calculation. The small value in the calcula-
tion of the Jacobian matrix, denoted by �v� in Sec. II C is
10−3. The iterative procedure is stopped when the absolute
value of the updating quantity is smaller than 10−5. With this
criterion, convergence is obtained in five or six iterations for
most of the experimental conditions. The same optimization
method is used to estimate the volume flow rate in Sec. II D.
By quitting the iterative computation when the absolute
value of the updating quantity is smaller than 0.01, conver-
gence is obtained in less than five or six iterations.

B. Effect of the Reynolds number and channel
configuration

Channel configuration greatly influences the behavior of
confined flow; especially in the case of the glottis, it varies
from a convergent to a divergent shape during the phonation
cycle. It has been revealed that the flow separates around the
outlet of the glottis in the convergent or parallel shape, and
moves to the entrance when the glottal angle is increased in
the divergent shape �Scherer et al., 2001, 2002; Alipour and
Scherer, 2004�. On the other hand, if the flow Reynolds num-
ber increases, the thickness of the boundary layer will be
thinner and, hence, the velocity of the core flow will in-
crease. Therefore, simulations are first performed to examine
the effect of the flow Reynolds number and channel configu-
ration on the behavior of the core flow and boundary layer.
Here, the Reynolds numbers are changed at 800, 1600, 2400,
and 3200. The height parameter of the vocal fold model is
fixed at d=0.08 cm, but the glottal angle is changed from
−20 to 20 deg so as to cover the angle conditions described
in the literature �Scherer et al., 2001; Alipour and Scherer,
2004�.

Figure 3 shows computed results for each combination
of the glottal angles, −20, 0, 10, and 20 deg, and the Rey-
nolds numbers, 800, 1600, 2400, and 3200. The dotted lines
indicate the actual shape of the vocal fold, and the left side of
the figure corresponds to the tracheal side of the glottis and
right to the outlet. The effective channel configuration is ob-
tained by adding the displacement thickness of the boundary
layer to the actual shape of the glottis, and is drawn by solid
lines. The estimated point of flow separation is also shown
by circles. The figure shows that the displacement thickness
becomes slightly thinner when the Reynolds number in-

creases: the effective channel becomes closer to the actual
�nominal� one. Change in the separation point in terms of the
glottal angle is very clear: it is located near the glottal outlet
at angles of 0 and −20 deg, and shifts in the upstream direc-
tion at angles of 10 and 20 deg at which the glottis takes
divergent shapes. It is interesting to see that the influence of
the Reynolds number on flow separation location is most
apparent at an angle of 10 deg. When it is 20 deg, however,
the separation point seems to be the same for all four Rey-
nolds numbers. The separation point is more precisely exam-
ined as a function of the glottal angle later �see Figs. 5 and
6�.

Next, Fig. 4 shows estimation results of the core flow
velocity and displacement thickness as a function of distance
along the channel. The minimum height of the glottis is
0.08 cm, and the glottal angle is set to −20, 0, and 20 deg,
forming convergent, parallel, and divergent channels, respec-
tively. The effective velocity of the core flow is shown in the
upper part of the figure together with the actual shape of the
glottis. Here, the horizontal axis, the X axis, represents the
position along the glottal centerline, which is coincident with
the x axis of the one-dimensional flow model �Kaburagi,
2008�. The origin of the X axis is taken at the stagnation
point. The solid lines correspond to the results for the two-
dimensional model presented in this paper, and broken lines
to those for the one-dimensional one. In the lower part, four
types of information, velocity difference �VD�, displacement
thickness �DT�, thickness difference �TD�, and displacement
thickness relative to the channel height �RT�, are shown.
These values are calculated as VD�X�=v1�X�−v2�X�,
DT�X�=�1

2, TD�X�=�1
1�X�−�1

2�X�, and RT�X�=100
��1

2�X� /h�X�, where v1 and v2 are the effective core flow
velocities and �1

1 and �1
2 are the displacement thicknesses.

ψ=-20[deg] ψ=0[deg] ψ=10[deg] ψ=20[deg]

R=800

R=1600

R=2400

R=3200

4mm

FIG. 3. Results of flow analysis based on the two-dimensional interactive
boundary-layer problem. The plots are for four values of the glottal angle
��� and four values of the flow Reynolds number �R�. The minimum glottal
height �d� is 0.08 cm. The solid and broken lines represent the outlines of
the displacement thickness, obtained as the solution to the boundary-layer
problem, and the glottal shape, respectively. The circle on each vocal fold
indicates the estimated point of flow separation.

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 T. Kaburagi and Y. Tanabe: Low-dimensional glottal flow models 397



The superscript indicates the spatial dimension of the flow
model. For example, v1 is the velocity calculated using the
one-dimensional model. VD, DT, TD, and RT are plotted for
each Reynolds number 800, 1600, 2400, and 3200.

In the interactive boundary-layer problem, the core flow
velocity is determined by excluding the thickness of the
boundary layer from the actual shape of the channel. For the
two-dimensional model, it should be remembered that the
behavior of the core flow is assumed to be approximately
one-dimensional as explained in Sec. II C. Therefore, it is
important to compare the results of the one- and two-
dimensional models, and evaluate the validity of the assump-
tion made for the two-dimensional one. First, the figure
shows that the velocity patterns of both models agree well,
and the VD and TD are small, especially in the region of
about X�0.7. Therefore, the behavior of the core flow is
inherently one dimensional in that region, when the influence
of the boundary layer is taken into consideration. On the

other hand, a larger difference in VD is observed for 0�X
�0.7, the section between the stagnation point and the en-
trance of the constriction. The figure also shows that this
velocity difference is related to the increase of the absolute
value of the TD, which is typically negative. When the thick-
ness difference is negative, �1

1�X� is smaller than �1
2�X�, and

the effective channel in the two-dimensional model is nar-
rower than in its one-dimensional counterpart. This agrees
with the fact that the velocity difference is typically positive,
indicating that v1

1�X� is larger than v1
2�X�. The RT plots indi-

cate that the thickness of the boundary layer is negligible
compared with the channel height for 0�X�0.7, and the
influence of the boundary layer on core flow is also quite
small. Because the behavior of the core flow is mainly deter-
mined by the actual shape of the channel, we can conclude
that the velocity difference in that region is due to differ-
ences in the dimensionality of the flow field. In addition, the
velocity difference is small enough compared with the peak
value of the core flow velocity, implying that the velocity

FIG. 4. Comparison of the flow analysis results between the one- and two-dimensional models for three glottal angles ��� and four Reynolds number values
�R�. In the top part of the figure, the estimated velocity of the core flow is indicated for the two-dimensional model by solid lines and the one-dimensional
model by broken lines. In the lower part, each trace shows the difference of the velocity estimation between both models �VD�, displacement thickness �DT�,
difference of the displacement thickness estimation between both models �TD�, and the ratio of the displacement thickness to the height of the channel �RT�.
DT and RT are the results for the two-dimensional model.
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difference between both models does not result in prediction
error for the pressure distribution along the channel, which is
discussed below.

Finally, Figs. 5 and 6 show the estimation results of the
separation point as a function of the glottal angle. Because
the thickness of the vocal fold model and the position of the
glottal outlet vary according to the value of the angle param-
eter, the separation point is shown in the vertical axis of the
figure as the X axis position relative to the glottal outlet. In
Fig. 5, the minimum height is set to d=0.08 cm and the
Reynolds number is changed as R=800, 1600, 2400, and
3200. In Fig. 6, on the other hand, the Reynolds number is
fixed to 2400 and the height is changed to d=0.04, 0.08, and
0.12 cm. The solid lines indicate the results for the two-
dimensional and the broken lines are for the one-dimensional
model. When the glottal angle increases from −20 to 0 deg,
these figures show that the separation point shifts in the up-
stream direction very slightly. When the glottal angle in-
creases further, the separation point moves to the entrance of
the glottis very abruptly as a function of angle. The starting
angle of this sharp shift depends on the Reynolds number
and the glottal height; it takes place at a smaller angle when
the Reynolds number is higher or the glottal height is
smaller. The estimation results of both models in general
agree well. Only a slight discrepancy is observed in each
experimental condition in the vicinity of the starting angle of
the sharp shift.

For comparison, the separation point is also estimated
using the information of the glottal area �Lous et al., 1998�
and the results are plotted as thin solid lines. In addition, the
point corresponding to the minimum glottal area is shown by

thin broken lines because it was used to determine the sepa-
ration point in Story and Titze �1995�. The condition h2

=sh1 in the literature is replaced in this study by a condition
for the glottal angle, �L=tan−1 d /2, where h1 and h2 are the
channel heights for each mass and s is the separation con-
stant used by Lous et al. �1998�. When the glottal angle is
greater than �L, the separation point is determined so that the
glottal area at that point is s times the minimum area. Esti-
mation is not performed for angles below �L because the
shape of the vocal fold models is different for the outlet
region where the separation takes place. It is clear that there
is a significant difference between the estimation results for
the above area-based methods and those for the interactive
boundary-layer methods. When the glottal angle is smaller
than zero, the minimum of the glottal area locates at the
downstream end of the line segment of the vocal fold model.
The results indicate that the flow separation takes place fur-
ther downstream of the minimum area point, and it is posi-
tioned on the curved section of the model as can be seen in
Fig. 3. Note that the above definition of �L is derived by
considering that the value for the separation constant is 1.2,
the vocal fold thickness, x2−x1 in the literature, is 0.2 cm,
and the minimum glottal height, d, agrees with h1 for a di-
vergent channel.

C. Quantitative evaluation of prediction accuracy

Quantitative evaluation is important to determine the va-
lidity of the flow model. The predicted results are, therefore,
compared with the data obtained by the flow measurement
experiments �Scherer et al., 2001, 2002� in terms of the vol-
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FIG. 5. The estimated point of flow separation as a function of the glottal
angle. Results of the one- and two-dimensional models are, respectively,
indicated by broken and solid lines. The glottal height �d� is set to 0.08 cm,
and the flow Reynolds number �R� is changed. Thin lines represent the
estimated separation point based on the area-based rule �Lous et al., 1998�
�solid� and the point of the minimum glottal area �broken�.
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FIG. 6. The estimated point of flow separation as a function of the glottal
angle. Results of the one- and two-dimensional models are, respectively,
indicated by broken and solid lines. The flow Reynolds number is set to
2400, and the value of the height parameter �d� is changed. Thin lines
represent the estimated separation point based on the area-based rule �Lous
et al., 1998� �solid� and the point of the minimum glottal area �broken�.
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ume flow rate and the pressure distribution, where the trans-
glottal pressure is specified as the aerodynamic condition. In
these measurements, the vocal fold was fabricated using
Plexiglas, and the intraglottal pressure profiles measured
with a pressure transducer at 16 points on the wall of the
channel under steady-state conditions. The volume flow rate
was adjusted so that the desired transglottal pressure, the
pressure difference between the tracheal pressure tap and the
pressure tap furthest downstream, was obtained.

Figure 7 shows the results for the two-dimensional glot-
tal flow model for glottal angles of zero deg and the height of
0.04 cm set in line with the conditions of the measurement
experiments. The values for the transglottal pressure �TGP�
are 3, 5, 10, and 15 cm H2O. The profiles of the pressure and
the core flow velocity are shown by thick and thin solid
lines, respectively. Measurement results for the pressure dis-
tribution �Scherer et al., 2002� are connected by segments of
broken lines. Relative pressure, namely, the pressure drop
from the trachea is plotted. This reference point was taken at
the stagnation point in the flow model. The numerical values
in the figure show estimated values of the volume flow rate
and the Reynolds number. Figure 8 shows results of a diver-
gent glottal channel with an angle of 10 deg �Scherer et al.,

2001�.2 These figures reveal that the pressure profiles of the
model agree well with the measured data. From the numeri-
cal results, we also found that the difference between one-
and two-dimensional models appears small, but we examine
this point more precisely below. Note that we assumed here
that the pressure and effective velocity at the separation point
are maintained until the glottal outlet.

The accuracy of the volume flow rate estimation is sum-
marized in Fig. 9, which compares predicted and measured
values �Scherer et al., 2001, 2002� for each glottal angle and
transglottal pressure. Both models tend toward underestima-
tion when � is zero and toward overestimation when it is
10 deg, but in general, the estimation results are fine. For
example, when the transglottal pressure is 15 cm H2O, the
absolute difference is about 10 cm3 /s for �=0 and 11 cm3 /s
for �=10. As shown in Table I, these errors are less than 5%
of the measured value. The results show that the relative
error is less than 5% for �=0, and it is about 5 to 10% for
�=10.

Next, Fig. 10 shows the estimation error for pressure.
Black squares correspond to the mean errors in the two-
dimensional model, and gray squares to those in the one-
dimensional model. The maximum error in each model is

FIG. 7. Comparison of flow analysis results with flow measurements �Scherer et al., 2002� for the two-dimensional model. The glottal angle is set to zero deg.
TPG is the experimental value for transglottal pressure. Thick lines are the predicted �solid� and measured �broken� values of the pressure. The thin line
indicates the estimated core flow velocity. Numerical values show the estimated volume flow rate �Ug� and the corresponding Reynolds number �R�.
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indicated by a blank square. The mean error is calculated as
�k=1

N �P�Xk�− Pk� /N, where Xk is the sampling point for each
error calculation and Pk is the corresponding pressure in the
references �Scherer et al., 2001, 2002�. P�X� is the predicted
pressure drop from the stagnation point. The number of
samples N is 14, because the reference value of the pressure
tap furthest downstream is excluded. The maximum error is

obtained as the maximum of the absolute errors �P�Xk�− Pk�
for k=1,2 , . . . ,N. Note that the X axis defined in this study
does not agree with the axis used in the above references.
The figure shows that the error is, in general, small when
compared to the value of the transglottal pressure, and the
differences between the one- and two-dimensional models
are negligible. In Table II, the numerical results are summa-
rized as the relative error, indicating that the mean error is
about 2 to 4% and the maximum error is about 5 to 7% of the
transglottal pressure.

Finally, numerical analysis was performed to examine
the accuracy of the model under a small Reynolds number

FIG. 8. Comparison of flow analysis results with flow measurements �Scherer et al., 2001� for the two-dimensional model. The glottal angle is set to 10 deg.
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FIG. 9. Comparison of flow analysis results with flow measurements
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TABLE I. Flow rate estimation error normalized by the measured value for
each condition of the glottal angle ��� and transglottal pressure �TGP�. 2D
indicates the flow model presented in this study, and 1D is the one-
dimensional one �Kaburagi, 2008�.

TGP �cm H2O�

�=0 �deg� �=10 �deg�

2D �%� 1D �%� 2D �%� 1D �%�

3 −1.8 −1.9 9.7 9.6
5 −0.3 −0.3 9.4 9.4

10 −3.2 −3.4 6.1 6.1
15 −4.5 −4.6 4.9 4.8
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condition. Following Deverge et al. �2003�, each vocal fold
was represented as a semicircle with the radius of r=1 cm,
and its length was set to Lg=3 cm. The transglottal pressure
was fixed to TGP=1 kPa in line with the steady flow mea-
surement reported in the literature. The minimum distance
between the semicircles d was the parameter to control the
flow Reynolds number. The channel height for the sub- and
supraglottal tubes was then determined as 2r+d. The values
of the two types of the Reynolds number R�=Ug / ��Lg�� and
Rd /2r and the value of normalized pressure difference �pg

− pd� /TGP were calculated in terms of the minimum channel
height, where pg and pd are the pressure values at the throat
of the channel and at the glottal exit. Note that d, R, Rd /2r,
and �pg− pd� /TGP, respectively, correspond to hg, Reh,
Rehhg /L, and �pg− pd� / �pu− pd� in the literature �Deverge
et al., 2003�. In addition, the pressure distribution was cal-
culated by considering the Bernoulli pressure and the effect
of the viscous friction loss �Pelorson et al., 1994�. The re-
sults shown in Table III reveal that the normalized pressure
difference agrees well with the measurement data for the
rounded vocal fold model �Deverge et al., 2003, Fig. 4�,
when the Reynolds number Rd /2r is greater than 4.5. When
it is smaller than 1.0, it is difficult to make a comparison
between the calculation and measurement results, but at the
extreme of Rd /2r→0, our model seems to underestimate the
normalized pressure difference.

IV. SUMMARY AND CONCLUSIONS

One-dimensional models of glottal flow employing a
separation-reattachment framework �Ishizaka and Flanagan,
1972; Broad, 1979� have made great progress toward under-
standing the mechanism of voice production, although they
rely on a strong assumption that the flow always separates at
the outlet of the glottis. The idea of a movable separation
point was incorporated �Pelorson et al., 1994; Lous et al.,
1998� based on the boundary-layer assumption resulting in a
further improvement of the model. This paper sets out to
extend these previous works.

First of all, the interaction of the core flow and the
boundary layer �Kalse et al., 2003; Lagrée et al., 2007;
Kaburagi, 2008� is considered in addition to the boundary-
layer approximation �Schlichting and Gersten, 1999�.
Through the interactive framework, specific quantities of the
glottal flow such as the core flow velocity, pressure profile,
thickness and the wall shear stress of the boundary layer, and
the flow separation point are effectively analyzed. Second, an
effective expression of the two-dimensional model is derived
by adopting complex variable analysis and conformal map-
ping techniques in line with the interactive boundary-layer
problem framework. Third, several numerical procedures are
shown to solve the interactive boundary-layer problem in
which the volume flow rate, Reynolds number, or transglottal
pressure is specified as the aerodynamic condition.

To demonstrate the effectiveness of the proposed model,
numerical computations were conducted for various combi-
nations of channel configuration and the aerodynamic condi-
tions. We then found that the predicted results are quite simi-
lar to those for the one-dimensional interactive flow model
�Kaburagi, 2008�. A slight disagreement is observed in the
spatial pattern of the core flow velocity just downstream of
the stagnation point. This may cause an error in the
boundary-layer analysis, since the core flow velocity pro-
vides the boundary condition for this problem. However, it is
also found that this velocity error is less than a few percent
of the peak value of the core flow velocity at the constricted
portion of the glottis, and does not affect the flow analysis
results to a great extent. For example, when the volume flow
rate and the pressure profile are estimated from the specified
transglottal pressure, the predicted results of both models
agree very well.

When compared with the two-dimensional model, the
one-dimensional model is beneficial in that the mathematical

TABLE II. Pressure estimation error normalized by the transglottal pressure for each condition of the glottal
angle ��� and transglottal pressure �TGP�.

TGP �cm H2O�

�=0 �deg� �=10 �deg�

2D �%� 1D �%� 2D �%� 1D �%�

Mean Maximum Mean Maximum Mean Maximum Mean Maximum

3 4.3 7.6 4.3 7.6 3.3 7.3 3.3 7.3
5 3.6 7.2 3.8 7.4 2.6 5.6 2.4 5.6

10 4.1 7.4 4.2 7.6 3.5 6.7 3.4 6.7
15 3.4 6.2 3.6 6.4 2.6 5.4 2.6 5.5
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FIG. 10. Comparison of flow analysis results with flow measurements
�Scherer et al., 2001, 2002� in terms of the pressure profile in the glottis. �
is the glottal angle.
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formulation is very much simpler and requires less compu-
tation: the computational speed of the one-dimensional
model is more than 10 times faster than that of the two-
dimensional model when solving the interactive boundary-
layer problem. In addition, the momentum preservation law
is applicable according to the separation-reattachment frame-
work �Ishizaka and Flanagan, 1972; Broad, 1979� to relate
the flow regions up- and downstream of the separation point.
Although flow separation releases vortices into the channel,
we can avoid direct analysis of the wake, which behaves as
turbulent flow. On this basis, we conclude that the one-
dimensional flow model is more useful and computationally
effective in analysis of glottal flow for simulating the voice
production process. On the other hand, the two-dimensional
model is suited to more accurate visualization of the velocity
field of the core flow and boundary layer.

Our second finding from the numerical investigations is
the accuracy of our flow model: the predicted results agree
well with the data obtained by flow measurement experi-
ments performed by �Scherer et al. 2001, 2002� in terms of
the volume flow rate and pressure distribution along the
channel. When the transglottal pressure varied from
3 to 15 cm H2O, the estimation error of the volume flow rate
was less than 5% for the uniform channel with a channel
height of 0.04 cm. For a divergent channel with a glottal
angle of 10 deg, the error was less than 10%. In relation to
the pressure profile, an obvious difference was not found
between the uniform and divergent channels, and the mean
and maximum errors were 2 to 4% and 5 to 7% of the trans-
glottal pressure, respectively.

Further study is needed to combine a mechanical model
of the vocal fold with the proposed flow model and perform
dynamic simulations. To solve the interactive boundary-layer
problem and obtain an effective solution, the vocal fold
should be smoothly shaped so that the boundary condition,
i.e., the core flow velocity along the outer edge of the bound-
ary layer, becomes continuous. In addition, if the incom-
pressible nature of the vocal fold is taken into consideration,
the vocal fold should be represented as a continuum �Berry
and Titze, 1996; Gunter, 2003� and its motion adequately
governed by an equation of motion for an elastic body. At
this point, it is noteworthy that our flow model is capable of
predicting wall shear stress together with the pressure to in-
vestigate its effects on the movement of the vocal folds. If

the two-dimensional flow model is combined with a discrete
vortex method, it is capable of representing the dynamic mo-
tion of vortices downstream from the separation point, indi-
cating that our model has the potential to analyze flow be-
havior in the process of free jet formation.
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This paper reports the development of a quantitative target approximation �qTA� model for
generating F0 contours of speech. The qTA model simulates the production of tone and intonation
as a process of syllable-synchronized sequential target approximation �Xu, Y. �2005�. “Speech
melody as articulatorily implemented communicative functions,” Speech Commun. 46, 220–251�.
It adopts a set of biomechanical and linguistic assumptions about the mechanisms of speech
production. The communicative functions directly modeled are lexical tone in Mandarin and lexical
stress in English and focus in both languages. The qTA model is evaluated by extracting
function-specific model parameters from natural speech via supervised learning �automatic analysis
by synthesis� and comparing the F0 contours generated with the extracted parameters to those of
natural utterances through numerical evaluation and perceptual testing. The F0 contours generated
by the qTA model with the learned parameters were very close to the natural contours in terms of
root mean square error, rate of human identification of tone, and focus and judgment of naturalness
by human listeners. The results demonstrate that the qTA model is both an effective tool for research
on tone and intonation and a potentially effective system for automatic synthesis of tone and
intonation. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3037222�
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I. INTRODUCTION

Quantitative modeling is one of the most rigorous means
of testing our understanding of a natural phenomenon. This
is particularly true if the model is built directly on assump-
tions that closely reflect the contested view about the mecha-
nisms underlying the phenomenon. Modeling can also help
to improve our knowledge by forcing us to make our theo-
retical postulations as explicit as possible. Thus for improv-
ing our understanding of human speech, quantitative model-
ing is also indispensable. In the present paper we report the
results of an attempt to simulate tone, stress, and focus in
Mandarin and English with a quantitative model that gener-
ates surface F0 contours through the process of target ap-
proximation �TA� �Xu and Wang, 2001�. Our goal is not only
to develop a robust quantitative model applicable in speech
technology but also to test our understanding of tone and
intonation accumulated in recent years �Xu and Wang, 2001;
Xu, 2005�.

There have been many attempts over the past decades to
build a robust model capable of simulating various prosodic

phenomena through F0 modeling �Bailly and Holm, 2005;
Fujisaki, 1983; Fujisaki et al., 2005; Hirst and Espesser,
1993; Kochanski and Shih, 2003; Ni et al., 2006; Pierrehum-
bert, 1981; Taylor, 2000; van Santen and Möbius, 2000�.
These approaches can be divided into two general categories,
namely, those that model F0 contours directly and those that
attempt to simulate the underlying mechanisms of F0 produc-
tion. Models belonging to the first category are derived
mainly based on the shape of the F0 contours, with minimal
consideration about the articulatory process of F0 production.
These include the quadratic spline model �Hirst and Espes-
ser, 1993�, the Pierrehumbert model �Pierrehumbert, 1981�,
the tilt model �Taylor, 2000�, the linear alignment model �van
Santen and Möbius, 2000�, the superposition of functional
contours �SFC� model �Bailly and Holm, 2005�, and the tone
transformation model �Ni et al., 2006�. The quadratic spline
model interpolates peaks and valleys of F0 contours with a
quadratic spline function while the Pierrehumbert model in-
terpolates F0 between adjacent peaks and valleys using a
linear or sagging function. The tilt model generates F0 from
the tilt parameters which describe the shapes of F0 in each
intonational event, e.g., pitch accent and boundary tone. The
F0 contour of an utterance is represented by a series of these
intonational events. The linear alignment model uses curve
classes as templates, warping and then combining these
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curve classes superpositionally to generate F0 contours. The
SFC model simulates intonation by superpositionally com-
bining multiple elementary contours that are functionally de-
fined. The tone transformation model generates F0 by speci-
fying tone-related turning points and connecting them with a
truncated second-order response function, and then imposing
a global function onto the local tonal shapes. Although mod-
els in this category can represent F0 contours at a certain
level of accuracy, they do not separate surface patterns that
carry intended information from those that are due to articu-
latory mechanisms. As a result, they have to either ignore
most of the microvariations due to articulation, as done in
various stylization strategies �d’Alessandro and Mertens,
1995; ’t Hart et al., 1990�, or simulate all surface F0 patterns
directly as just described.

Models belonging to the second category are based on
assumptions about the process of F0 production. Examples in
this category are the soft-template model �Kochanski and
Shih, 2003; Kochanski et al., 2003� and the command-
response �CR� model �Fujisaki, 1983; Fujisaki et al., 2005�.
The soft-template markup language �Stem-ML�, based on a
soft-template model, describes F0 contours as resulting from
realizing underlying tonal templates with different amounts
of muscle forces under the physical constraint of smoothness
�Kochanski et al., 2003�. The smoothness constraint guaran-
tees continuous connections between adjacent templates, and
the varying muscle force determines the degree to which the
shape of each template is preserved in the surface F0 under
the influence of neighboring tones that are either adjacent or
far away, and either preceding or following the targeted tem-
plate. Stem-ML uses the optimization modeling approach for
F0 realization which requires sophisticated and complex er-
ror minimization. Even though the assumptions of Stem-ML
are motivated by physical mechanisms, it requires complex
mathematical translation from articulatory constraints into
effort and error constraints of optimization modeling. The
CR model �Fujisaki, 1983; Fujisaki et al., 2005� offers, in
our view, the most plausible physiological and physical
simulations of the tension control mechanisms of the vocal
folds compared to other models, and thus formulates the
closest approximation of natural F0 contours to date �Fujisaki
et al., 2005; Gu et al., 2007�, although certain aspects of it
are still not satisfactory. The model represents surface F0 as
the logarithmic sum of phrase components and accent or tone
components. The phrase components, which are assumed to
be produced by the contraction of the pars obliqua of the
cricothyroid �CT� muscle, represent the global contours of
the utterance and are generated by a sequence of impulse
response functions. The accent components, which are as-
sumed to be produced by the contraction of the pars recta of
the CT muscle, represent the local contours of the utterance
and are generated by a sequence of step response functions.
The CR model is thus based on the assumption that indi-
vidual muscles are controlled separately. This assumption,
however, is inconsistent with the finding that muscles are
controlled as functional groups rather than individually
�Bernstein, 1967; Gribble and Scott, 2002; Gribble et al.,
2003; Kelso, 1982; Zemlin, 1988�. It also leads to ineffi-
ciency in model representations. For instance, to synthesize

F0 for each syllable, up to ten parameters are required. Al-
though it is possible for the model to generate high quality
resynthesis �Fujisaki et al., 2005�, implementing the commu-
nicative functions by summarizing these parameters together
would be very complex.

The inadequacies of the existing models have motivated
the proposal of the TA model �Xu and Wang, 2001�. The
model, as illustrated in Fig. 1, is based on the analysis of
continuous acoustic data of Mandarin tone and intonation
�Xu, 1997, 1998, 1999, 2001�. The TA model assumes that
observed F0 contours are the outcome of implementing pitch
targets which are linear functions that are either static �e.g.,
�low�� or dynamic �e.g., �rise��, as depicted by the dashed
lines in Fig. 1. �Theoretically there may exist curvilinear
targets in addition to linear ones, as explained in Xu �2005�.
But for the current implementation, there is no strong justi-
fication for including nonlinear targets.� The implementation
of the pitch targets is synchronized with the syllable, i.e.,
starting at the onset of the syllable and ending at the offset of
the syllable, based on evidence from acoustic data �Xu,
1998, 1999, 2001�. In most cases, a tone is assumed to have
only one pitch target �Xu and Wang, 2001�. During each TA,
the state of articulation depends not only on the discrepancy
between the current state and the target but also on the final
velocity and acceleration of the preceding syllable. In Fig. 1,
for example, at the beginning of the second syllable, while
the implementation of the �low� target has already started, F0

is still rising due to the initial velocity and acceleration re-
sulting from implementing the �rise� target in the first syl-
lable. The influence of the preceding target, also known as
carryover effect, would gradually decrease over time. Thus
the state of articulation, as defined by F0 height, velocity, and
acceleration, is transferred from one syllable to the next at
the syllable boundary. Such transfer of articulatory state is
assumed to explain not only the well-known carryover as-
similatory effects �Gandour et al., 1994; Xu, 1997� but also
the phenomenon of F0 peak delay in both tone and nontone
languages �Arvaniti and Ladd, 1995; Arvaniti et al., 1998; de
Jong, 1994; Ladd, 1983; Pierrehumbert and Steele, 1990;
Prieto et al., 1995; Silverman and Pierrehumbert, 1990; Xu,
2001�.

However, the TA model alone can only describe the low-
level articulatory process. A more complete framework is
needed to link the articulatory mechanisms to the higher-
level processes in speech. Xu �2005� proposed that TA is not
limited to the realization of lexical tones but also serves as a

FIG. 1. Illustration of the theoretical TA model proposed in Xu and Wang
�2001�. In each syllable, demarcated by the vertical lines, surface F0 �solid
curve� asymptotically approaches the underlying pitch target �dashed line�.
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base mechanism for encoding other pitch related communi-
cative meanings. That is, functions other than lexical tone
also have to be encoded through the TA process, i.e., by
manipulating the parameters of the process, namely, pitch
range �which determines the pitch span of the targets�, articu-
latory strength �which determines the speed of TA�, and syl-
lable duration �which assigns the amount of time for the
approximation of each target�. This is summarized as the
parallel encoding and target approximation �PENTA� model,
as illustrated in Fig. 2.

As can be seen in Fig. 2, the PENTA model assumes that
speech prosody has to convey multiple communicative func-
tions in parallel through individual encoding schemes.
Though being abstract, these encoding schemes are always
linked to specific functions. Thus it is through the TA process
that a continuous link is maintained between multiple com-
municative functions and surface F0 contours. Following this
assumption, effective modeling of speech prosody can be
achieved only if the encoding schemes of specific communi-
cative functions are simulated. Although functional views of
speech prosody are by no means new �e.g., Bailly and Holm,
2005; Bolinger, 1989; Hirschberg, 2002; Hirst, 2005; Kohler,
2005; Pierrehumbert and Hirschberg, 1990�, PENTA, based
on an articulatory-functional view, offers the implementa-
tional framework consisting of explicit mechanisms that di-
rectly link multiple communicative functions to the articula-
tory process of F0 contour generation.

Both TA and PENTA, however, are conceptual models
and thus need to be tested quantitatively. There have been
previous attempts to quantify these models, including, in par-
ticular, Xu et al. �1999�, but none of the earlier attempts has
been fully satisfactory, as they are not able to simulate all the
main mechanisms of target approximation revealed by previ-
ous acoustic analyses �Chen and Xu, 2006; Xu, 1997, 1998,
1999, 2001; Xu and Sun, 2002�. In this paper we present the
quantitative target approximation �qTA� model, which is the
outcome of quantifying both TA and PENTA. We will first
outline in Sec. II the basic assumptions about the articulatory
mechanisms of F0 production and how they are implemented
in qTA. In Sec. III, we will explain how tone, lexical stress,
and focus can be modeled based on our assumptions about
the functional nature of pitch production in speech. Finally,

we will report in Sec. IV the results of a series of experi-
ments testing qTA through quantitative as well as perceptual
evaluations.

II. MODELING BIOPHYSICAL MECHANISMS OF F0
PRODUCTION

A. Background assumptions

In the following we present the background assumptions
based on which the qTA model is developed. Although these
assumptions are derived from recent research as just dis-
cussed, they are by no means treated as truth, but stated here
so as to be explicit rather than hidden. Their validity will
then be tested in the modeling experiments to be discussed
subsequently. Some of the assumptions may seem to be too
restrictive. But they help to reduce the degrees of freedom of
the model, which is always desirable, other things being
equal.

1. Vocal fold tension control as a third-order critically
damped linear system

During phonation, the frequency of the vocal fold oscil-
lation depends on the effective stiffness of the vocal folds
which is directly proportional to vocal fold tension �Fujisaki,
2003; Titze, 1989� and also, though somewhat less directly,
to subglottal pressure �Monsen et al., 1978; Ohala, 1978;
Titze, 1989�. As suggested by the body-cover concept
�Hirano, 1974�, effective stiffness is related to the activation
of the CT and the thyroarytenoid muscles, which are antago-
nistic to each other. The differential muscular control of the
vocal folds generates two major muscle actions: increasing
or decreasing their surface tension, which in turn raises or
lowers F0. Thus F0 raising is done not only by the contrac-
tion of the CT muscle but also by the simultaneous antago-
nistic contraction of the thyroarytenoid muscle. Likewise, F0

lowering is done not only by the reduction in CT contraction
but also by a simultaneous thyroarytenoid contraction, which
shortens the vocal folds. It is also known that the production
of very low F0 involves the extrinsic laryngeal muscles such
as the sternohyoids, sternothyroids, and omohyoids �Erick-
son, 1976; Erickson et al., 1995; Hallé, 1994�. Thus the F0

raising and lowering actions would be further aided by the
contraction of these extrinsic laryngeal muscles in the lower
pitch range of a speaker. A biomechanical system of the ten-
sion force controlled by antagonistic muscles that transfer
energy back and forth within the system can be represented
by an Nth-order linear system �Palm, 1999�, where N is the
number of the energy-storage elements. The qTA model is
thus configured as an Nth-order linear system. Physiologi-
cally, as discussed earlier, there are at least two major an-
tagonistic muscle forces controlling the vocal fold tension
and various minor influences from the extrinsic laryngeal
muscles and the subglottal pressure. Thus the model should
be at least second order. This aspect of qTA is, to a large
extent, similar to the CR model for F0 control �Fujisaki,
1983; Fujisaki et al., 2005� and the task dynamic �TD� model
for the control of the segmental aspect of speech �Saltzman
and Kelso, 1987; Saltzman and Munhall, 1989�. Neverthe-

FIG. 2. A sketch of the PENTA model adapted from Xu �2005� with minor
modifications. The stacked boxes on the far left represent individual com-
municative functions, which constitute the primary inputs to the model.
They are parallel to each other with no hierarchical organizations, since the
meanings they represent are independent of each other. The communicative
functions are manifested through distinctive encoding schemes �second
stack of boxes from left�, which are either universal or language specific.
The encoding schemes then specify the values of the TA parameters �middle
block�: pitch target, pitch range, strength, and duration, which are the con-
trol parameters of the TA model �Fig. 1� that simulates the articulatory
process as syllable-synchronized sequential TA.
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less, qTA is different from CR and TD in a number of non-
trivial ways, which will be highlighted as our description of
qTA proceeds.

Nth-order linear systems can have many possible damp-
ing behaviors. For instance, a second-order linear system can
respond to externally imposed forces with three possible
damping behaviors: underdamped, overdamped, and criti-
cally damped. Of these, critical damping can be viewed as
the borderline condition between underdamping and over-
damping. The responses of an underdamped second-order
system have a shorter rise time compared to those of an
overdamped system, but they also manifest oscillation. In
contrast, the responses of an overdamped system have a
longer rise time with no oscillation. In speech, F0 move-
ments seem to be goal oriented once the underlying func-
tional components �e.g., tone, stress, or focus� are taken into
consideration �Chen and Xu, 2006; Gandour et al., 1994;
Wong, 2006; Xu, 1997, 1999�. In Mandarin, for example, an
F0 drop after the high tone is not for the sake of returning to
a baseline or a neutral pitch register but to approach the
lower pitch onset of another tone �e.g., low, rising, or the
neutral tone�. Similar evidence has also been found in Eng-
lish �Xu and Xu, 2005�. This suggests that the control
mechanism of F0 regulation for speech is nonoscillatory,
which means that the system is more likely to be over-
damped than underdamped. An overdamped system has pre-
viously been suggested for supralaryngeal articulation
�Fujisaki, 1974; Lindblom, 1983�. Thus the candidate damp-
ing behaviors of the F0 production model can be either over-
damped or critically damped, although the natural process is
more likely to be overdamped.

Although an overdamped linear system with an order
equaling to the number of factors that antagonistically con-

trol the vocal fold tension would be a desirable choice, it is
not mathematically efficient because of its complexity.
Rather, a simpler model that can still generate F0 contours
with sufficient accuracy would be preferred. To determine
the suitable order and damping behavior, a pilot test was
conducted by resynthesizing the F0 contours in a Mandarin
corpus �Xu, 1999� and measuring the root mean square error
�RMSE� and Pearson’s correlation coefficient �henceforth,
correlation� between the synthesized and original F0. The
detail of the corpus will be later discussed in detail in Sec.
IV A while the parameter extraction method will be ex-
plained in Sec. II C. For each syllable, the model parameters,
including pitch target and approximation rate, were estimated
and then used to synthesize the F0 contour. Afterward, the
RMSE and correlation were calculated. The mean and con-
fidence interval of RMSE and correlation were then derived
from the mean of RMSE and correlation of each speaker. As
shown in Fig. 3, although RMSE of the critically damped
system is slightly lower than that of the overdamped system,
their differences are not significant �F�1,31�=0.35, p
=0.556, with damping condition and system order as inde-
pendent factors� while the order significantly affects the error
�F�3,31�=2.80, p=0.047�. In contrast, for the correlation be-
tween the synthesized and original F0, the critically damped
system is significantly better than the overdamped system
�F�1,31�=132.92, p�0.001� while the effect of system or-
der is still significant �F�3,31�=2.90, p=0.042�. Moreover,
for a general Nth-order linear system, the critically damped
system has only one time-constant parameter while an over-
damped system has N time-constant parameters �see Table I
which will be explained next�. Mathematically, a critically
damped system is therefore simpler and possibly more accu-

FIG. 3. Average RMSE �left� and correlation �right� of resynthesis results comparing between damping conditions and model order. White bars indicate results
from the overdamped system and dark bars indicate results from the critically damped system. Vertical lines show standard errors of the mean.

TABLE I. Average rates of TA ��, as will be explained in Sec. II B 2� and their 95% confidence intervals as
functions of damping condition and model order. The number of � values depends on the model order in an
overdamped system while there is only one � value in a critically damped system regardless of order.

Order Overdamped �s−1�
Critically damped

�s−1�

1 32.7�4.3 20.5�2.6
2 33.6�1.3 52.3�1.2 30.0�2.5
3 37.9�1.0 55.5�1.3 68.3�1.8 44.6�2.9
4 35.4�1.1 54.9�0.9 69.1�1.6 71.3�1.5 49.4�1.9
5 36.1�1.5 59.2�1.2 66.4�1.5 68.6�1.9 75.2�1.2 50.9�3.2
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rate than an overdamped system. Also, as seen in Fig. 3,
while the system performance is improved from second to
third order in terms of both RMSE and correlation, there is
little improvement from third to fourth order. Using an ex-
ponential regression to determine the lowest order at which
RMSE is reduced to be within 5% from the steady state
� �3� time constant�= �3�0.8�=3, where �x� is a ceiling
function�, we found that it is sufficient to simulate F0 pro-
duction with a third-order critically damped linear system.
Table I shows the average rates of TA of both overdamped
and critically damped systems with different system orders.
The values in the table indicate how fast F0 approaches the
desired pitch target in terms of both slope and height when
the accuracy of estimation was optimal for each system or-
der. Last but not the least, an added advantage of a third-
order system over a second-order one is that it guarantees
smoothness across syllable boundaries in terms of not only
F0 level and velocity but also acceleration, which better
simulates the cross-boundary state transfer assumed in the
TA model.

2. Sequentiality and syllable synchronization

In the TA model, it is assumed that the most local com-
ponents of tone and intonation are strictly sequential in ar-
ticulation and are fully synchronized with the syllable �Xu
and Wang, 2001�. This assumption is based on evidence from
empirical research that the F0 movement toward an underly-
ing target starts from syllable onset rather than from voice
onset even in syllables with a voiceless initial consonant �Xu
and Xu, 2003 for Mandarin; Xu and Wallace, 2004 for Eng-
lish; Wong and Xu, 2007 for Cantonese� and that the target
approaching movement ends at syllable offset rather than at
vowel offset when the syllable has a coda consonant �Xu,
1998, 2001 for Mandarin; Wong and Xu, 2007 for Can-
tonese�. There has also been evidence that syllable-based F0

modeling is not only feasible �Black and Hunt, 1996; Ross
and Ostendorf, 1999� but also superior to accent-based mod-
eling that ignore syllable boundaries �Sun, 2002�. Further-
more, although most existing F0 models do not hold this
assumption �e.g., Fujisaki et al., 2005; Kochanski and Shih,
2003; Taylor, 2002; van Santen and Möbius, 2000; but see
Fujimura, 2000 for a syllable-based gestural-organization
model�, at least two modeling efforts have generated evi-
dence for synchronization of the syllable with tonal units
�Kochanski et al., 2003� or tonal commands �Gu et al.,
2007�. It is worth reiterating here that what is sequential and
syllable synchronized is the underlying target, namely, the
equivalent of the dashed lines in Fig. 1, rather than any sur-
face F0 event such as turning point, which is apparently de-
layed beyond syllable 1 in Fig. 1. This is a critical point
where our assumption differs from the conclusions of many
other studies that suggest variable alignment based on sur-
face F0 events such as peaks, valleys, and elbows �e.g., Ar-
vaniti et al., 1998; Atterer and Ladd, 2004; Chen et al., 2004;
Kohler, 2005�.

From the perspective of modeling, sequentiality and syl-
lable synchronization robustly reduce the degrees of freedom
for the control of the TA process. That is, the implementation
of a tone always starts from the onset of the syllable and ends

at the offset of the syllable, as shown in Fig. 1. Nevertheless,
the state of articulation, as specified by pitch level, velocity,
and acceleration, is transferred from one syllable to the next
at the syllable boundary. This differs from the CR model
which assumes only the transfer of displacement across the
executions of adjacent commands. There is no transfer of
velocity or acceleration as far as we can see from the pub-
lished descriptions of the model �Fujisaki, 1983, 2003;
Fujisaki et al., 2005�.

Another important aspect of sequentiality is the assump-
tion that all movements unidirectionally approach one target
or another, with no return phases to a baseline or a neutral
position. Such return phases are either obligatory or optional
in other models based on a damped linear system �e.g.,
Fujisaki et al., 2005; Saltzman and Munhall, 1989�.

B. Modeling

1. Pitch target

In qTA, a pitch target is defined as the underlying goal
of the local tonal or intonational component. It is a forcing
function, representing the joint force of the laryngeal
muscles that controls vocal fold tension. Based on the obser-
vation of the surface F0 contours in continuous speech �Xu,
1997, 1999� and the theoretical conceptualization of the TA
model �Xu and Wang, 2001�, a pitch target can be repre-
sented by a simple linear equation

x�t� = mt + b , �1�

where m and b denote the slope and height of the pitch
target, respectively. Since the implementation of the pitch
target is local to the host syllable, the time, t, is relative to
the onset of the syllable.

There are two types of targets: static, e.g., �high�, and
dynamic, e.g., �rise�. In a static target, the slope m equals
zero, while in a dynamic target m is either positive or nega-
tive. The empirical studies of Mandarin tones �Xu, 1997,
1999, 2001; Xu and Wang, 2001; Chen and Xu, 2006� sug-
gest that high �H�, low �L�, and neutral �N� tones can be
represented by static targets: �high�, �low�, and �mid�, while
rising �R� and falling �F� tones can be represented by dy-
namic targets: �rise� and �fall�. As demonstrated in Xu and
Wang �2001�, the slopes of the dynamic targets are essential
to the dynamic tones like R and F because their F0 variability
at different speech rates cannot be adequately simulated by
sequences of static targets such as �low+high� for �rise� or
�high+low� for �fall�. Moreover, recent studies of English
intonation suggest that an unstressed syllable may be repre-
sented by a static target �mid�, while a stressed syllable may
have either a static or dynamic target depending on a number
of lexical and postlexical factors �Xu and Xu, 2005�.

2. F0 realization

The control of vocal fold tension in qTA is implemented
through a third-order critically damped linear system. Gen-
erally, the response of the linear system consists of two parts:
forced response and natural response. The forced response is
the output of the system when it reaches the desired state, as
is assumed in the TA model. The natural response is the

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Prom-on et al.: Modeling tone and intonation as target approximation 409



transient in the transition from the current articulatory state
to the desired state represented by the pitch target. This tran-
sient effect diminishes over time. For a third-order critically
damped system, the total response is in the form of

f0�t� = x�t� + �c1 + c2t + c3t2�e−�t, �2�

where the first term, x�t�, is the forced response which is the
pitch target itself and the second term, the polynomial and
the exponential, is the natural response. f0�t� is the complete
form of the fundamental frequency in hertz. The model thus
has three parameters, m and b which specify the pitch target
and � which represents the rate of TA. The transient coeffi-
cients c1, c2, and c3 are determined jointly by the initial
conditions and the target of the articulatory process. The ini-
tial conditions are the initial state of the dynamic F0 move-
ment, consisting of initial F0 level, f0�0�, initial velocity,
f0��0�, and initial acceleration, f0��0�. Solving the systems of
linear equations determined from the initial conditions, the
transient coefficients can be expressed in the following for-
mulas:

c1 = f0�0� − b , �3�

c2 = f0��0� + c1� − m , �4�

c3 = �f0��0� + 2c2� − c1�2�/2. �5�

Figure 4 shows the F0 responses as each model param-
eter varies. Figures 4�a� and 4�b� demonstrate the F0 con-
tours when the first and second targets vary. Figures 4�c� and
4�d� illustrate the F0 contours when � varies for different
combinations of dynamic and static targets. Other things be-
ing equal, F0 approaches the target more rapidly as � in-
creases. As a result, the shape of the F0 contour varies
greatly with the change in the � value. Peak delays can be
clearly observed in Fig. 4�d� as � of the second syllable
varies. The approximation rate represented by � is therefore
an important parameter of the TA process, as has been sug-
gested in previous empirical research �Chen and Xu, 2006;
Xu and Xu, 2005�.

C. Automatic parameter extraction

Parameter extraction was done with an automatic
analysis-by-synthesis optimization algorithm, as illustrated
in Fig. 5. The purpose of the automatic parameter extraction
is to train the model based on available data so that we can
both resynthesize the F0 contours in the training data and
synthesize novel F0 contours. The algorithm reads the train-
ing data and parameter constraints, then automatically varies
the parameter values in the specified search space, and finally
adopts the parameter set with the lowest sum square error
between the synthesized and original F0 contours. The opti-
mization is conducted one syllable at a time according to the
sequentiality and syllable synchronization assumptions.

In traditional acoustic synthesis by rule, the parameters
used are based on human understanding of the speech pro-
duction process. These parameters can be obtained either
from measurements of acoustic or articulatory data or from
analysis by synthesis based on the proposed model �Klatt,

1987�. For models that represent F0 contours independent of
physical mechanisms, the parameters are usually data driven
based on real speech corpora. However, for models that
simulate underlying mechanisms of certain processes, the
analysis-by-synthesis method is typically used to estimate
the model parameters �Fujisaki et al., 2005; Kochanski and
Shih, 2003; Mixdorff, 2000�. This is because it is difficult,
and sometimes impossible, to construct inverse algorithms
for the production models. With an analysis-by-synthesis
framework, parameter estimation can be done for any system
regardless of its reversibility.

In qTA, for each syllable, the parameter � represents its
assigned level of articulatory effort. It corresponds to the rate
of TA and is inversely proportional to the time constant of
the approximation process. The time constant is the time
relative to the onset of the current TA. Figure 6 shows com-
puted percentages of F0 approximation to a static target with
different time constant. They are calculated by substituting t
in Eq. �2� with the number that is a multiple of the time
constant. A higher � indicates that F0 will reach the target
faster. It requires more than five time constants to achieve
90% of the target. It should be noted that � is not directly
equal to the speed of F0 movement because the same � may
result in different F0 speed depending on b and m of the
underling pitch target. In the present study, � is allowed to
vary from 0 to 120 s−1, which correspond to the time to fully
reach a pitch target in a very short syllable ��70 ms�. This
search range is also consistent with the computed percentage
of TA shown in Fig. 6.

For the other two variable parameters, namely, m and b,
both specifying the pitch target, we also imposed restrictions
based on our understanding of the nature of the targets as
discussed earlier. For each target we specified a search space
for m: zero for �high�, �low�, and �mid�, positive for �rise�,
and negative for �fall�. Also for each target, we restricted the
search space of b of each syllable to be within a small range
��20 Hz�. The center point of this search space is around the
predicted y-intercept value which is the difference between
the final F0 value and the expected excursion, i.e., target
slope�syllable duration. This is because, based on previous
findings, syllable offset is where surface F0 becomes closest
to the target �Xu, 1997, 1999; Xu and Wang, 2001�. In cases
voicing stops before the end of the syllable, the last available
F0 value and its corresponding time were used instead.

Note that these restrictions are based on previous em-
pirical findings about tone production rather than being arbi-
trary, as discussed earlier in this section. Once imposed, they
help to significantly reduce the possibility of the searches
being stuck at local minima, thus allowing the training to be
fully automatic. Table II shows the constraint violation rates
and relative changes in standard deviation of estimated
model parameters. The constraint violation rate is the per-
centage of the number of parameter estimations that fall out-
side the ranges of parameter constraints. The relative change
in standard deviation is calculated as the relative difference
between the standard deviation obtained with and without
parameter constraints. The results in Table II were derived
from the Mandarin dataset which will be discussed later in
Sec. IV A. As shown in Table II, the most influential con-
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straint is the m-constraint because discarding it results in the
highest constraint violation rate �52.35%�. Most of the m
violations occurred in the H and L tones, for which the con-
straint m=0 is extremely easy to violate, as hardly any sur-
face F0 contour is fully flat by the end of the syllable with
those tones. The right half of Table II shows that removing
the constraint on m also affects the variation in � �81.22%
greater standard deviation�, while the b-constraint moder-

ately affects variations in both b and �. The least influential
is the �-constraint which mainly affects the variation in �
itself and affects those of other parameters only slightly. In-
terestingly, the only parameter that has been heavily affected
by constraints other than its own is �. This indicates that the
estimation of � is quite dependent on the estimation of the
pitch target parameters.

An example of the F0 contour synthesized with param-

FIG. 4. Examples of F0 contours generated by the qTA model with varying values of m, b, and �. The dashed lines indicate the underlying pitch targets which
are linear functions of m and b. The vertical lines show the syllable boundaries through which the articulatory state propagates.
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eters resulting from the automatic extraction is shown in Fig.
7. The synthesized F0 closely approximates the original one,
as will be later shown in the low average RMSE in the test-
ing on all speakers.

III. MODELING TONE AND FOCUS AS
COMMUNICATIVE FUNCTIONS

As suggested by the PENTA model discussed in Sec. I,
speech prosody conveys multiple communicative functions
in parallel. Each function is represented by a unique encod-
ing scheme, specified in terms of one or more of the TA
parameters: pitch target, pitch range, strength, and duration,
as illustrated in Fig. 2. Effective quantitative modeling of

speech prosody, based on this view, can be achieved only if
individual communicative functions are simulated.

To formalize encoding schemes of the communicative
functions, we define the parametric vector of the jth syllable
as a set of qTA model parameters, p j = �mj ,bj ,� j�T. The F0 of
the sentence can be formed by consecutively executing a
series of parametric vectors. A prosodic vector of length N
represents the prosody of the sentence with N syllables. It
can be expressed in the form of a series of N parametric
vectors, s= �p1 ,p2¯pN�. This vector is the input to the TA
process. It is possible for communicative functions to be rep-
resented by either parametric vectors or prosodic vectors,
depending on the temporal domain of the function.

Three communicative functions are directly modeled in
the present study, lexical tone in Mandarin, lexical stress in
English, and focus in both languages, as explained next. Two
other communicative functions, namely, new topic and sen-
tence modality �Swerts, 1997; Lehiste, 1975; Liu and Xu,
2005; Wang and Xu, 2006�, are only indirectly modeled as
positional dependencies of the functions. Figure 8 is a block
diagram of qTA and the communicative functions imple-
mented in the present study. The input communicative func-
tions are functional specifications which can be tone/stress
symbols for the tone/stress function or focus position for the
focus function. The generated parametric vector from the
tone/stress function is additively combined with the focus
adjustment vector from the focus function. This combination
results in the focus-adjusted parametric vector which is the
output of the parallel encoding process and also the input to
the TA process.

A. Lexical tone and lexical stress

For Mandarin, the most local functional components are
the lexical tones. Given a symbolic input tone x, the tone
function generates the parametric vector p:

p = tone�x� , �6�

where the tone category x is N, H, R, L, or F. The tone
function returns a parametric vector for tone x. Thus each
tone requires one parametric vector to represent it. During
training, the parameter values of a tone are derived by aver-
aging the parametric vectors extracted from all individual
occurrences of that tone.

For English, the most local pitch component is lexical
stress. Unlike in Mandarin, however, pitch values related to
lexical stress in English are assigned postlexically �Ladd,
1996; Liu and Xu, 2005; Pierrehumbert, 1980; Xu and Xu,
2005�. Xu and Xu �2005� showed that unstressed syllables in

TABLE II. Constraint violation rates and relative changes in standard de-
viation when removing each parameter constraint in the automatic parameter
extraction.

Constraint
on

Constraint
violation rate �%�

Relative change in standard deviation �%�

��m ��b ���

m 52.35 200.82 −0.67 81.22
b 17.15 −4.43 13.75 10.84
� 7.21 1.74 −0.71 20.22

FIG. 6. Percentage of F0 approximation to a static target as a function of
time constant. These percentages were calculated by substituting t in Eq. �2�
with different multiples of the time constant.

FIG. 5. A flowchart of automatic parameter extraction of qTA model. The
algorithm optimizes for the suitable model parameters that, when imple-
mented by the qTA model, generate F0 contours that closely approximate the
original ones.
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English, just like the neutral tone in Mandarin �Chen and Xu,
2006�, are assigned specific pitch targets rather than being
targetless. Thus for English, every syllable is assigned a pitch
target regardless of its stress status. The functional represen-
tation of lexical stress is

p = stress�x� , �7�

where x represents the stress category which is either
stressed or unstressed.

B. Focus

Focus is a discourse function to highlight a particular
piece of information against the background information
�Bolinger, 1986; Gussenhoven, 2007; van Heuven, 1994;
Ladd, 1996; Xu and Xu, 2005�. In many languages, includ-
ing English and Mandarin, focus expands the pitch range of

the focused syllable�s� and compresses the pitch range of the
postfocus syllable�s� �Botinis et al., 2000; Hasegawa and
Hata, 1992; Krahmer and Swerts, 2001; Mixdorff, 2004;
Rump and Collier, 1996; Xu, 1999; Xu and Xu, 2005�. Based
on these findings, syllables in each sentence can be grouped
into maximally four regions: prefocus, on focus, postfocus,
and final focus, whichever is applicable. Little pitch range
adjustment occurs in the prefocus region. Pitch range of the
on-focus region is expanded, while that of the postfocus re-
gion, which includes all syllables up to the end of the sen-
tence, is compressed. Final focus is treated separately be-
cause it has been found to have a pitch range larger than that
of neutral focus but smaller than that of nonfinal focus in
both Mandarin and English �Xu, 1999; Xu and Xu, 2005�.
For a sentence with no narrow focus, its entirety is treated as
prefocus.

Computationally, focus is treated as an adjustment func-

FIG. 7. An example of resynthesized F0 for the tone sequence HRFLH. The solid line represents the synthesized F0 contour while the gray dotted line
indicates the original F0 contour. The dashed vertical lines show the syllable boundaries. The discontinuity of F0 at the beginning of the last syllable is due
to the voiceless initial stop consonant �t� in the last syllable.

FIG. 8. A block diagram of the qTA model as the quantitative counterpart of the PENTA model. The dashed vertical line separates the parallel encoding, which
mainly generates and manipulates the parametric vectors, from the TA, which implements the parametric vectors and synthesizes F0.
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tion. It maps the given prosodic vector s with length N and
focus position K to the output prosodic vector ŝ.

ŝ = focus�s,K� , �8�

where K is a set of positive integers including one but less
than or equal to N. Each element in the set K indicates the
position of the syllables of the word under focus. If the fo-
cused word is monosyllabic, K has only one element. Focus
encoding is done by adjusting the input prosodic vector ac-
cording to the trained focus adjustment parameters. For in-
stance, the implementation of medial focus at the Mth syl-
lable �K= �M�� would be

ŝ = �p1, p2, . . . , pM + �pon, pM+1 + �ppost, . . . ,

pN + �ppost� , �9�

where �pon and �ppost denote the focus adjustment vectors
of on- and postfocus regions, respectively. Here, no adjust-
ment is made before focus. The on-focus parametric vector is
changed by the on-focus adjustment which expands the pitch
range of the pitch target. The remaining parametric vectors
are modified by the postfocus adjustment which compresses
and lowers the pitch range of the pitch targets. Similarly, the
implementation of final focus at the last syllable �K= �N��
would be

ŝ = �p1, p2, . . . , pN + �pfinal� , �10�

where �pfinal denotes the focus adjustment vectors of final-
focus regions. Only the parametric vector of the last syllable
is adjusted in this case. If the focused word consists of two
syllables, the implementation of the initial focus of the first
two syllables �K= �1,2�� would be

ŝ = �p1 + �pon, p2 + �pon, p3 + �ppost, . . . ,

pN + �ppost� . �11�

In training the focus function, the extracted parametric
vectors from the training corpus are divided into four focus
regions, pre-, on-, post-, and final focus. The parametric vec-
tors in the prefocus regions are averaged together according
to tone or lexical stress and treated as the reference paramet-
ric vector for further calculation in other focus regions. For
other focus regions, the focus adjustment vectors are calcu-
lated by averaging the differences between the parametric
vectors in on-, post-, or final-focus regions and the reference
parametric vectors, respectively.

p̄ =
1

N
�

i

pi, pi � prefocus set,

N = total number of pi in prefocus set, �12�

�pfloc =
1

M
�

j

�p j − p̄�, p j � floc focus set,

M = total number of p j in floc focus set, �13�

where floc denotes three possible focus locations including
on, post, and final. Thus, for example, the total number of
parametric vectors required for tone and focus representation
in Mandarin is 16:4 prefocus parametric vectors and 12 focus

adjustment vectors. For English, the total number of para-
metric vectors is 8:2 prefocus parametric vectors and 6 focus
adjustment vectors.

IV. EXPERIMENTAL EVALUATION

A. Corpora

Two datasets were used in the experiments for testing
the ability of the qTA model to simulate tone and intonation
in Mandarin and English. The Mandarin dataset was origi-
nally collected for a study of tone and focus �Xu, 1999�. It
consists of 3840 five-syllable utterances recorded by four
male and four female Mandarin speakers. Figure 9 illustrates
the cross-speaker and cross-gender variations in F0 contours
in the tone sequence HRFHH produced by eight speakers in
different focus conditions. The difference between genders
can be easily observed in the two nonoverlapping clusters in
each panel. Within-gender variability can also be clearly seen
in the spread of the contours within each cluster.

The words in the sentences and the corresponding tones
in this dataset are shown in Table III. In each utterance, the
first two and last two syllables are disyllabic words while the
third syllable is a monosyllabic word. The first and last syl-
lables in each sentence always have the H tone while the
tones of the other syllables vary depending on the position:
H, R, L, or F in the second syllable, H, R, or F in the third
syllable, and H or L in the fourth syllable. Since the dataset
was originally designed for studying tone and focus, each
sentence has four focus conditions: no focus, initial focus,
medial focus, and final focus. Thus, there are totally 96
variations in tone and focus.

The English dataset was originally collected for a study
of the effect of focus on English intonation �Xu and Xu,
2005�. It consists of 1176 short declarative utterances re-
corded by four male and four female American English
speakers. A list of the sentences in this dataset is shown in
Table IV. Each sentence is said in one of four focus condi-
tions: no focus, sentence-initial focus, sentence-medial focus,
and sentence-final focus, and also in one of two speaking
rates: normal and fast. For each focus condition and speaking
rate, the sentences were repeated seven times. The dataset is
further divided into three sentence groups, which differ in the
position of the target word. In total, there are 42 combina-
tions of word, focus condition, and speaking rate.

Figure 10 shows examples of F0 extracted from both
datasets and then averaged across speakers. The top left
panel shows examples of Mandarin with tonal variations at
the second syllable. The bottom left panel shows the effects
of focus variation on F0 when the tones are fixed. The top
right and bottom right panels show examples from two dif-
ferent sentences in English with different types of focus.

B. Parameter analysis

Using the automatic analysis-by-synthesis optimization
algorithm described in Sec. II C, we extracted the prosodic
vectors from each sentence in the two datasets. After that, we
derived function-specific parametric vectors, consisting of
the model parameters m, b, and �, for different communica-
tive functions. For Mandarin, parameters for the tone and
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focus functions were extracted. For English, parameters for
the stress and focus functions were extracted.

In intonation modeling, F0 estimation algorithms typi-
cally represent F0 in hertz scale, especially those that model
surface F0 directly �Hirst and Espesser, 1993; Pierrehumbert,
1981; Taylor, 2000; van Santen and Möbius, 2000�. The
hertz scale is also commonly used for F0 display in most
speech analysis applications. However, there is evidence that
pitch operates in speech on a logarithmic scale in both per-
ception �Nolan, 2003� and production �Fujisaki, 2003�. Thus
it is inappropriate to pool data across different speakers in
hertz during modeling as they may have very different pitch
spans depending on their pitch ranges. The current version of
qTA model thus uses the semitone �st� scale for parameter
representation while the hertz scale is used only for display-
ing F0 so that the surface contours more directly reflect what

is commonly seen. For speaker normalization purposes, the
semitone scale is used for normalizing pitch ranges across
speakers, and utterance-onset F0 is used as a baseline to nor-
malize speaker differences in terms of average F0 level. For
cross-speaker normalization, the extracted pitch target pa-
rameters are converted from hertz scale to semitone scale
before averaging within each designated communicative
function.

1. Mandarin

Table V shows the means and confidence intervals of the
extracted parametric vectors of the tone function. They are
extracted from data in prefocus regions, which also include
all the words in sentences with no narrow focus, as explained
earlier. The b values are measured relative to the initial F0 of

FIG. 9. F0 contours of the HRFHH tone sequence spoken by eight speakers in different focus conditions in the Mandarin corpus. The focused syllable is
denoted as the underlined letter. Each panel contains 40 F0 contours �five repetitions by each speaker�. The vertical dashed lines mark the syllable boundaries.
In each panel the two clusters are from the female and male speakers, respectively.

TABLE III. Words and corresponding tone patterns of the Mandarin dataset �Xu, 1999�. H, R, L, and F
represent high, rising, low, and falling tones, respectively. The numerals at the end of each syllable also
represents the tones: 1, 2, 3, and 4 for H, R, L, and F, respectively.

Word 1 Word 2 Word 3

HH mao1 mi1 “kitty” H mo1 “touches” HH mao1 mi1 “kitty”
HR mao1 mi2 “cat-fan” R na2 “takes” LH ma3 dao1 “sabre”
HL mao1 mi3 “cat-rice” F mai4 “sells”
HF mao1 mi4 “cat-honey”
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each sentence. The model parameters in Table V show
clearly distinct target values for the tones for both male and
female speakers. Note that the positive and negative m for
the R and F tones would have to be each represented by a
combination of both positive and negative commands in the
CR model �Fujisaki et al., 2005�, which demonstrates the
greater simplicity of the qTA than the CR model in repre-
senting the tone function. The smaller absolute value of m in
the R tone than in the F tone is consistent with the empirical
finding that the maximum speed of pitch rises is lower than
that of pitch drops �Xu and Sun, 2002�. It should be noted
that, for Tables V–IX, the confidence intervals of m and �m
for both H and L tones equal zero because those tones are
assumed to have static targets. Note also that the small con-
fidence intervals here and in Tables VI–X are partially attrib-
utable to the restrictions placed on the search space. Some of
the confidence intervals may become larger once the restric-
tions are removed, as shown in Table II.

Table VI shows the means and confidence intervals of
the adjustment vectors of the focus function extracted from
on-, post-, and final-focus regions. These adjustment param-
eters are expressed as differences from the parameter values

in the prefocus region shown in Table V. Both m and b in the
on-focus region are magnified so that b is higher for the H
tone but lower for the L tone while the absolute value of m is
increased for both R and F tones. In contrast to the on-focus
region, the parameter values in the postfocus region are com-
pressed and lowered. In the final-focus region, the b adjust-
ments are very small for the H tone but slightly larger for the
L tone. Interestingly, there are no significant changes in on-
focus � adjustments as can be seen from their confidence
intervals. This indicates that when the syllable is focused the
approximation rate remains largely constant.

2. English

For English, parametric and adjustment vectors are ob-
tained by averaging the individual vectors according to lexi-
cal stress, position in sentence, and focus. The positional
differentiation is applied only in the prefocus region, which
is to indirectly model the combined effect of new topic and
sentence modality. Based on the findings of Xu and Xu
�2005�, we assume static targets for every syllable, except for

FIG. 10. Examples of naturally produced F0 contours of Mandarin �left� and English �right� with tonal and focal variations. The vertical dashed lines mark
the syllable boundaries. Adapted from Xu �1999� and Xu and Xu �2005�, respectively.

TABLE IV. A list of sentences in the English dataset �Xu and Xu, 2005�.

Word 1 Word 2 Word 3 Word 4 Word 5

Lee/Nina/Lamar/
Emily/Ramona

May Know My Niece

Lee Lure/mimic/
minimize

Niece

Lee Know Niece/nanny/
mummy

TABLE V. Means and confidence intervals of extracted parametric vectors
of the tone function obtained from the Mandarin dataset. Because different
speakers have different average F0, the utterance-onset F0 is subtracted from
b, the pitch target height, so that the values of b in the table are relative to
the utterance-onset F0.

Tone m �st/s� b �st� � �s−1�

H 0 0.0�1.0 54.5�5.4
R 93.4�3.4 −2.2�1.1 40.7�3.8
L 0 −8.9�0.6 34.1�5.0
F −106.4�3.0 −2.5�1.3 39.3�3.2
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the sentence-final monosyllabic words and the focused word-
final stressed syllables because their pitch targets in declara-
tive sentences are likely to be �fall�. Table VII shows the
means and confidence intervals of parametric vectors of the
stress function in the prefocus region for each syllable posi-
tion and stress condition, e.g., stress �stressed,1�. The integer
in the second argument of this stress function indicates syl-
lable position. In Table VII, the b values are always higher
for stressed syllables than for unstressed syllables even
though focus adjustments are not yet involved in these pre-
focus regions. This is consistent with the finding that the
effect of lexical stress on F0 in English, though small in
magnitude, is independent of focus �Xu and Xu, 2005� and
audible to native listeners �Fry, 1958�.

Table VIII shows the means and confidence intervals of
the focus adjustment vectors obtained from on-, post-, and
final-focus regions. While the values of postfocus adjustment
b are all negative, the on-focus and final-focus adjustments
are positive for stressed syllables but negative for unstressed
syllables. This is consistent with the findings of Xu and Xu
�2005�. It is interesting to note that the on-focus �� values
are mostly negative. It could be partially a correction of the
excessively large values for prefocus syllables seen in Table
VII as compared to those in Table V for Mandarin. Specula-
tively, when the actual F0 excursion size is very small, the
estimation of � tends to be larger than reality. This should be

examined in future research. Also, the postfocus �� values
are positive for an unstressed syllable and no change for a
stressed syllable, which differs from the reduction in postfo-
cus word strength in the Stem-ML found by Shih and
Kochanski �2003�. This is also an issue worth exploring in
future research.

Table IX shows the parametric vectors of the stress and
focus functions for the sentence-final monosyllabic words
and the focused word-final stressed syllable. Here the values
of m are always negative regardless of focus condition, al-
though the search space was not limited to below zero, indi-
cating steep falling targets �Pierrehumbert, 1980; Xu and Xu,
2005�. The postfocus adjustment of m is positive, indicating
a decrease in the slope due to pitch range reduction.

Overall, the parameters obtained for both Mandarin and
English are consistent with the results of systematic acoustic
analyses for the respective corpora �Xu, 1999; Xu and Xu,
2005�. This is initial indication that the analysis-by-synthesis
method employed in the present study is effective.

C. Model evaluation by assessing synthesis quality

The effectiveness of the qTA model was further evalu-
ated in two ways: �a� numerical assessment of closeness of fit
between synthesized and natural F0 and �b� perceptual iden-
tification of tone and focus as well as judgment of natural-
ness by native speakers of Mandarin and English.

1. Numerical assessment

The tests were conducted using a leave-one-out cross-
validation scheme. This is to assure the reliability of the
evaluation by testing the robustness of the qTA model
against interspeaker variability. Each time, the data of oneTABLE VII. Means and confidence intervals of parametric vectors of the

stress function obtained from the English dataset.

Syllable position Stress m �st/s� b �st� � �s−1�

1 Unstressed 0 0.1�0.8 72.8�6.7
Stressed 0 1.3�0.9 48.1�9.1

2 Unstressed 0 −1.2�0.9 41.0�5.9

3 Unstressed 0 −2.0�0.7 51.4�7.2
Stressed 0 −1.2�0.6 62.6�11.8

4 Unstressed 0 −2.8�0.6 43.3�6.7

5 Unstressed 0 −5.3�1.2 58.3�9.9
Stressed 0 −1.3�1.2 49.8�12.0

TABLE VIII. Means and confidence intervals of adjustment vectors of the
focus function obtained from the English dataset. They are derived relative
to the parametric vectors in Table VII.

Focus location Stress �m �st/s� �b �st� �� �s−1�

On focus Unstressed 0 −1.1�0.7 −5.2�3.7
Stressed 0 2.9�1.1 −10.6�2.4

Postfocus Unstressed 0 −1.9�0.9 14.3�5.0
Stressed 0 −2.9�1.0 1.4�11.1

Final focus Unstressed 0 −1.7�2.7 0.9�13.5
Stressed 0 2.3�1.6 −24.0�8.7

TABLE IX. Means and confidence intervals of parametric vectors of the
stress function and the adjustment vectors of the focus function for the
exceptional cases where the pitch target is dynamic. These parametric vec-
tors are also derived from the English corpus. The symbol � indicates that
the parameters in that row are relative to the prefocus parameters.

Stress Focus �m �st/s� �b �st� �� �s−1�

Focused word-final
stressed syllable

On focus ��� −81.1�14.8 3.5�1.4 −20.5�1.3

Sentence-final
monosyllabic word

Prefocus −90.2�11.8 −4.3�1.5 38.4�7.9
Postfocus ��� 27.1�14.6 −1.0�1.9 −4.6�5.6

Final focus ��� −22.8�9.7 0.3�1.6 −11.6�2.7

TABLE VI. Means and confidence intervals of focus adjustment vectors of
on-focus, postfocus, and final-focus regions obtained from the Mandarin
dataset. These focus adjustment vectors are relative to the parametric vector
of the tone function in Table V.

Focus location Tone �m �st/s� �b �st� �� �s−1�

On focus H 0 2.3�1.1 −1.6�3.5
R 11.8�3.6 0.6�1.0 −3.9�3.7
L 0 −2.4�1.8 1.0�6.7
F −6.7�2.5 1.2�1.8 −1.2�3.2

Postfocus H 0 −5.6�1.0 −11.2�4.2
R −7.3�2.9 −4.1�0.7 7.8�7.0
L 0 −4.1�1.4 −3.2�5.4
F 4.5�3.3 −2.8�1.5 2.5�5.3

Final focus H 0 −0.2�0.8 −16.0�2.5
L 0 −2.1�1.5 −4.6�5.4
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speaker were circularly selected as the test set while those of
the rest of the speakers formed the training set. Using this
cross-validation scheme, the experiment repeated eight
times, thus maximizing the chances of detecting the worst
errors. Two measurements were used to assess the closeness
of fit between synthesized and natural F0, RMSE and Pear-
son’s correlation coefficient. RMSE measures the difference
between natural and synthesized F0 contours while correla-
tion coefficient indicates the linear relationship between
them. It should be noted that the correlation coefficients were
used for evaluating F0 contours, not the model parameters.
This evaluation matrix is the same as those reported in pre-
vious modeling attempts �Taylor, 2000; Dusterhoff et al.,
1999; Jilka et al., 1999�. Positive high correlation indicates
consistency between original and synthesized F0 contours
not only in height but also in contour shapes. The semitone
rather than hertz scale is used for measuring RMSE so that
the results from different speakers can be assessed together.
In contrast, correlation coefficients are computed in hertz to
maximize the F0 discrepancy. The training phase began with
automatically extracting the parametric vectors from each ut-
terance. The resulting parametric vectors were then summa-
rized according to the functions to be tested. In the testing
phase, RMSE and correlation coefficients for each sentence
were obtained for each function.

The natural F0 contours were first compared to the re-
synthesized contours, i.e., those generated with the param-
eters extracted from each individual sentence itself. Then, F0

contours of two synthesized communicative functions were
compared to the natural F0: tone �Mandarin� or stress �Eng-
lish� and focus. Also, two positional dependencies were
tested: syllable position �F0 generated with parameters aver-
aged for each position in a sentence� and tonal context �F0

generated with parameters averaged for each tonal context�.
The syllable position dependency was tested for both Man-
darin and English. The tonal context dependency was tested
only for Mandarin.

2. Perceptual evaluation

For the perceptual evaluation experiments, the testing
datasets were generated based on the communicative func-
tions simulated in the present study. To test the effectiveness
of duration modification in the focused syllable, the duration
adjustment of the focus function was also included in the
perceptual test. For the Mandarin tests, the following stimuli
were generated.

Tone: mao �H� mi �H/R/L/F� mo
�H/R/F� ma �L� dao �H�

4�3=12.

Focus: neutral/initial/medial/final 12�4=48.
Synthesis: original/ 48�3=144

synthetic without focus
duration/
synthetic with focus duration

The natural speech material was recorded specifically
for the present study by the second author, who was one of
the speakers in Xu �1999�. In this recording, unlike in Xu
�1999�, the third syllable was always /mo/ regardless of its
tone so as to guarantee minimal tonal contrasts for reliable
assessment of tone identification at this sentence location.

For the Mandarin perceptual test, qTA parameters for
tone and focus were extracted from each utterance. For each
stimulus sentence, F0 was synthesized and then used to re-
place the F0 of the host utterance. There were 12 host utter-
ances, in which the tones of the second and third syllables
were varied. The focus-specific F0 contours generated for
each focus condition were used to replace the original con-
tours of these utterances using pitch-synchronous overlap
and add �PSOLA� method in PRAAT �Boersma, 2001�. The
importance of focus duration is tested by modifying the syl-
lable duration of the segmental data of the original speech.
Nine native Mandarin listeners participated in the test. The
test was set up as a web-based program. The setup of the test
consisted of two main sections. In the first section, listeners
were instructed to identify the tones of the second and third
syllables by selecting the Chinese character with the specific
tone. In the second section, they were instructed to identify
the focused word �i.e., the word being emphasized� and to
judge whether the utterance was naturally spoken or synthe-
sized. For each question in the test, the natural and synthe-
sized sounds were randomly presented to the listeners. Lis-
teners could listen to the sample sounds as many times as
they preferred.

The conditions in the English perception experiment
were focus, sentence, and synthesis method. There were
eight natural speech utterances, including four neutral focus
utterances from four different sentences, two initial focus
utterances �S1 and S2�, one medial focus utterance �S3�, and
one final focus utterance �S4�. For speech with synthesized
F0, there were 32 test utterances according to the following
composition.

Focus: neutral/initial/medial/final 4=4.
Sentence: �four different sentences� S1/

S2/S3/S4
4�4=16.

Duration: with focus duration/without
focus duration

16�2=32.

The natural speech materials used in making the stimuli
were drawn from the English dataset used in the present
study. Eight natural utterances were selected from the
speaker with lowest resynthesis RMSE in the numerical as-
sessment. Thus, there were totally 40 test utterances. To syn-
thesize the test stimuli, we used only four neutral focus ut-

TABLE X. Average RMSE and correlation coefficients in the Mandarin
simulations. Synthesized F0 used in these comparisons are those generated
by resynthesis, tone function, focus function, and positional effect.

Imposed function No. of parametric vector RMSE �st� Correlation

Resynthesis 19 200 0.56 0.92
Tone 4 2.84 0.74
Tone+position 20 2.46 0.75
Tone+focus 16 2.24 0.77
Tone+focus+position 80 2.16 0.78
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terances from four different sentences and modified the
syllable duration of the segmental data of the original speech
using PRAAT. Fourteen native English listeners participated in
this listening experiment: ten of them were American Eng-
lish speakers and four were British English speakers. During
the test, participants were asked to identify the focused
words and to judge whether the test utterances were naturally
spoken or synthesized. The test was set up in the same way
as the Mandarin perception test.

3. Evaluation results
a. Mandarin Table X shows RMSE and correlation co-

efficients of the resynthesis and synthesis with successively
added function-specific components. The results of resynthe-
sis of the same utterances show very low error rates and very
high correlations, indicating that the qTA-regenerated F0
contours can fit the original contours quite well. From resyn-
thesis to synthesis with function-specific parameters there is
a general increase in error rate, but note also the dramatic
reduction in the number of parameter vectors used �from
19 200 to 4–80�. The tone-only condition has the highest
error rate and lowest correlation. There is a slight improve-
ment when either focus or positional specification was
added. It is obvious that focus is the more effective con-
straint, as the result of adding focus specification is better
than adding position specification. Moreover, the results of
adding both focus and position are not significantly different
in terms of RMSE from those of adding focus only
�F�1,15�=0.03, p=0.858�. The more concrete evidence is in
the analysis of correlation, which indicates that only the fo-
cus function significantly affects the correlation �F�1,31�
=5.21, p=0.030�. This is probably because the focus speci-

fications have already implicitly included the positional ef-
fect when calculating the adjustment vectors for different
focus regions.

Table XI shows the results of adding tonal context
dependency to the model. The improvements are not signifi-
cantly different between the preceding and following tone
contexts, although they both show a slight but insignificant
reduction in error rate. There are no further improvements in
adding tonal context whether or not focus has been added
�RMSE:F�2,47�=0.23, p=0.795; correlation: F�2,47�
=1.39, p=0.259�. The focus function, however, significantly
affects the correlation �F�1,47�=4.65, p=0.036�. This also
indicates the importance of the focus function in determining
the F0 contours.

Figure 11 shows the results of the perceptual evalu-
ation of natural and synthetic F0 in Mandarin speech as de-
scribed earlier. Listeners could identify the tones equally
well in both syllable positions �F�1,35�=0.54, p=0.470�.
There is no significant difference in identification rate be-
tween natural and synthesized F0 �F�1,35�=1.05, p=0.317�.
Moreover, there was no significant difference in focus iden-
tification between natural and synthesized F0 whether or not
natural duration adjustment was applied to the synthetic
speech �F�2,26�=2.36, p=0.127�. However, naturalness per-
ception differed between natural and synthesized F0
�F�2,26�=6.07, p=0.011�. A close examination of the syn-
thetic sentences that had low naturalness scores found cases
of acoustic discontinuity. An example is shown in Fig. 12,
where the locations of aperiodicity in the synthetic speech
are indicated by the arrows. Such aperiodicity is not seen in

TABLE XI. Average RMSE and correlation coefficients for adding context
dependency in the simulation of the Mandarin dataset.

Imposed function
No. of

parametric vector RMSE �st� Correlation

Tone 4 2.84 0.74
Tone+preceding context 16 2.57 0.76
Tone+following context 16 2.50 0.77
Tone+focus 16 2.24 0.77
Tone+focus+preceding context 68 2.17 0.78
Tone+focus+following context 68 2.21 0.77

FIG. 11. Means �bars and the numbers above them� and standard errors �vertical lines� of identification rates in the Mandarin perceptual evaluation. The left
graph shows averaged tone identification results while the right graph shows results of focus identification and naturalness evaluation. In the left graph, the
white and gray bars indicate rate of tone identification for natural and synthetic F0. In the right graph, the white, black, and gray bars indicate the results of
focus identification and naturalness rating for natural F0, synthetic F0 without focus duration, and synthetic F0 with focus duration, respectively.

FIG. 12. Upper panel: Aperiodicity in a synthetic sentence. The arrows
point to the two locations where the periods are either exceptionally long or
exceptionally short. Lower panel: The resynthesized original sentence,
where no strong aperiodicity is seen in the same locations.
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the resynthesized original shown in the lower panel. This
difference in synthesis quality is probably due to the ineffec-
tiveness of the PSOLA algorithm in modifying pitch and
duration at the same time.

b. English Table XII shows the results of numerical
assessment for the English synthesis. For the resynthesized
F0 the errors are very low while the correlation coefficients
are very high. Simulating only the stress function leads to
higher errors and slightly lower correlations. This is similar
to the case of the tone-only simulation in Mandarin in Table
X. Similar to the Mandarin tests, there is no significant im-
provement by adding positional dependency when the focus
function has already been used �RMSE: F�1,15�=1.07, p
=0.318; correlation: F�1,15�=0.34, p=0.571�. There is,
however, a significant main effect of adding positional de-
pendency, but only in terms of correlation �F�1,31�=4.94,
p=0.034�. An overall F0 declination related to a combined
effect of new topic and sentence modality, as discussed ear-
lier, is the plausible underlying mechanism of this improve-
ment.

Figure 13 shows the perception results of focus
identification and naturalness evaluation of the natural and
synthetic F0 for the English dataset. There is a significant
difference in focus identification between natural and syn-
thetic F0 �F�2,41�=7.02, p=0.004�. Listeners could identify
focus significantly better from natural than from synthetic F0
without duration adjustment �F�1,27�=25.49, p�0.001�.
However, they could identify focus equally well from natural
and synthetic F0 with duration modification �F�1,27�=0.62,
p=0.444�. Listeners also perceived a difference between syn-

thesis methods �F�2,41�=13.10, p�0.001�, but they did not
recognize the difference in natural and synthetic F0 with fo-
cus duration �F�1,27�=1.82, p=0.200�.

V. DISCUSSION

The adequacy of any theoretical understanding of a
natural phenomenon can be best measured in terms of the
amount of details it can predict. This should also be true of
theories about tone and intonation. Of the various tonal and
intonational theories proposed so far �e.g., Bolinger, 1986;
O’Connor and Arnold, 1961; Ladd, 1996; Pierrehumbert,
1980; Pike, 1945�, few, if any, have been specific enough to
allow full numerical testing of their adequacy. Although the
autosegmental-metrical model has been used in synthesizing
intonation as reported by Pierrehumbert �1981�, no numeri-
cal tests were conducted to evaluate the quality of the syn-
thesis. Meanwhile, there have also been many quantitative
models of tone and intonation, as discussed in Sec. I, but
none has been designed to directly test existing theories.
While it is true that quantitative modeling can offer only an
approximation to reality, theories without sufficient quantita-
tive specifications can at best provide even coarser approxi-
mations to reality. The major goal of the present study is to
quantify the theory about tone and intonation embodied in
the PENTA model, which hitherto has not been fully numeri-
cal, and to subject it, through this quantification effort, to
more rigorous testing than has been done before.

The PENTA model assumes that tone and intonation
serve to convey communicative functions through specific
encoding schemes that are implemented by the articulatory
system, as sketched in Fig. 2. The model thus consists of two
core components: an articulatory mechanism and a set of
communicative functions. The articulatory mechanism as-
sumed in PENTA is syllable-synchronized sequential TA, as
depicted in Fig. 1. With this mechanism, the articulatory sys-
tem asymptotically approaches the underlying targets that are
either static or dynamic. The approximation is always syn-
chronized with the syllable. But due to inertia, articulatory
states are transferred onward across syllable boundaries. Al-
though quite specific, this conceptualization needs to be
quantified into a dynamic system that is biophysically plau-
sible. The communicative functions are considered in
PENTA as the driving force of the system. They are assumed
to be parallel to each other, each with a unique encoding
scheme in terms of one or more of the TA parameters. The
uniqueness and complexity of these functions entail that each
of them can be properly simulated only with sufficient
knowledge about its temporal domain of operation, the TA
parameters involved, and the value range of the parameters,
e.g., whether the target is static or dynamic.

To develop a biomechanically plausible dynamic sys-
tem, the simulation is best done at a level where the link
between articulatory control and communicative functions is
the most direct, although many levels of biophysical pro-
cesses are apparently involved. Simulation at the level of
individual muscular forces, as done in the CR model
�Fujisaki et al., 2005�, would entail variable parameter val-
ues depending on the tonal contexts, as the individual mus-

TABLE XII. Averaged RMSE and correlation coefficients in the simulation
of English dataset.

Imposed function
No. of

parametric vector RMSE �st� Correlation

Resynthesis 14 224 0.32 0.83
Stress 4 1.93 0.75
Stress+position 11 1.71 0.78
Stress+focus 12 1.68 0.77
Stress+focus+position 18 1.57 0.78

FIG. 13. Means �bars and the numbers above them� and standard errors
�vertical lines� of focus identification rate and naturalness evaluation in the
English perception tests. White, black, and gray bars correspond to sen-
tences that are natural, synthetic without focus duration, and synthetic with
focus duration, respectively. The vertical line in each bar indicates standard
error.
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cular forces have to be differentially adjusted according to
the distance to be covered between the initial and targeted
articulatory states. Simulation at a level where F0 is con-
trolled without the mediation of an articulatory mechanism,
as done in the tilt model �Taylor, 2000� and SFC model
�Bailly and Holm, 2005�, would miss critical dynamic details
due to articulatory constraints, such as unidirectional left-to-
right assimilatory influence �Gandour et al., 1994; Wong,
2006; Xu, 1997, 1999� or peak delay across syllable bound-
aries �Xu, 1998, 2001�, both due to the physical constraint of
inertia. The qTA model developed in the present study imple-
ments a third-order critically damped system, which gener-
ates F0 contours through syllable-synchronized sequential
TA. This strategy severely constrains the degrees of freedom
of the model, limiting its variable control parameters to only
three, each corresponding directly to a TA parameter in
PENTA. Automatic parameter extraction through analysis by
synthesis in the present study has found these parameters to
remain largely invariant across different tonal contexts, espe-
cially the preceding tonal context which is known to cause a
large amount of contextual variability �Gandour et al., 1994;
Wong, 2006; Xu, 1997, 1999�. This can be seen in Fig. 14
�upper row�. Also can be seen in Fig. 14 is that the phenom-
enon of peak delay �Xu, 2001� in a RL sequence is effec-
tively simulated without using peak location as a control
parameter.

The correspondence of the qTA parameters to the TA
parameters in the PENTA model means that the assumptions
of the PENTA model about the interorthogonality between
the communicative functions and about the uniqueness of the
function-specific encoding schemes can be tested through su-
pervised learning. To that end, we tested the model with two
natural speech corpora �Xu, 1999; Xu and Xu, 2005�. The
parameter extraction was guided by knowledge obtained
from previous production studies �for English: Cooper et al.,
1985; Xu and Xu, 2005; for Mandarin: Liu and Xu, 2005;
Xu, 1997, 1999�, which was used to limit the value range of
the parameters. For example, based on previous research on
focus, separate parameter sets were obtained for prefocus,
on-focus, postfocus, and final-focus regions. Note that re-

stricting the parameters’ range this way during training is
actually risky because anything faulty in the assumptions
behind the restrictions would increase the chance of generat-
ing large errors during testing. The results of the testing were
nevertheless encouraging. The numerical evaluations showed
that even when applied to speakers not included in the train-
ing, the error rates were comparable with those of previous
studies �Fujisaki et al., 2005; Hirst and Espresser, 1993;
Kochanski and Shih, 2003; Pierrehumbert, 1981; Taylor,
2000�. More significantly, the results of the perceptual evalu-
ations show that not only can native listeners identify the
functional categories from model-based synthesis just as well
as from natural speech, but also they could not reliably dis-
tinguish utterances with synthetic F0 from those with natural
F0 in terms of naturalness, especially in the case of English.
These results not only demonstrate the effectiveness of the
qTA model but also provide support for the validity of the
theoretical assumption of the PENTA model that tone and
intonation are in essence articulatorily encoded communica-
tive functions.

A secondary goal of the present study is to develop an
intonation generation system that is applicable in speech
technology. There have been a number of attempts to apply
automatic trainings to articulatory-oriented parameters in in-
tonation synthesis �Fujisaki et al., 2005; Kochanski and Shih,
2003; Mixdorff, 2000�. Although they can approximate F0

contours quite accurately, the lack of complete framework to
implement the communicative functions in these models
makes it difficult to effectively integrate them in speech pro-
cessing systems. The simple form of underlying pitch targets
consisting of only two parameters in qTA also makes the
process of TA more straightforward than those that are more
complex, e.g., templates and commands. Although the prac-
ticality of analysis by synthesis is limited due to a large
search space, the articulatory constraints imposed on the au-
tomatic parameter extraction process effectively reduce the
search space, as shown in this study. Thus for speech tech-
nology, the application of qTA in speech synthesis may im-
prove the intonation components of the synthesizers.

FIG. 14. Examples of natural and synthetic F0 contours of tone and intonation in Mandarin. In the top plots, the sentences differ in the tone of the second
syllable, with focus always on the last two syllables. In the bottom plots, the sentences differ in focus location: the first �disyllabic� word, the second
�monosyllabic� word, the final �disyllabic� word, or none of the words.
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Despite the overall quality of the simulation in the
present study, a number of caveats need to be mentioned.
The first is that the strategy used here is to simulate only
functions that have been systematically studied in empirical
research, and to do so by imposing specific restrictions on
the search space for the model parameters based on the em-
pirical findings. The simulation process is therefore not fully
“automatic.” It is our understanding, however, that our cur-
rent knowledge level does not yet allow us to build a fully
automatic process without sacrificing the quality of simula-
tion. This is because there are many communicative func-
tions that are encoded by intonation as discussed in the In-
troduction, and without knowing full well what they are and
which of them have occurred in a particular utterance, it is
difficult even for trained human labelers to label them con-
sistently �Wightman, 2002; Xu, 2006�. On the other hand,
once a given specific communicative function has been rec-
ognized, it is just one step further from the current strategy
of imposing a priori limits on the search space to one that is
able to discover the TA parameters used by the function and
the range of their values. This could be done by taking ad-
vantages of recent development in unsupervised learning of
phonetic categories �Gauthier et al., 2007; Guenther, 1994�.
It would be even more desirable for future development of
the model to attain the ability to automatically discover the
communicative functions encoded in a particular language.
As far as we can see, this could be done only if we have
accumulated a substantial amount of knowledge through fur-
ther research.

Second, several phenomena reported for tone and into-
nation that are likely due to articulatory mechanisms have
not yet been simulated in the current version of the qTA
model. These include anticipatory dissimilation, i.e., the rais-
ing of F0 by a following L tone �Gandour et al., 1994; Lani-
ran and Clements, 2003; Wong, 2006; Xu, 1997, 1999�,
post-L bouncing �Chen and Xu, 2006; Pierrehumbert, 1980�,
whereby F0 is raised by a preceding L tone, and dynamic
delay, whereby the initial approximation of a dynamic pitch
target is delayed at a slow speech rate so as to guarantee that
the slope of the target is not reached earlier than the end of
the syllable �Wong, 2006; Xu, 1998, 2001�. Future develop-
ment of the qTA model will need to find ways to simulate
these mechanisms. Because each of these mechanisms seems
to affect only a particular aspect of the TA process �Xu,
2006�, they will likely to be modeled as additional mecha-
nisms added on top of the core algorithm of qTA.

Third, one of the TA parameters, namely, duration, was
only partially tested in the present study. It was tested in the
perceptual evaluations by comparing focus-specific syllable
duration with non-focus-specific duration. The former was
found to generate F0 contours that better match natural F0 in
conveying focus. While this is an encouraging result, what is
lacking in general is a theoretical link between duration and
specific communicative functions, for which existing re-
search so far has provided only a vague picture �see
Shattuck-Hufnagel and Turk, 1996 for a review�. Further
studies aimed at revealing that the functional sources of du-
ration patterns are needed �see Xu, �2008� for further discus-
sion�.

Finally, only a limited number of communicative func-
tions have been modeled in the current project. Many more
that have been discussed in literature �Bolinger, 1989;
Hirschberg, 2002; Hirst, 2005; Kohler, 2005; Xu, 2005,
2008� such as sentence type �e.g., statement versus question�,
topic and turn taking, speaking style, emotion, to name just a
few, have not been tested. As discussed in the Introduction,
qTA, as a quantitative implementation of PENTA, was de-
veloped exactly for the purpose of modeling multiple com-
municative functions with a limited number of articulatory-
based parameters. The present results seem to suggest that it
will provide a promising tool for modeling many more com-
municative functions in future research.

VI. CONCLUSION

We have proposed in this paper a qTA model which
implements the theoretical PENTA model and simulates F0

contours as the process of TA. The model simulates surface
F0 by adjusting parameters of local TA, including the height
and slope of the pitch targets and the rate of approaching
individual targets. There are only three free parameters in
qTA, and their controls are all directly linked to specific
communicative functions such as lexical tone, lexical stress,
focus, sentence modality, and new topic, although only the
first three were explicitly modeled in the present study. We
tested the model by training it with Mandarin and English
speech data using an automated analysis-by-synthesis proce-
dure. The F0 simulations were evaluated both numerically
and perceptually. The accuracy of resynthesis by the model
was high, with RMSE of 0.56 st and correlation of 0.92 for
Mandarin, and RMSE of 0.32 st and correlation of 0.83 for
English. The quality of synthesizing specific communicative
functions, including tone in Mandarin, lexical stress in Eng-
lish, and focus in both languages, was comparable to previ-
ous studies even when the trained parameters were applied to
speakers not included during training, with RMSE of 2.24 st
and correlation of 0.77 for Mandarin, and RMSE of 1.68 st
and correlation of 0.77 for English. More importantly, listen-
ers’ perceptual identification of tone, lexical stress, and fo-
cus, and their judgment of the naturalness of speech is nearly
identical between natural and synthetic F0. These results
demonstrate the validity of the assumptions underlying qTA
and suggest that it can be used as an effective tool both for
theoretical study of tone and intonation and for generating F0

contours in automatic speech synthetic systems.
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Effects of obstruent consonants on fundamental frequency at
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When a vowel follows an obstruent, the fundamental frequency in the first few tens of milliseconds
of the vowel is known to be influenced by the voicing characteristics of the consonant. This
influence was re-examined in the study reported here. Stops, fricatives, and the nasal /m/ were
paired with the vowels /i,Ä/ to form CVm syllables. Target syllables were embedded in carrier
sentences, and intonation was varied to produce each syllable in either a high, low, or neutral pitch
environment. In a high-pitch environment, F0 following voiceless obstruents is significantly
increased relative to the baseline /m/, but following voiced obstruents it closely traces the baseline.
In a low-pitch environment, F0 is very slightly increased following all obstruents, voiced and
unvoiced. It is suggested that for certain pitch environments a conflict can occur between gestures
corresponding to the segmental feature �stiff vocal folds� and intonational elements. The results are
different acoustic manifestations of �stiff� in different pitch environments. The spreading of the
vocal folds that occurs during unvoiced stops in certain contexts in English is an enhancing gesture,
which aids the resolution of the gestural conflict by allowing the defining segmental gesture to be
weakened without losing perceptual salience.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3021306�

PACS number�s�: 43.70.Fq, 43.70.Bk �CHS� Pages: 425–441

I. INTRODUCTION

It is generally accepted that in American English �and
other languages�, the fundamental frequency �F0� in a vowel
following an obstruent consonant is influenced by the voic-
ing characteristics of the consonant. As we review in Sec.
I A, methods of study and interpretation of the results have
evolved somewhat over the past 50 years. However, it is
agreed that there is a voiced/voiceless dichotomy, with F0 at
vowel onset being significantly higher following voiceless
obstruents than following voiced. This dichotomy is often
called “pitch skip,” and we sometimes refer to it as “ob-
struent intrinsic F0” �or obstruent IF0� in this paper.

The pitch-skip phenomenon is worth studying for sev-
eral reasons. Studies have shown that the dichotomy in F0 at
vowel onset cues listeners to voicing characteristics of the
consonant �Sec. I A 2�, suggesting that pitch skip should be
included in speech synthesis systems to make synthesized
speech both more natural and more intelligible. Likewise,
speech-recognition systems could benefit by accounting for
this dichotomy. In addition to these applications, studies of
pitch skip are interesting because of what they can tell us
about models of speech production and sound change. In
some languages, lexical tone is believed to have derived
from voicing contrasts of obstruents, and pitch skip is offered
as evidence for a phonetic basis of such tonogenesis �e.g.,
see Hombert et al. �1979��. Jun �1996� argued that pitch skip
has affected the implementation of phrase-level tones in Ko-

rean. In Sec. IV we propose that the interaction of pitch skip
and phrase-level tones in American English provides evi-
dence supporting a model of speech production suggested by
Keyser and Stevens �2006�.

In the next section, we review both production and per-
ception studies related to the pitch-skip phenomenon. We
also review theories of the source of this effect.

A. Background

1. Production data

House and Fairbanks �1953� averaged F0 over the vow-
els in symmetrical CVC syllables and found that this average
F0 was higher when the consonant was voiceless than when
it was voiced. They observed the time course of a subset of
the F0 contours and noted that the F0 difference occurred at
the start of voicing, rather than occurring uniformly through-
out the vowel. Lehiste and Peterson �1961� measured the
peak F0 of CVC syllables and found that the peak F0 in
vowels following voiceless consonants was higher than that
in vowels following voiced. They also noted that the time
course of the F0 contour varied depending on whether the
initial consonant was voiced or unvoiced: following voice-
less consonants, the peak F0 in the vowel occurred immedi-
ately after the consonant, while following voiced consonants
the peak occurred at about the middle of the vowel. In addi-
tion, it was found that final consonants did not have any
consistent effect on the F0 of the preceding vowel.

While those earlier studies were on data produced by
American English speakers, Mohr �1971� purposely used
speakers who had mixed language backgrounds �three native
speakers of Chinese, Russian, and German, with English as a

a�
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second language� in order to test the universality of the pitch
skip. Mohr �1971� measured F0 at vowel boundaries and at
minima or maxima. In this way, he was able to confirm the
earlier studies, quantify their observations that the influence
of the preceding consonant is limited to the early part of the
vowel, and show that the phenomenon occurs in languages
other than English.

Lea �1973� recorded two types of utterances from two
male speakers of American English. The first were bisyllabic
nonsense words h.�CVC, in which C and V included nearly
all the consonants and vowels of American English. The sec-
ond were pairs of bisyllabic words such as the noun and verb
forms of “compact.” Both types of utterances were recorded
in isolation. For the nonsense syllables, in which the medial
consonant always followed an unstressed syllable and pre-
ceded a stressed syllable, Lea �1973� observed what may be
called a “rise-fall dichotomy;” that is, the F0 contour follow-
ing a voiced obstruent rises from a lower value at voice onset
to a higher value at midvowel, while the F0 contour follow-
ing a voiceless obstruent slopes down from voice onset to
midvowel. However, for the second set of recordings, in
which the medial consonant could precede or follow a
stressed syllable, the results were more complicated, and Lea
�1973� concluded that whether the F0 contour rises or falls at
a CV transition is an interaction of both stress and segmental
context.1

Hombert �1978� also focused on the time course of pitch
skip rather than on peak or average vowel F0. He obtained
F0 contours for several speakers of American English and,
just as earlier studies had shown, found that vowel F0 fol-
lowing voiceless stops was higher than that following voiced
stops, with the greatest difference occurring at vowel onset.
When the F0 contours were averaged across all speakers, he
observed the rise-fall dichotomy. However, Hombert �1978�
noted that there were individual differences in the details of
the dichotomy. For example, the F0 contour following voice-
less consonants did not slope down for all speakers. Hombert
�1977, 1978� also observed pitch skip for two speakers of the
tone language Yoruba. While the dichotomy in F0 following
voiced v. voiceless stops was observed for all three tones
�high, mid, and low� of that language, it was greater for the
high tone, both in magnitude and duration.

In a study on American English, Ohde �1984� recorded
data both in isolation and in carrier phrases. The stimuli were
the six voiceless aspirated and voiced stops paired with five
vowels �/i,e,u,o,Ä/� to form symmetrical CVC syllables. He
observed that although the F0 contour following voiceless
stop consonants is higher than that following voiced stop
consonants, it cannot be described as a rise-fall dichotomy.
Rather, the F0 contour falls after both voiced and unvoiced
consonants for his three male subjects.

Most of the studies described thus far have observed F0
on CVC syllables in isolation or embedded in carrier sen-
tences, for example, “Say CVC again.” That is, the target
syllable is in focus and most likely carries the phrase-level
prominence and a high-pitch accent. Kohler �1982� was one
of the first to consider that pitch skip, which he referred to as
a type of “microprosody,” might interact with the phrase-
level tone variations, or “macroprosody.” He recorded Ger-

man words with medial stop consonants embedded in falling,
rising, and monotone F0 contours. When the F0 contour was
rising or monotone, the vowel F0 preceding the stop conso-
nant was not affected, while the vowel F0 following the
consonant showed the expected dichotomy �being higher af-
ter voiceless stops than after voiced�. However, when the F0
contour was falling, the usual dichotomy was observed on
the preceding vowel rather than on the following. Kohler
�1982� proposed that utterance-level intonation can some-
times cancel the segmental-level pitch-skip effects.

Silverman �1984� observed the effects of voiced and
voiceless obstruents on both preceding and following vowels
in Southern British English. The obstruents were embedded
in three-syllable nonsense words �e.g., /.�pi:pi:p/�, which
were embedded in carrier phrases. The subjects were in-
structed to place lexical stress on the middle syllable of the
nonsense word. For two male subjects, Silverman �1984� ob-
served an effect of consonant voicing on the F0 of vowels
that both precede and follow the consonant, with stressed
syllables displaying a greater effect. He also found that F0
falls after both voiced and voiceless obstruents, in line with
the Ohde �1984� data on stops.

A likely explanation for the observation of a rise-fall
dichotomy by some researchers, versus a “fall-fall” di-
chotomy by others was proposed by Kohler �1985�. He noted
that the utterance types used by Hombert �1978�, for ex-
ample, favor an F0 contour that rises and falls on the target
word, while the utterances used by Ohde �1984�, for ex-
ample, will most likely be produced with an F0 contour that
falls throughout the target word. Therefore, it is not surpris-
ing if the perturbations introduced to these globally differing
contours appear to differ.

Jun �1996� reported data for American English, Korean,
and French. In her study, the intonation contour was varied
such that the target consonants �both voiced and unvoiced�
either carried a nuclear pitch accent or occurred before or
after the nuclear pitch accent. For American English, she
observed a dichotomy similar to that described by Ohde
�1984�, with the effect being somewhat less in certain into-
national contexts, confirming the assertion of Kohler �1982�
that the intonational contour interacts with segmental effects
on F0. For the French data, a dichotomy also occurred, but
F0 tended to rise following the voiced consonants, rather
than fall. Korean has three stop series �lenis, tense, and as-
pirated�, none of which tend to be voiced �although the lenis
stops are voiced in certain environments�. Jun �1996� found
that the F0 contours following tense and aspirated stops were
similar to each other, while the F0 contour following the
lenis stops was more similar to the sonorants /m,l/. In addi-
tion, the difference in F0 following the lenis v. tense and
aspirated stops persisted throughout the vowel in certain pro-
sodic contexts, unlike what has generally been observed in
other languages. Jun �1996� saw this effect as evidence that
pitch skip is being phonologized at a prosodic level.

Similarly, Jessen and Roux �2002� found that pitch skip
following voiced and unvoiced stops and clicks in Xhosa
persists at least to midvowel. They theorized that this F0
dichotomy is phonologized to cue the voicing distinction be-
cause the voiced stops typically do not manifest much actual
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voicing during the stop closure, and there are no other pho-
netic cues to voicing. Their target words carried low lexical
tone; it is possible that the pitch skip is extended to enhance
the weak acoustic cues to the voicing distinction �e.g., see
Keyser and Stevens �2006� and Kingston and Diehl �1994��
and may lead to an eventual tone splitting �Matisoff, 1973�.

Most of the work we have summarized compared F0
contours for vowels following, and sometimes preceding,
voiced and voiceless obstruents. Some studies have also
compared F0 behavior following different series of voiceless
obstruents that can occur in languages. Danish, for example,
has two stop series, both of which are voiceless; one series is
aspirated and the other is not. Jeel �1975� and Reinholt Pe-
tersen �1983� found that in Danish, the F0 contour following
both voiceless series is usually raised compared with the F0
contour following sonorants and /v/, although individual
speakers differ in the degree of the dichotomy. F0 following
the aspirated series tended to be somewhat higher than that
following the unaspirated series, although again, speakers
varied somewhat. Ohde �1984� had a similar result for F0
following aspirated stops compared to F0 following the un-
aspirated voiceless stops in /s/-stop clusters in American
English.

In a study of Korean stops, Han and Weitzman �1970�
observed that the F0 contour following so-called weak stops
starts at a lower frequency than that following the strong
stops. These results are in line with the Jun �1996� results for
lenis stops v. tense and aspirated stops, described earlier.
However, neither Jun �1996� nor Han and Weitzman �1970�
specified whether a consistent difference occurred between
the aspirated and tense/strong stops. On the other hand, Xu
and Xu �2003�, in a study of Mandarin, compared F0 follow-
ing voiceless aspirated and unaspirated stops, and found that
F0 following the aspirated stops was lower than that follow-
ing the unaspirated stops. Francis et al. �2006� found the
same result for Cantonese. Thus, the results of studies com-
paring aspirated voiceless stops to unaspirated tend to show a
dichotomy, but the direction of the observed dichotomy is
not consistent.

As our literature review of production data shows, meth-
ods of studying the pitch-skip phenomenon have evolved
over the years, from studies that observe the average or
maximum F0 over an entire vowel to studies that observe the
time course, and from studies that give little consideration to
higher-level pitch phenomenon to studies that do consider
the interaction of segmental, lexical, and phrase-level F0.
While some details of the results of the summarized studies
are not consistent, it is clear that there is often a dichotomy
in the F0 contour on vowels following contrasting series of
obstruent consonants, and this dichotomy occurs in most, if
not all, languages that have been studied. The dichotomy is
not so much one of the slopes of the F0 contour at vowel
onset as much as it is one of the absolute difference in F0
over the first few tens of milliseconds of the vowel. Although
most studies indicate that the effect of obstruent consonants
on vowel F0 occurs for vowels that follow these consonants,
some studies have found evidence suggesting that, in the
right context, the F0 of preceding vowels can also be af-
fected.

2. Perception data

It has been shown through perception experiments that
perturbations to F0 associated with voicing contrasts of ob-
struents provide cues to a listener concerning the consonantal
voicing characteristics. For example, Haggard et al. �1969�
and Fujimura �1971� observed that listeners were more likely
to perceive a synthesized stop consonant as being voiceless
when it was followed by a high F0 than a low F0. Massaro
and Cohen �1976� observed a similar result for synthesized
fricatives. Furthermore, Whalen et al. �1993� reported that
listeners use the F0 cue even when voice-onset time is un-
ambiguous. Therefore, pitch skip is not just an interesting
artifact but a cue that speakers can extend or exaggerate to
strengthen the perceptual saliency of a voicing contrast.

Through careful manipulation of both the global F0 con-
tour and the portion of the F0 contour local to stop conso-
nants, Kohler �1985� used synthesized German words to
show that F0 prior to a stop consonant can also influence
whether the stop is perceived as being voiced or unvoiced.

3. Source of pitch skip

Theories as to why this dichotomy occurs fall into two
camps. Kingston and Diehl �1994� suggested that speakers
intentionally lower F0 following a voiced obstruent relative
to F0 following voiceless obstruents to signal the �+voice�
feature to listeners. On the other hand, the dichotomy may
simply fall out from the physiology or aerodynamics of ob-
struent production. For example, Halle and Stevens �1971�
suggested that F0 is modified by obstruents because the vo-
cal folds are stiffened to inhibit glottal vibration during a
voiceless obstruent and are slackened to facilitate glottal vi-
bration during a voiced obstruent. These stiffening or slack-
ening gestures then carry over into the adjacent vowel. This
view gained support from Löfqvist et al. �1989�, who found
that cricothyroid �CT� muscle activity increases for voiceless
consonants relative to voiced consonants. An increase in CT
activity increases the longitudinal tension of the folds, which
not only increases the frequency of vibration, but also inhib-
its voicing in certain situations �see, for example, Löfqvist
et al. �1989��.

Hombert et al. �1979� discussed the possibility of an
aerodynamic basis of pitch skip. Reduced transglottal pres-
sure at stop release would result in a lowered F0 for voiced
stops, while the increased airflow due to the spread vocal
folds of voiceless unaspirated stops would change the Ber-
noulli effect such that F0 is increased. However, for English
at least, the F0 perturbation can last up to 100 ms into the
following vowel, and therefore Hombert et al. �1979� ruled
out the possibility of an aerodynamic basis.

Kohler �1985�, on the other hand, disagreed with this
conclusion; in experiments with monotone recordings, he
found that there was no perturbation prior to a voiceless stop
consonant, but that there was a perturbation following such a
consonant. Because speakers were carefully controlling F0
to be constant, he claimed that the perturbation following the
consonant could not be due to a change in vocal-fold tension
but would have to be due to an intrinsic aerodynamic prop-
erty of stop releases. Note, however, that Kohler �1985� did
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not deny that vocal-fold tension can play a role in pitch skip.
Rather, he proposed that an effect of vocal-fold tension is
superimposed on an aerodynamic component, and because
the aerodynamic component is intrinsic, it always occurs. He
claimed, however, that the vocal-fold tension component will
be overridden in certain intonation environments, such as
monotone speech production.

Based on their study of Cantonese, Francis et al. �2006�
have also suggested that pitch skip is composed of both in-
trinsic and controlled components. In particular, they pro-
posed that in Cantonese, speakers sharply reduce the extent
to which vocal-fold tension in obstruents is allowed to over-
lap with following vowels, in order to preserve the tone of a
syllable, but suggested that in English, speakers extend the
influence of obstruents on following vowels as a way of en-
hancing a voicing contrast.

B. Current work

The work presented in this paper was undertaken as part
of a project to improve the generation of F0 contours in
rule-based speech synthesis by including physiological con-
straints implemented in the HLsyn speech synthesizer
�Stevens and Bickley, 1991; Hanson and Stevens, 2002�. In
HLsyn there is a parameter dc �delta compliance� that can be
manipulated to produce the effect of stiffening or slackening
the vocal folds. This parameter tends to either inhibit or fa-
cilitate glottal vibration during the obstruent consonants,
when there is a reduced transglottal pressure difference. A
change in dc for the consonant can carry over into the fol-
lowing vowel, and a perturbation due to dc is superimposed
on parameter f0 in the vowel �along with other f0 perturba-
tions due to intrinsic vowel effects and subglottal pressure�.

One of our goals was to quantify the shifts in F0 due to
obstruent effects and the time course of these shifts for dif-
ferent speakers. Previous studies have compared F0 contours
following voiced and voiceless obstruents but tend not to
compare these to contours following a neutral segment, that
is, a segment not expected to perturb the contour �but see
Hombert �1978� and Löfqvist et al. �1995��. Therefore, it is
difficult to use these data to model precisely how much F0 is
raised or lowered relative to its unperturbed value. A second
goal was to compare the effects of stop consonants to those
of fricatives; most previous studies have focused on stop
consonants only. A third goal was to observe the interaction
of phrasal intonation and obstruent intrinsic F0. Previous
studies have mainly looked at syllables carrying high-pitch
accents �but see Kingston and Diehl �1994� and Silverman
�1986��. However, if intrinsic obstruent F0 is due to CT ac-
tivity during obstruent production, in certain contexts such
activity would conflict with changes in vocal-fold tension
necessary to vary intonation. In this case, obstruent effects
on F0 might be more or less obvious in different F0 envi-
ronments. On the other hand, if speakers are intentionally
lowering F0 following voiced consonants, the obstruent ef-
fects on F0 should be similar in all pitch environments.

In the next section we describe the corpus, subjects, re-
cording procedure, and signal-processing methods for the
study, and in Sec. III we present the results. Section IV pre-

sents a discussion of the results and interprets them within
the framework of featural representation and enhancement
theory. Finally, we summarize our findings and present some
ideas for future work in Sec. V.

II. DATA COLLECTION AND PROCESSING

A. Corpus

Target syllables were formed by combining the conso-
nants and consonant clusters /m,v , t , f , s ,b ,d ,g ,ph , th ,kh ,
sp , st , sk/ with /im/ and /Äm/ to form 28 syllables. Shadle
�1985� reported that vowel intrinsic pitch was dependent on
sentence position. To test whether sentence position would
influence obstruent IF0, the target syllables in this study
were inserted into the carrier phrase “My �s�CVm is called
my �s�CVm again.” The target syllables in each sentence
were identical. In order to get the target syllables produced in
different F0 environments, it was intended �by the experi-
menter� that the subjects produce the sentences with three
intonation contours and two phrase-level prominence2 pat-
terns:

�1� Both target words are prominent. We intended speakers
to produce pitch-cued prominence on the target words,
with high F0 on the first target word, followed by a fall
in F0 to the second target word, followed by a rise in F0
through the last word �“again”�.

�2� As with �1�, it was intended �by the experimenter� that
the target words would be produced with pitch-cued
prominence; however in this case F0 would be higher on
the first “my” than on the first target word, followed by a
rise in F0 to the second target word, followed by a fall in
F0 through the last word �“again”�.

�3� Ideally, neither target word would be prominent; rather
the F0 contour would remain flat throughout the sen-
tence until the last word, when F0 would be increased,
reaching a peak in the second syllable of “again,” to
result in pitch-cued prominence on that word.

Schematics of the intended intonation contours are illustrated
in Fig. 1.

We are purposely avoiding the use of terms associated
with a particular intonational labeling system, such as pitch
accent, under the belief that it is not relevant whether sub-
jects produce prominences that are judged by listeners to be
pitch accented or not; what is important is that the words
were produced when the subject was also producing either
high, low, or neutral F0, for whatever reason.

In sum, the goal was that there would be 84 sentences in
the corpus; that each target word would occur in either high,
low, or neutral F0 environment; and that each target word
would occur in either early or late sentence position. We say
more about how subjects were prompted to produce the in-
tended F0 contours and prominence patterns, and about how
successful our attempts were, in Secs. II C and II D 3.

B. Subjects

There were five female and five male subjects, all adults
and all native speakers of American English. Nine of the
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subjects �including the author� were experienced as subjects
in speech experiments �subject M5 was not experienced�.
Two of the subjects �F5 and M5� spent some of their early
years in countries where English is not the native language
but spoke English with no discernible accent. Except for the
author, the subjects were paid for participating in the experi-
ment.

C. Recording

Recordings were made in a sound-attenuated booth, ei-
ther to digital audiotape �DAT� �48 000 samples /s� or di-
rectly to a hard drive �16 000 samples /s�. Subjects were
seated about 8 in. �20.3 cm� from an omnidirectional micro-
phone. Prior to the recording, the experimenter demonstrated
the intonation contours, and the subjects practiced producing
a subset of the sentences until they were comfortable with
the intonation contours and the target syllables. During the
recording, each of the 84 sentences in the corpus was pro-
duced six times, yielding 504 utterances. To make the record-
ing session easier for the subjects, blocks of 28 utterances
were produced with a single intonation contour. The experi-
menter demonstrated the intonation contour at the beginning
of a block, and the subject practiced it a few times before
restarting the recording. Subjects could view a schematic of
the desired contour throughout the block. Overall, subjects
found contours 1 and 2 to be easy to produce, while contour
3 was somewhat unnatural. Subjects did not produce the
same contour for consecutive blocks. Sentences were ran-
domized within each block, and the randomizations were dif-
ferent for each subject. Care was taken so that a given target
word occurred no more than once in the first or last position
of a block. Subjects took a short break between each block
and were offered the chance to take longer breaks as needed.

D. Processing

The data were downsampled to 10 000 samples /s using
MATLAB software. Further processing was performed as fol-
lows.

1. Computation of F0 contours

The PRAAT software was used to label pitch periods. An
autocorrelation-based algorithm included with Praat was
used to estimate the pitch periods. These estimates were then
corrected manually. The labels were converted to F0 con-
tours and smoothed using software written in the C program-
ming language �Xu, 1999�. The smoothing algorithm com-
pared each point in the F0 contour to its two neighbors; if the
point was either higher than or lower than both of its neigh-
bors �by 0.1 Hz or more�, it was replaced by the average of
the two neighbors. This method is effective for removing
spikes that sometimes occur in F0 contours at the transition
from one segment to the next. The smoothed F0 contours
were then resampled at 5-ms intervals using linear interpo-
lation.

2. Labeling of vowel onset

For each utterance, the starting time t0 of the vowel in
the target syllables was identified and tabulated. For the nasal
and the voiced fricatives, t0 was aligned with the release of
the supraglottal constriction as identified by observations on
the waveform and spectrogram. Specifically, for nasals we
looked for changes in the waveform and spectrogram that
indicated that formants higher than F1 were being more
strongly excited; in the waveform, this stronger excitation
manifests itself as higher frequency modulations on the F1
oscillations, and in the spectrogram it manifests as stronger
energy at high frequencies. The CV transition for a nasal to a
vowel was generally quite easy to label. For the voiced fri-
catives, we looked for points in the waveform where ampli-
tude began to increase rapidly and the waveform became
more periodic and less noisy. In the spectrogram these same
properties were a rapid increase in energy and a switch from
noise to harmonic excitation at high frequencies. In some
cases the voicing ceased partway through the voiced frica-
tives. In these cases, t0 was labeled at voice onset. For the
stops and the unvoiced fricatives, t0 was labeled at the onset
of voicing. For voiced stops that were voiced throughout
�meaning that voicing continued from the closure right
through the release and into the vowel�, t0 was labeled at the
point following the burst where the amplitude of voicing
began to increase rapidly �similar to the way that voiced
fricatives were labeled when they were voiced throughout�.

3. Contour analysis

The F0 contours were evaluated to determine if subjects
were successful in producing the target words in the desired
F0 environments, and if they were consistent in doing so.
This evaluation was purely visual and was performed by the
author and some undergraduate students who assisted in the
data processing.

The F0 contour for each utterance was examined and
compared to the F0 contours for other tokens of the same
sentence. Subjects were remarkably consistent with regard to
utterance duration and shape of the F0 contour. Figure 2
shows the individual tokens for contours 2 and 3 of subject
F1, target syllable “pom,” limited to the target words in late
sentence position. For contour 3, the target word was pro-

TW1

TW2

TW1

TW2

TW1 TW2

FIG. 1. Schematics of the F0 contours that the subjects were intended to
produce. The abbreviations “TW1” and “TW2” refer to “target word 1” and
“target word 2.” See the text for more details.
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duced in a neutral pitch environment, and it can be seen that
there is little variation in average F0 among the tokens. For
contour 2, the target word was produced in a high-pitch en-
vironment; here we observe a similar shape of the contours
but great variability as to the maximum F0 at midvowel.
This variability in maximum F0 was common for the words
produced in high-pitch environment for both contours 1 and
2, and for all speakers. Note, however, that for this speaker,
five of the contours cluster relatively closely together, while
one of them deviates quite a bit from the others. Such outli-
ers were not included in the analysis. Closer analysis re-
vealed that token 1 was frequently an outlier, suggesting that
the first round through each intonation contour was a kind of
warmup for the speakers. In the later rounds the subjects
were more comfortable with the target words and the intona-
tion contours, and were therefore more consistent and natural
in their productions. For this reason, the first repetition of
each sentence �i.e., the first 84 sentences recorded� was not
used for analysis, unless one of the later tokens �tokens 2–6�
of the sentence was not usable. In the latter case, token 1 was
used only if it did not deviate markedly from the other to-
kens. We note again that these judgments were purely sub-
jective, based on visual inspection, but we are confident that
we avoided the inclusion of outlier tokens.

Figure 3 compares intonation contour 1 for each speaker.
Token 5 of the sentence “My mom is called my mom again”
was used to generate the F0 contours. As intended, the first
target word is produced with an F0 that is higher than that of
the second target word. There is a great deal of variability
among the subjects in the shape of the peak, the maximum
F0, and the total F0 range. However, all the subjects seem to
align their maximum F0 at or near the end of the vowel.
Thus, all subjects produce a rising F0 on the vowel, but the
degree of the rise varies greatly. Also, as intended, the sec-
ond target word is produced with an F0 that is low in each
speaker’s pitch range, and that is lower than the word
“again.”

A similar plot for contour 2 is presented in Fig. 4. The
F0 of the first target word is produced low in a speaker’s
pitch range, and F0 of the second target word is high in their
range. Again, the maximum F0 is aligned at or near the end

of the vowel, and there is great variety among the speakers as
to the F0 range and shape of the peak. Finally, Fig. 5 shows
examples of contour 3 for each speaker. The speakers all
produced a level F0 contour up to the last word of the sen-
tence, as hoped, but comparison with Figs. 3 and 4 show that
F0 on the target words is about the same as the F0 produced
in the low-F0 environment. Thus, we were not successful in
getting an F0 that was intermediate between the high and
low F0.

Subjects F5 and M5 were the least experienced at speech
production experiments, but based on the contours in Figs.
3–5 their F0 contours are not grossly different from the more
experienced subjects. In fact F5’s contours are quite similar
to those of F2, who is quite experienced. Similarly, M5’s
contours closely resemble those of M2, another well-
experienced subject.

4. Averaging of F0 contours

For each subject, the F0 contours for tokens 2–6 of each
sentence were aligned at the sample occurring closest to t0

�recall that the F0 contours were sampled at 5-ms intervals,
while t0 is essentially a continuous variable�. The contours
were averaged at points for which more than half of the
contours had an F0 estimate �at other points the average F0
was discarded; these points were generally during obstruent
closures when voicing ceased, but also sometimes at the ends
of voiced segments when one token might be longer than
others�. Note that this alignment and averaging was done
twice for each sentence: once for the first target syllable and
once for the second target syllable. Informal observations of
the averaged data for each sentence indicated that the data
could be further reduced within a given intonation contour
by averaging across place of constriction and across vowel.
That is, while future work may show that there are signifi-
cant differences in the magnitude of pitch skip due to vowel
intrinsic pitch or to place of articulation, the general effect
appears to be the same despite vowel or place, and we focus
on that general effect in this paper. Averages across subject
were also obtained, once for male subjects only and once for
female subjects. For both of these additional types of average
F0 contours—place/vowel and subject—averages were com-
puted at points for which more than half of the contours had
an F0 estimate. Thus, points in an average F0 contour across
place and vowel include 5–10 data points for /m/, 10–20 for
the fricatives, and 15–30 for the stops. Each point in an
average F0 contour across subject includes 25–50 data points
for /m/, 50–100 for the fricatives, and 75–150 for the stops.

5. Normalization of F0 contours

While F0 values at midvowel were not always observed
to be the same across the voiced and unvoiced obstruents,
they also did not seem to have systematic differences, as has
been reported for some languages �e.g., see Jun �1996� and
Cho et al. �2002��. This observation leads us to believe that
in general, English speakers have the same target F0 at mid-
vowel for vowels following voiced and unvoiced obstruents.
To prevent small differences in F0 at midvowel from obscur-
ing or exaggerating obstruent effects at vowel onset, the F0
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FIG. 2. F0 contours for the target syllable “pom” in late sentence position.
Solid lines indicate contour 2 and dashed lines indicate contour 3. The
speaker is subject F1.
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contours for the obstruent data were normalized in frequency
to be similar to the F0 contours for the baseline /m/ data at
midvowel. Normalized F0 at each point is

F0˜�n� = F0�n� + Nnasal − Nobstruent,

Where n=sample point, Nnasal=normalization factor for the
baseline nasal, and Nobstruent=normalization factor for the ob-
struents.

The normalization factor N is obtained by averaging the
F0 contour over a 50-ms window centered at either the peak

F0 �most target syllables carrying a high F0� or 100 ms into
the vowel �target syllables carrying low or neutral F0, for
which the F0 contour tended to be flat, and target syllables
carrying high pitch for which the F0 is flat or slopes down
into the vowel�. �The choice of 100 ms was based on our
observations of where speakers tended to have their maxi-
mum F0.� Separate normalization factors were computed for
contours averaged �1� across token, �2� across place, and �3�
across subjects. Examples of this normalization are shown in
Fig. 6.
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FIG. 3. Examples of the sentence “My mom is called my mom again” produced with intonation contour 1. The F0 contour for token 5 is shown for each
subject. Female subjects are in the left column and male subjects are in the right column. �Note that these are “raw” F0 contours, which do not include the
smoothing and manual corrections that were applied to the F0 contours used for the analysis.�
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III. RESULTS

We first present results based on F0 contours averaged
across subject �divided into male and female subjects�. These
results give us a general picture of the pitch-skip phenom-
enon. However, while all of the subjects exhibit the same
general pattern, differences in the details of this pattern occur
among them. Therefore, following the presentation of the
general, across-subject results, we more closely examine the
results for individual speakers.

A. Averages across subjects

Average F0 contours for the voiced and voiceless ob-
struents and the nasal consonant in the three pitch environ-
ments are summarized in Figs. 7–9.3 Beginning with Fig. 7,
the obstruents in high-pitch environment, we note that, as
expected, F0 following the voiceless obstruents is raised
relative to that of the voiced obstruents and the nasal conso-
nant for about 100 ms into the vowel. However, F0 follow-
ing the voiced obstruents tends to closely trace the baseline
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FIG. 4. Examples of the sentence “My mom is called my mom again” produced with intonation contour 2. The F0 contour for token 5 is shown for each
subject. Female subjects are in the left column and male subjects are in the right column. �Note that these are raw F0 contours, which do not include the
smoothing and manual corrections that were applied to the F0 contours used for the analysis.�
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F0 following the nasal consonant, whereas one might have
expected it to be lowered relative to the baseline �see Sec.
I A 1�. These results are consistent for both stop and fricative
obstruents and for male and female speakers. Thus, assuming
that the nasal consonant is truly neutral, it would seem that
pitch skip is a phenomenon that applies only to voiceless
obstruents and the vowels that follow them. We note also that
there is little difference between the aspirated and unaspi-
rated stop consonants.

We can also compare the results for the target syllables
that occur early and late in the utterances. It appears that

pitch skip occurs to a lesser degree for the target syllables
late in the utterances. It is not clear if this effect is truly a
function of syllable position because we note that the base-
line F0 starts about 40 Hz higher for the late syllables than
for the early syllables. For the female subjects, the maximum
pitch in the target syllable is lower for the late syllable than
for the early syllable. These two observations suggest that
location in the pitch range or pitch excursion could also be a
factor. We return to this point in the next section.

The F0 contours for the consonants in low-pitch envi-
ronment �Fig. 8� seem to tell another story. There are few
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FIG. 5. Examples of the sentence “My mom is called my mom again” produced with intonation contour 3. The F0 contour for token 5 is shown for each
subject. Female subjects are in the left column and male subjects are in the right column. �Note that these are raw F0 contours which do not include the
smoothing and manual correction that were applied to the F0 contours used for the analysis.�
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differences among the F0 contours for voiced and voiceless
consonants, except in the first 10–15 ms, and those differ-
ences that occur are quite small. Again, this result is consis-
tent for both male and female speakers and both stop and
fricative consonants. The results for the consonants in the
neutral pitch environment �Fig. 9� are nearly identical to
those for the low-pitch environment. This similarity between
the low and neutral F0 results is not surprising, given that the
subjects produced similar F0 values for these target syl-
lables. The contrast of the results for low and neutral F0 with
those for the obstruents in high-pitch environment is quite
striking. As Kohler �1982� suggested, there appears to be an
interaction of segmental and phrase-level F0 effects; we dis-
cuss this result further in Sec. IV.

B. Comparisons among individual subjects

While the data for most of the subjects are qualitatively
similar to the average F0 contours presented in Sec. III A,
the details of the effects differ somewhat among the subjects.
Although we do not think that these variations weaken the
general result, it is worth acknowledging and describing
them.

1. Degree of pitch skip in the three F0 environments

The general result is that pitch skip occurs in high-F0
environment for unvoiced obstruents only. However, some
speakers deviate from this model in certain ways. For subject
M1, the F0 contour following voiceless obstruents is only
slightly higher than the baseline in all three F0 environ-
ments, as illustrated in Fig. 10 for fricatives early in the
utterance. While it was generally true that F0 following
voiced obstruents in a high-pitch environment closely fol-
lowed the baseline F0 �following /m/�, some subjects did
exhibit an F0 that tended to be higher or lower than that
following /m/ in certain environments. For example, subject

F3’s F0 following voiced obstruents early in an utterance
tended to be lower than that following /m/, as illustrated in
Fig. 11 for fricatives.

2. Aspirated stops v. unaspirated stops

Four of the subjects �F1, F2, F3, and M3� did show
some difference between aspirated and unaspirated stops. For
all four, F0 following aspirated stops tended to be somewhat
higher than that following unaspirated stops when the target
syllables occurred early in the utterance. Subjects F2 and M3
also exhibited this effect for the syllables occurring late in
the utterances. Subject M3 displayed a particularly large ef-
fect, as seen in Fig. 12. Both the direction of the dichotomy
and the variability among speakers are in line with previ-
ously reported data from Danish �Jeel, 1975; Reinholt Pe-
tersen, 1983� and American English �Ohde, 1984�, described
in Sec. I A 1.

3. Utterance position effect

In Sec. III A we mentioned that the degree of pitch skip
in the high-F0 environment appeared to be stronger when the
target syllables occurred early in the utterance than when
they occurred later �see Fig. 7�. Observation of the data for
individual speakers suggests that most subjects do show
some degree of change as a function of position �i.e., a
smaller degree of pitch skip for late syllables�, but the size of
this change varies greatly across subjects. Figure 13 includes
comparisons of F0 contours in early and late positions fol-
lowing fricatives for three subjects—M3 �no change with
position�, F1 �intermediate change with position, compared
to other subjects�, and M4 �extreme change with position,
compared to other subjects�. However, utterance position
may not be the actual or only source of this apparent effect.
We have observed for the baseline /mVm/ syllables that the
maximum F0 in the vowel �F0max� tends to be lower in a
subject’s pitch range on the later syllables, while the F0 at
vowel onset �F0�t0�� tends to be higher in a subject’s pitch
range. That is, for syllables starting with /m/ in a high-F0
environment, the pitch excursion �F0m=F0max−F0�t0� is
more compressed for the target syllables late in the utter-
ances than early in the utterances. There is, in effect, less
“room” for pitch skip to occur.

This effect is illustrated in Fig. 14. Figure 14�a� is a bar
chart comparing the pitch excursions �F0m

Early and �F0m
Late

�averaged across vowel� for the /mVm/ syllables in the early
and late positions, respectively, for each subject. Only one
subject �M3� has a larger pitch excursion for the late syllable
than for the early syllable. Figure 14�b� is a bar chart show-
ing the difference in pitch excursion �F0m

Late−�F0m
Early for

each subject. As expected from part �a�, the difference is
negative for all subjects but M3. The two subjects showing
the smallest differences �F2 and M3� are also the subjects
least likely �as judged by the author� to show a change in
degree of pitch skip for early v. late utterance position. What
is most striking about part �b� is the degree of variation
among the subjects, from subject F4 whose pitch excursion
is compressed by almost 120 Hz, to subject M3, whose pitch
excursion expands slightly. We note also that these changes
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in pitch excursion may be more perceptible for speakers with
lower F0 ranges �100–150 Hz� than for speakers with
higher-F0 ranges �200–400 Hz�. Clearly there is a great deal
more analysis that could be done to investigate the interac-
tion of utterance position and pitch range in pitch skip.

IV. Summary and Discussion

The results can be broadly summarized as follows:

�1� When a �s�CVm syllable is in a high-pitch environment,
F0 is greatly increased relative to a baseline F0 follow-
ing voiceless obstruents, but F0 closely follows �or is
only slightly higher than� the baseline following voiced
obstruents.

�2� When a �s�CVm syllable is in a low-pitch environment,
F0 is very slightly increased relative to a baseline fol-
lowing all obstruents.

These general results are consistent for both male and female
subjects and both stop and fricative consonants. Details such
as the degree of pitch skip �both in time and frequency� vary
somewhat across subject, indicating that a model of this phe-
nomenon should include speaker-specific parameters. In ad-
dition, an apparent effect of utterance position or pitch ex-
cursion was observed. Quantification of obstruent F0 then
appears to be complicated, and must include considerations
of speaker characteristics, prosodic stucture, and global as

well as local F0 environments. Our original goal to quantify

pitch shifts due to obstruent consonants turns out to have

been somewhat naive. And yet, although we have not
achieved that goal, our results have implications for models
of speech production �Sec. IV A�, which may be more rel-
evant for improving speech synthesis than the original goal.
Such an occurrence is common in research related to formant
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FIG. 7. F0 contours of target syllables in high-pitch environment, averaged across place of articulation and vowel for �a� female and �b� male subjects. The
first column shows the contours for target syllables occurring early in the utterances, and the second column shows the contours for target syllables occurring
late in the utterances. Each point in a contour includes 25–50 data points for /m/, 50–100 data points for the fricatives, and 75–150 for the stops.
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or articulatory synthesis: insight is provided to issues of
speech communication as synthesis is improved.

A. Interpretation of results

Because F0 following voiced stops is not lowered rela-
tive to that of /m/, it is probably not the result of a gesture
intended to enhance the saliency of the �+voice� feature
�Kingston and Diehl 1994�. A more likely cause of the pitch
skip observed in this data set is an increase in active vocal-
fold stiffening during the voiceless obstruent consonants that
carries over to the following vowel �Halle and Stevens,
1971; Löfqvist et al., 1989�, that is, an intrinsic effect that
falls out from gestural overlap between a voiceless obstruent
and a vowel that follows it. �We note, however, that an in-
trinsic effect can then be intentionally exaggerated by speak-
ers to enhance the intended phonological contrast.� We pro-

pose that the observed difference between high- and low-
pitch contexts occurs because of conflicts between the
segmental and prosodic levels of speech production. The fact
that we only observed a large effect in high-pitch environ-
ments is further support for the claim of Halle and Stevens
�1971�: high F0 in a vowel is in accord with vocal-fold stiff-
ening in the preceding obstruent, so the gestural overlap in
that case results in increased F0 at the vowel onset. How-
ever, when prosody demands low pitch in a vowel, a conflict
with a stiffening gesture of a preceding voiceless obstruent
arises; in such a case, the prosodic gesture trumps the seg-
mental gesture, and the F0 contour is either not perturbed or
perturbed to a degree that is probably not perceptible.

One might question the likelihood of a feature having a
defining gesture that is so vulnerable to annihilation due to
overlap with prosodic gestures. We suggest that this conun-
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FIG. 8. F0 contours of target syllables in low-pitch environment, averaged across place of articulation and vowel for �a� female and �b� male subjects. The
first column shows the contours for target syllables occurring early in the utterances, and the second column shows the contours for target syllables occurring
late in the utterances. Each point in a contour includes 25–50 data points for /m/, 50–100 data points for the fricatives, and 75–150 for the stops.
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drum and our results can be explained within the framework
of enhancement theory �Keyser and Stevens, 2006�. Accord-
ing to this theory, a speech segment is defined as a bundle of
binary features. A feature is defined as having a defining
gesture and a corresponding defining acoustic characteristic.
At the phonological planning stage, an utterance is com-
prised only of such bundles, but features are flagged if they
are to occur in the context of other segmental features or
prosodic elements that weaken their defining gestures and
thus threaten the saliency of their defining acoustic charac-
teristics. Features that are flagged as being vulnerable are
reinforced with enhancing gestures. Enhancing gestures tend
not to be subject to weakening or annihilation by overlap;
they are specifically chosen to enhance the acoustic cues
without fear of weakening. In such a scenario, our data can
be explained as follows:

• In English, the voicing feature for obstruents is �stiff�, and
the defining gesture is stiffening of the vocal folds. This
stiffening leads to inhibition of vocal-fold vibration during
voiceless obstruents �Halle and Stevens, 1971�. �Note that
the same gesture during a vowel leads to an increase in
F0.�

• The contrast between �+stiff� and �−stiff� is threatened
when �+stiff� occurs in the context of a low F0 and when
�−stiff� occurs in the context of a high F0. The contrast is
thus made more salient through the use of enhancing ges-
tures, specifically vocal fold spreading during voiceless
obstruents �inhibiting vocal-fold vibration� and active ex-
pansion of the vocal tract during voiced obstruents �facili-
tating vocal-fold vibration� �Svirsky et al., 1997�. We note
that spreading of the folds will be used as an enhancement
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FIG. 9. F0 contours of target syllables in neutral pitch environment, averaged across place of articulation and vowel for �a� female and �b� male subjects. The
first column shows the contours for target syllables occurring early in the utterances, and the second column shows the contours for target syllables occurring
late in the utterances. Each point in a contour includes 25–50 data points for /m/, 50–100 data points for the fricatives, and 75–150 for the stops.

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Helen M. Hanson: Pitch skip revisited 437



for voiceless obstruents even in high-F0 environments.
Likewise, vocal-tract expansion might occur even in
low-F0 environments. While those claims may seem coun-
terintuitive, the point of enhancement is to make contrasts
more salient, and thus speakers may use enhancements for
�+stiff� in an environment where �−stiff� is weakened, and
vice versa.

• Because of these enhancing gestures, gestures related to
prosodic elements can override the defining segmental ges-
tures in these cases, yet the saliency of the voicing contrast
is preserved.

In contrast to features, which are believed to be universal in
terms of both their defining gestures and acoustics, enhanc-
ing gestures are language specific �Keyser and Steven, 2006�.
Therefore, we emphasize that the proposed model of pitch
skip is specific to English. Other languages may use the fea-
ture �stiff� contrastively; however, the acoustic manifestation
could differ depending on how enhancing gestures are em-
ployed. For example, many tone languages include stop con-
sonants, but the degree of observed pitch skip can vary
greatly: Francis et al. �2006� reported that F0 perturbations
are limited to the very early portion of the vowel in Can-
tonese �about 0–10 ms�; Hombert �1977� reported perturba-
tions that extend somewhat further into the vowel for Yoruba
�about 50 ms for mid and low tones, and up to 100 ms for
high tones�; Kenstowicz and Park �2006� reported perturba-
tions that extend at least until midvowel in Kyungsang Ko-
rean �specific times not provided�. Francis et al. �2006� ar-
gued that Cantonese speakers intentionally limit the duration
of pitch skip to protect the tone contrasts �see our interpre-
tation below�. On the other hand, the Kyungsang Korean
speakers described by Kenstowicz and Park �2006� seem to
have embraced the F0 perturbation as a means of shoring up
the three-way unvoiced stop contrast, despite the competing
demand of tonal contrasts on F0.

B. Implications for other studies

Our interpretation of the data within the theory of en-
hancement and overlap has implications for data reported in
other studies. In Sec. I A 1 we described Korean data re-
ported by Jun �1996�. Although all three series of Korean
stops are described as being unvoiced �underlyingly�, an F0
dichotomy was observed at vowel onset following lenis
stops, on the one hand, and tense or aspirated stops on the
other. In our view, this finding suggests that the pitch-skip
phenomenon is not due to voicing per se but to the manner in
which voicing or its cessation is brought about. We would
claim that a feature defining the lenis stops in Korean is
�−stiff�, while �+stiff� is a feature of the other two series of
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FIG. 10. F0 contours of target syllables occurring early in an utterance in
high, low, and neutral F0 environment, for subject M1. Note that the voice-
less obstruents exhibit a similar degree of pitch skip in all three F0 envi-
ronments, contrary to the general results obtained by averaging across sub-
ject. Each point in a contour includes 5–10 data points for /m/ and 10–20
data points for the fricatives. Error bars indicate the standard error. �Con-
tours for the obstruents are offset slightly along the time axis to improve
clarity.�

0 20 40 60 80 100
200

250

300

350

time (ms)

F
0

(H
z)

Subject F3: High F0 environment

m
z, v
s, f
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FIG. 12. F0 contours of target syllables occurring early in an utterance in
high-F0 environment for subject M3. While most subjects did not show
much difference between F0 following aspirated and unaspirated stop con-
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stops. Further differentiation of the aspirated and tense stops
would be due to the former having the feature �+spread�,
while the latter has the feature �−spread�. �The feature
�spread� would not be defined for lenis stops.� Our interpre-
tation of these Korean data is similar to the theory of Kim
�1965� that proposes “tensity” as a feature independent of
voicing and is similar in spirit to a proposal in Cho et al.
�2002�.

In their study of Cantonese, Francis et al. �2006� sug-
gested that if pitch skip is intended to enhance a voicing
contrast �Kingston and Diehl, 1994�, it would be unlikely to
be manifested in Cantonese because �1� there is no voice
contrast and �2� it would interfere with lexical tone. While
Francis et al. �2006� did observe a dichotomy between the
aspirated and unaspirated stops in Cantonese, the effect was
much smaller than in English, both in absolute difference and
duration. This result was interpreted by them to indicate that
while there was some intrinsic basis for pitch skip, the Can-
tonese speakers curtail this effect so as not to let it interfere
with lexical tone. However, from our point of view, the fea-
ture that defines the contrast between aspirated and unaspi-

rated stops in Cantonese would be �spread�, not �stiff�, and
therefore, all else being the same, we would not expect to see
a difference in the F0 of vowels following these obstruents.
That Francis et al. �2006� did see a small effect may be due
to other factors, such as aerodynamics, as suggested by Xu
and Xu �2003� for Mandarin, or perhaps as a result of vocal-
fold stiffening used to enhance voicelessness during the pro-
duction of the unaspirated stops.

Similarly, our theory is in line with the observations of
Kohler �1982� on medial stop consonants if one assumes that
�stiff� is a feature for German stop consonants. When F0 is
rising, the vowel F0 preceding the consonant is presumably
low, and reduced vocal-fold stiffness during the vowel pre-
cludes the stiffening that might have occurred during the
early phase of a voiceless consonant. Therefore, no effect of
obstruent voicing is observed in the F0 of the preceding
vowel. However, when F0 is falling, the relatively high F0
preceding the consonant does not conflict with stiffening of
the folds early in the consonant and the pitch dichotomy is
observed, while the drop in F0 for the following vowel
masks the effects of stiffening later in the consonant.
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FIG. 13. F0 contours of target syllables occurring early and late in an utterance in high-F0 environment for subjects M3, F1, and M4. Subject M3 shows a
similar degree of pitch skip across utterance position; subject F1 shows a reduced degree of pitch skip for syllables in late position, and subject M4 exhibits
almost no pitch skip in late position. Each point in a contour includes 5–10 data points for /m/ and 10–20 data points for the fricatives. Error bars indicate the
standard error.
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V. FUTURE DIRECTIONS

Certain predictions fall out from our model of pitch skip
and are worth pursuing in future work. First, if implementa-
tion of a feature �stiff� is the source of pitch skip observed in
most languages, the degree of pitch skip observed in vowels
that either precede or follow unvoiced obstruents will depend
on where F0 falls in a speaker’s F0 range during those vow-
els. Therefore, a more complete test of this theory will ob-
serve obstruent effects on F0 contours that both rise and fall
going into the obstruent. In addition, the effects should be
observed on F0 contours that are neither rising nor falling,
but rather constant at both low and high F0.

Likewise, our model predicts certain effects of F0 envi-
ronment on the phonetic voicing of obstruents. For example,
one might expect /b,d,g/ to show a lesser degree of vocal-
fold vibration during the closure interval in a high-F0 envi-
ronment than would be observed in a low-pitch environment.
Preliminary data from two speakers support this prediction
�Hanson, 2004�.

As we have suggested, because pitch skip occurs consis-
tently yet differently in the world’s languages, studies of
pitch skip can provide insight to models of speech produc-

tion, speech perception, and sound change. Therefore, future
studies of pitch skip will be most beneficial if they compare
data across languages. Production and perception in bilingual
speakers may be particularly insightful to studies of how
different languages use enhancing gestures and acoustic cues
to increase the saliency of universal feature contrasts.
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I. INTRODUCTION

For a given signal-to-noise ratio �SNR�, normal-hearing
subjects can identify speech better when it is presented in an
amplitude-modulated noise background than in a steady
noise background �Festen and Plomp, 1990�. Similarly,
speech reception thresholds �SRTs� for normal-hearing sub-
jects are lower in modulated noise than steady noise �Du-
quesnoy, 1983; Peters et al., 1998�. This improvement in
performance when listening in modulated noise has been
termed “masking release.” Masking release is thought to
arise because subjects can listen to signal portions where the
masker level is low and so the short-term SNR is high. This
strategy has been labeled “listening in the dips.”

For this strategy to be successful, temporal dips that
contain information about the signal must be identified. One
cue for identification could be a reduction in the modulation
depth of the combined signal, though this cue is unlikely to
be very salient, especially at low SNRs. Another possible cue
is the change in temporal fine structure �TFS� in the dips of
a masker when there is a signal present. This could allow
identification of portions of the sound with the highest SNR.
For this strategy to be successful, at least some of the TFS
information about the target speech must be preserved, both
in the physical signal and by the peripheral auditory system.

For subjects with cochlear hearing loss and cochlear im-
plant users, masking release is often small or absent �Festen
and Plomp, 1990; Peters et al., 1998; Nelson et al., 2003;
Lorenzi et al., 2006�. Such subjects perform similarly when
listening in steady and modulated noise. There are several
possible reasons for this reduced ability to benefit from the
dips in a masker.

�1� Hearing-impaired subjects often have broader auditory
filters than subjects with normal hearing �Glasberg and
Moore, 1986�. Cochlear implants often have a small

number of effective channels. This could reduce masking
release in backgrounds that are modulated asynchro-
nously across frequency, such as competing speech, be-
cause of increased spread of masking, which may mean
that signals in the dips of a masker at one frequency are
masked by masker components at nearby frequencies
that are higher in level.

�2� Hearing-impaired subjects and cochlear implant users
are often more susceptible to forward masking than
normal-hearing subjects �Glasberg et al., 1987�. Peaks in
a modulated masker would elevate the threshold in the
following dips, making signal identification more diffi-
cult.

�3� Current cochlear implant processors discard much TFS
information, and subjects with moderate cochlear hear-
ing loss have a reduced ability to use TFS information
�Lorenzi et al., 2006; Hopkins and Moore, 2007; Hop-
kins et al., 2008�. TFS information may be important for
identifying a signal in the dips of a fluctuating masker, as
discussed above. This hypothesis is supported by data
from Lorenzi et al. �2006�. They measured the ability of
hearing-impaired subjects to identify vowel-consonant-
vowel �VCV� syllables processed to remove envelope
information but to leave TFS information nearly intact.
They found that the ability to identify these VCV syl-
lables was correlated with masking release measured for
intact VCV syllables in steady and amplitude-modulated
noise.

Here we investigated the importance of TFS information
for masking release, to test whether a reduced ability to use
TFS information could explain the reduced masking release
measured for hearing-impaired subjects and cochlear implant
users. We used normal-hearing subjects and tone-vocoder
processing, so that the effect of manipulating TFS informa-
tion could be investigated without the possible confounding
effects of changes in forward masking and frequency selec-
tivity. The amount of TFS information that was preserved
from the original signal was varied by vocoding information

a�Author to whom correspondence should be addressed. Electronic mail:
kh311@cam.ac.uk
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above a “cut-off channel” �CO� but leaving lower frequency
information intact �Hopkins et al., 2008�. The value of CO
was varied, and performance was measured for both steady
and amplitude-modulated noise.

II. METHODS

A. Subjects and materials

Ten normal-hearing subjects were tested. Subjects had
thresholds of 15 dB hearing level �HL� or less at standard
audiometric frequencies, and were paid for their time. The
target speech for both training and testing was IEEE sen-
tences �Rothauser et al., 1969�, spoken by a male native
British English speaker. Sentences were presented in noise
that had the same long-term spectrum as the target speech.
The noise was either steady or amplitude modulated at a rate
of 8 Hz. The modulation was sinusoidal on a decibel scale
with a peak-to-valley ratio of 30 dB. The equation specifying
the modulated noise was

F�t� = N�t� � 1030�sin�2�8t�−1�/40, �1�

where N�t� was the waveform of the unmodulated speech-
shaped noise.

This combination of modulation rate and depth was cho-
sen because pilot studies showed that these parameters led to
a large amount of masking release with unprocessed stimuli,
for the sentence material chosen for this study.

B. Processing and equipment

Processing was similar to that described by Hopkins et
al. �2008�. Speech and noise were summed at the required
SNR and filtered into 32 channels using an array of finite-
impulse-response filters, equally spaced on an ERBN-number
scale �Glasberg and Moore, 1990� between 100 and
10 000 Hz. The order of each filter was chosen so that its
frequency response was approximately −6 dB at the point
that the response intersected with the response of adjacent
filters. Each filter was approximately 1-ERBN wide, so that
the filter bank roughly simulated the frequency selectivity of
the normal auditory system. Channels up to and including a
‘cut-off channel’ �CO� were not processed further, whereas
channels above CO were tone vocoded. The Hilbert trans-
form was used to find the analytic signal for each channel
signal and the envelope was calculated as the absolute value
of each analytic signal. Each channel envelope was used to
modulate a sine wave with frequency equal to the channel
center frequency. Each modulated tone was subsequently fil-
tered with the initial analysis filters. Consequently, envelope
fluctuations with frequencies greater than half of the channel
bandwidth were attenuated. The unprocessed channel signals
and vocoded signals were time aligned and then combined.
All signals were generated with a high-quality 16 bit PC
soundcard �Lynx One� at a sampling rate of 22 050 Hz,
passed through a Mackie 1202-VLZ mixing desk and pre-
sented to the subject monaurally via Sennheiser HD580
headphones. Subjects were seated in a double-walled sound-
attenuating chamber. The target speech was presented at a
constant level of 65 dB SPL, and the level of the noise was
varied to give the required SNR.

C. Training

A period of training was conducted before testing to
allow familiarization with the vocoder processing and the
procedure. Eleven IEEE lists were presented with a fixed
SNR for each list. The first list had CO=32 �corresponding
to unprocessed signals� and steady noise, and each of the
conditions was subsequently tested in a random order. For
each list, the SNR was chosen to give performance of around
50%–80% correct. At the end of the training session, sub-
jects completed two runs with the same procedure used in
the testing session �described below� to allow familiarization
with the adaptive testing procedure.

D. Testing

Five values of CO �0, 8, 16, 24, and 32� were used for
each noise type �steady or modulated�, making ten conditions
in total. For each condition, the SNR needed to achieve 50%
correct �the SRT� was measured using an adaptive procedure.
Two IEEE sentence lists were presented consecutively to
make a “run.” The first sentence in each run was presented at
an adverse SNR at which subjects were expected to identify
no words correctly. The SNR was increased by 4 dB, and the
sentence repeated until the subject correctly identified three
or more of the five keywords. Subsequent sentences were
presented once only. If the subject identified three or more
keywords correctly, the following sentence was presented at
a SNR that was k dB lower, and if two or fewer keywords
were correctly identified, the following sentence was pre-
sented with a SNR that was k dB higher. For sentences be-
fore the first two turnpoints, k was equal to 4 dB; subse-
quently, k was equal to 2 dB.

E. Analysis

Within a run, for each SNR, the number of keywords
presented and keywords correctly identified was recorded.
These data were transformed to probit units �Finney, 1971�,
and linear regression analysis was used to estimate the slope
and intercept parameters of the transformed data. The result-
ing probit function was then converted back to proportion
correct units for each SNR and used as an estimate of the
psychometric function for each subject and condition. The
50% correct points on these psychometric functions were
identified to give SRTs that were used to compare perfor-
mance across conditions.

III. RESULTS

Subjects performed better for both noise types as CO
increased and more TFS information was available. The
amount of benefit produced by the additional TFS informa-
tion was found by calculating the improvement in perfor-
mance �the reduction in SRT� for each value of CO relative
to performance when CO=0, for each noise type. These re-
sults are plotted in Fig. 1. For both noise types, the largest
benefit occurred when CO was increased from 0 to 8. How-
ever, for the modulated noise, performance improved further
as more TFS information was added at higher frequencies. A
within-subjects analysis of variance �ANOVA� on the SRTs
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showed that the main effects of noise type and CO were
highly significant (p�0.001� and that there was a significant
interaction between the two factors �F�4,36�=4.9, p=0.003�.
Fisher’s least-significant-difference �LSD� test was per-
formed to assess the effect of CO for each noise type. The
results of this analysis are shown in Table I. Performance
improved significantly for both noise types when CO was
increased from 0 to 8. For the steady noise, no significant
improvement in performance occurred as CO was increased
further, but for the conditions where modulated noise was
used there were significant improvements in performance for
higher values of CO. For modulated noise, adding TFS in-
formation above 1605 Hz led to a significant improvement in
the SRT. Thus, the benefit of TFS information is not re-
stricted to the range covered by the voice fundamental fre-
quency or its low harmonics. However, the improvement in
SRT when the effective upper cut-off frequency for the TFS
information was increased from 4102 to 10 000 Hz was
small and nonsignificant, which is consistent with physi-

ological data showing that the precision with which TFS in-
formation is represented in the auditory nerve weakens
above about 5000 Hz.

Figure 2 shows the masking release for each value of
CO �SRT for steady noise minus the SRT for modulated
noise�. The amount of masking release increased as CO in-
creased, and more of the original TFS was preserved. How-
ever, masking release still occurred when CO=0, when little
or none of the original TFS information was preserved.

One concern with using the SRT as a measure of mask-
ing release is that psychometric functions measured using
modulated noise are typically less steep than psychometric
functions measured using steady noise �Qin and Oxenham,
2003; Stickney et al., 2004�, so the amount of masking re-
lease that is measured may depend on the percent correct that
is tracked. Here, if a higher percentage correct was tracked,
the masking release might have been smaller. Additionally, if
the slopes of the psychometric functions changed for differ-
ent values of CO, this might partially account for the differ-
ent rates of change in SRT for steady and modulated noise as
CO increased �as illustrated in Fig. 1�.

To investigate these possibilities, a two-way within-
subjects ANOVA was performed on the slopes of the fitted
probit functions �as described earlier� for each subject and
condition, with factors noise type and CO. The effect of
noise type was significant �F�1,9�=13.8, p=0.005�, but the
effect of CO was not �F�4,36�=0.15, p=0.96�, and there was
no significant interaction between the two factors �F�4,36�
=0.24, p=0.91�. The mean slopes, together with the associ-
ated standard deviations, are shown in Table II. The signifi-
cant effect of noise type on the slopes of the psychometric
functions is consistent with previous studies �Qin and Oxen-
ham, 2003; Stickney et al., 2004�. The shallower slope of the
psychometric functions for modulated noise than for steady
noise means that the masking release measured in decibels
by tracking the SNR needed to achieve a particular percent
correct depends on the percent correct that is tracked; the
higher the percent correct that is tracked, the less masking
release is measured. The pattern of results that we report here
�rather than the absolute values for masking release� should,
however, be the same regardless of the percent correct that is

FIG. 1. Benefit of adding TFS information as measured by the SRT relative
to that for CO=0, for steady and modulated noise. Mean SRTs for CO=0 for
steady and modulated noise were −0.7 and −7.4 dB, respectively. The fre-
quencies corresponding to each value of CO are shown along the top axis.
Error bars show � one standard error of the mean across subjects.

TABLE I. Differences between mean SRTs measured with different pairs of
values of CO for steady and modulated noise. Equivalent cut-off frequencies
�in Hertz� are also shown. The LSD calculated using Fisher’s procedure was
1.3. Differences equal to or above this value are shown in bold.

CO
CO

Frequency
0

100
8

548
16

1605
24

4102
32

10 000

Steady noise
0 100 0
8 548 1.4 0

16 1 605 2.1 0.7 0
24 4 102 1.7 0.3 −0.4 0
32 10 000 2.3 0.9 0.2 0.6 0

Modulated noise
0 100 0
8 548 3.5 0

16 1 605 5.0 0.6 0
24 4 102 5.0 1.6 1.0 0
32 10 000 6.2 6.2 2.2 1.2 0

FIG. 2. Masking release plotted as a function of CO. The frequencies cor-
responding to each value of CO are shown along the top axis. Error bars
show � one standard error of the mean across subjects.
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tracked, as there was no significant effect of CO on the
slopes of the psychometric functions, and no significant in-
teraction between noise type and CO.

Psychometric functions are plotted in Fig. 3, based on
the mean slopes and intercepts across subjects of the probit
functions for each condition. From these psychometric func-
tions, we derived a second measure of masking release by
finding the difference in percent correct performance pre-
dicted by these psychometric functions for a SNR at which
performance in the steady noise condition was predicted to
be 10% correct for each value of CO. This gives an estimate
of the masking release in percentage points, rather than deci-
bels, so allowing comparison of our data with previous stud-
ies that used this measure. The masking release values esti-
mated in this way are shown in the second column of Table
III. The values increased progressively from 48% to 67% as
CO was increased from 0 to 32. Similarly, the benefit of
additional TFS information was estimated in percentage
points, by measuring the improvement in performance in
steady and modulated noise as CO increased for a SNR for
which performance was estimated to be 20% correct when
CO=0. These results are shown in the third and fourth col-
umns of Table III. The maximum benefit �obtained with
CO=32� was 31% for the steady noise and 47% for the
modulated noise. The general pattern of results from these

analyses is consistent with that inferred from the SRTs;
masking release increased as the number of channels con-
taining TFS information increased, and the benefit of adding
TFS information was greater for modulated than for steady
noise.

IV. DISCUSSION

The greater benefit from the addition of TFS information
for the modulated masker than for the steady masker, and the
increased masking release as CO increased both suggest that
TFS information is particularly important for listening in a
modulated background. The same patterns of results were
found when differences in performance were expressed as
changes in SRT and as predicted differences in percent cor-
rect performance at a particular SNR. TFS information could
be important for identification of signals in masker dips, thus
directing attention to the portions of a signal with the most
favorable SNR.

Significant �though reduced� benefit was also gained
from TFS information at low frequencies when listening in
steady noise, suggesting that TFS information is not impor-
tant only for identification of signals in masker dips. TFS
information could also allow better fundamental frequency
identification. Current pitch perception models are based on
the assumption that TFS information is important for low,
resolved harmonics, and it has been suggested that TFS in-
formation may also be important for pitch perception based
on harmonics with intermediate harmonic numbers that are
unresolved �Moore et al., 2006�. Fundamental frequency
may be an important grouping cue, allowing separation of
the target and background into different auditory streams.
Information about the fundamental frequency of the target
speech would mainly be present at low frequencies, where
there are resolved harmonics. The improvement in perfor-
mance as TFS information was added up to 548 Hz, but not
for higher frequencies �for the steady noise�, is consistent
with this idea.

It is possible that the vocoder processing used in the
present study may have had an adverse effect on the tempo-
ral envelope information available to the central auditory
system, as well as on the TFS. The widths of the analysis
filters were chosen to be similar to those of the normal au-

TABLE II. Mean and standard deviations of the slopes of the psychometric
functions estimated for each noise type and value of CO.

CO

Steady noise Modulated noise

Mean slope
�probit
units/dB�

Standard
deviation

Mean slope
�probit
units/dB�

Standard
deviation

0 0.39 0.23 0.20 0.11
8 0.41 0.13 0.23 0.09

16 0.40 0.19 0.24 0.11
24 0.40 0.17 0.25 0.11
32 0.38 0.20 0.26 0.12

FIG. 3. Psychometric functions for each value of CO, for steady and modu-
lated noise. The plotted functions are based on mean values of the slopes
and intercepts of the probit functions fitted to the data for each subject and
condition.

TABLE III. Masking release and benefit from additional TFS information
expressed in percentage points. Masking release was calculated from the
difference in psychometric functions in steady and modulated noise, at a
SNR for which performance in steady noise was predicted to be 10% cor-
rect. The benefit from additional TFS as CO increased was measured by
finding the difference in the psychometric functions at a SNR for which
performance when CO=0 was predicted to be 20% correct.

CO Masking release

Benefit

Steady noise Modulated noise

0 48 0 0
8 59 14 19

16 60 27 28
24 65 19 35
32 67 31 47
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ditory filters, and so auditory filters centered at the analysis
channel center frequencies should have had similar temporal
envelope cues at their outputs for the vocoded and unproc-
essed signals. However, only 32 contiguous filters were used,
while the peripheral auditory system can be thought of as an
array of many overlapping filters. Consequently, the tempo-
ral envelope information at the outputs of auditory filters
centered between the analysis filters in the vocoder-
processing scheme would have been somewhat degraded.
This could partly account for the higher SRTs when CO was
low.

Previous studies measured masking release for cochlear
implant users and found little difference in performance
when listening in steady or modulated noise �Nelson et al.,
2003�. Similar results were found when using vocoder simu-
lations of cochlear implant processing with normal-hearing
subjects �Qin and Oxenham, 2003�. This is in contrast with
the present study, where 6.7 dB of masking release was mea-
sured when CO=0, and the signal was entirely vocoded. A
possible explanation for this difference is the number of
channels used in the vocoder processing. In this study, 32
1-ERBN-wide channels were used to simulate the frequency
selectivity of the normal auditory system. Cochlear implants
have fewer effective channels, either because only a few
electrodes are used or because of current spread between
electrodes. Similarly, previous vocoder simulations often
used fewer channels than the current study. The current data
suggest that masking release can occur with little or no TFS
information, provided that frequency selectivity is normal.
This is consistent with the results of Gnansia et al. �2008�,
who measured the intelligibility of VCV signals in steady
and modulated noise, processed to remove TFS information.
As in the current study, many channels were used, so fre-
quency selectivity was similar to that of the normal auditory
system. Gnansia et al. �2008� found that performance was
about 24% higher when identifying VCV syllables in modu-
lated noise than in steady noise when the TFS information
was removed. A larger improvement was seen when the
stimuli were unprocessed, but the difference in masking re-
lease was smaller than measured in the present study. Simi-
larly, Qin and Oxenham �2003� measured a small amount of
masking release for sentences processed with a 24-channel
vocoder �2.1 dB lower SRT for a modulated than for a steady
noise masker� and Fu and Nogaki �2005� measured a small
amount of masking release for sentences processed with a
16-channel vocoder, but no masking release when the num-
ber of vocoder-processing channels was reduced to four. The
smaller masking release values reported in these previous
studies probably reflect differences in the maskers used. The
current study used a noise that was sinusoidally amplitude
modulated on a decibel scale, whereas Gnansia et al. �2008�
used noise that was sinusoidally amplitude modulated on a
linear scale. Noise that is amplitude modulated on a decibel
scale has more of its energy concentrated at the peaks of the
waveform, with longer effective dips. This may give more
opportunity for “dip listening” and consequently more mask-
ing release.

V. CONCLUSIONS

Adding TFS information to vocoder-processed speech
improved performance more when listening in modulated
noise than in steady noise, suggesting that TFS information
contributes to masking release for normal-hearing subjects.
A loss of ability to use TFS information in subjects with
cochlear hearing loss and subjects with cochlear implants
could partially account for the reduced masking release ob-
served for such subjects.
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Three experiments were conducted using the TVM sentences, a new set of stimuli for competing
speech research. These open-set sentences incorporate a cue name that allows the experimenter to
direct the listener’s attention to a target sentence. The first experiment compared the relative efficacy
of directing the listener’s attention to the cue name versus instructing the subject to listen for a
particular talker’s voice. Results demonstrated that listeners could use either cue about equally well
to find the target sentence. Experiment 2 was designed to determine whether differences in
intelligibility among talkers’ voices that were noted when three utterances were presented together
persisted when each talker’s sentences were presented in steady-state noise. Results of experiment
2 showed only minor intelligibility differences between talkers’ utterances presented in noise. The
final experiment considered how providing accurate and inaccurate information about the target
talker’s voice influenced speech recognition performance. This voice cue was found to have
minimal effect on listeners’ ability to understand the target utterance or ignore a masking voice.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3035837�
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I. INTRODUCTION

Over the past several years, there has been increased
interest in studying how listeners are able to understand one
talker in the presence of competing conversations. Many of
the studies examining this ability have, to some measure,
attempted to quantify the relative contributions of two types
of masking involved in these listening situations: energetic
masking and informational masking. Energetic masking is
interference that is produced when a competing signal uses
peripheral resources that are necessary to process the target.
Informational masking is generally thought to be caused by
confusion between the target and masking signals and/or un-
certainty regarding the target. Speech maskers have the po-
tential to produce both of these types of masking. This paper
will describe a new set of sentence stimuli �the TVM sen-
tences� designed for research on energetic and informational
masking in competing speech paradigms and will discuss
results of three studies using these sentences.

A. Rationale for the development of the TVM
sentences

Many recent investigations of speech perception in a
competing speech environment have used the coordinated
response measure �CRM� corpus �Bolia et al., 2000� �e.g.,
Arbogast et al., 2005; Kidd et al., 2005a; Kidd et al., 2005b;
Wightman and Kistler, 2005; Brungart et al., 2006; Rakerd
et al., 2006; Brungart and Simpson, 2007�. These sentences
have a number of features that make them particularly useful
for studying informational masking. First, each CRM sen-
tence begins with, “Ready cue name…,” where the cue name
is one of eight possible names such as Ringo or Baron. This
provides a means of orienting the listener to the target sen-
tence. Second, analyses of error patterns in studies using the
CRM sentences suggest that, at least when the target and
masker are presented at approximately the same level, infor-

mational masking �rather than energetic masking� limits per-
formance �e.g., Brungart et al., 2001�. Moreover, because of
their closed-set nature and because of the independence of
the colors and numbers, the CRM sentences can be used
multiple times within and across test sessions with no risk of
the listener learning specific stimuli.

While these sentences have proven to be extremely use-
ful for studying a variety of characteristics of speech-on-
speech masking, communication interactions outside of the
laboratory often involve understanding messages that are not
restricted to a small set of alternatives. Given the same set of
target stimuli, closed-set tasks are considerably easier than
open-set tasks �e.g., Sumby and Pollack, 1954� and, in many
instances, do not accurately simulate the demands of finding
the target word in lexical memory �e.g., Sommers et al.,
1997; Clopper et al., 2006�. Although open-set speech mate-
rials are available �e.g., the Harvard IEEE corpus �Rothauser
et al., 1969�, the hearing in noise test �HINT� sentences
�Nilsson et al., 1994�, and the BKB �Bamford–Kowal–
Bench� sentences �Bench et al., 1979��, none of these stimu-
lus sets has the feature of a cue word, which is desirable
when conducting studies in competing speech situations.
This suggests the need for a large open-set corpus of stimuli
that retains the cue word feature.

This paper will introduce the TVM sentences, a new
open-set stimulus corpus designed specifically for research
questions involving competing speech, and will describe
three studies using these stimuli. The focus of these studies
was on what cues listeners are able to use to identify and
attend to a target message in the presence of competing mes-
sages. The primary experimental conditions presented a tar-
get TVM sentence from one talker in the presence of two
masking TVM sentences with different cue names spoken by
other talkers. As with the CRM corpus, if subjects are told
the target cue �which, for TVM sentences, is the name Theo,
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Victor, or Michael� before each trial, they can use that infor-
mation to find and follow the target message. However, in
order to do this, listeners must �1� hear the cue name and �2�
somehow connect the key words in later parts of the sentence
back to the cue name.

How do listeners make that connection? The most obvi-
ous possibility would seem to involve matching the voice
reciting the cue name to the voice reciting the rest of the
sentence, possibly assisted by additional matching of cue and
key word loudness levels in cases where there are large
target-to-masker level differences. Brungart et al. �2001�
found that performance on the CRM stimuli was quite poor
when target and masker were from the same talker, particu-
larly at 0 dB target-to-masker ratio and below. Successful
selective listening in competing speech may depend to a
great degree on following a voice over time. Target voice
information may therefore provide as much information as a
semantic cue at the start of the target utterance.

B. Voice characteristics and speech masking

In order to successfully negotiate the challenge of listen-
ing to one utterance in the presence of other streams of
speech, one must first determine the source of the target mes-
sage and then attend to that signal while ignoring or dese-
lecting the other messages. Faced with this task, an indi-
vidual may use either semantic information �e.g., a certain
word or phrase he/she is trying to find within a mixture of
voices� or indexical information �the voice of the person to
whom one wants to attend� to find the target utterance. Most
of the research paradigms examining speech-on-speech
masking use task instructions that direct the listener to a
semantic cue, often a key word within the target signal.

Very little attention has been focused on the extent to
which listeners can use indexical information in the talker’s
voice to identify and selectively attend to a target utterance.
Experiment 3 in Brungart et al. �2001� examined whether
knowledge of the target talker’s voice �conveyed by blocking
trials by the target talker� aided listeners’ understanding of
CRM sentences. On each trial subjects were instructed to
listen for the sentence beginning with “Baron,” which, in a
given block, was always spoken by the same talker. They
found that this indexical information provided no additional
benefit besides cueing the listener to the sex of the target
talker. That is, when the lexical cue name was available,
subjects did not benefit from knowing the target talker’s
voice if the target and maskers were from same-sex talkers.
This is consistent with the idea that the relative importance
of any one cue used to distinguish a target utterance from a
masking utterance likely depends on which other cues are
available �e.g., Kidd et al., 2005a�. It is possible that listeners
might have benefited from the voice or indexical information
if the lexical cue name was not also presented.

It is well established that the amount of masking �both
energetic and informational� produced by speech is related to
the similarity of the speech target to the speech masker. In
most situations, same-sex maskers produce greater masking
�especially informational masking, which is related to confu-
sion between the target and the masker� than do maskers

produced by individuals differing in sex from the target
talker �e.g., Festen and Plomp, 1990; Brungart, 2001; Brun-
gart et al., 2001; Darwin et al., 2003�. Moreover, intelligibil-
ity of a target utterance in the presence of a speech masker
can be enhanced by introducing fundamental frequency dif-
ferences between the masker and the target �e.g., Brokx and
Nooteboom, 1982; Darwin et al., 2003�. Few studies have
sought to quantify and account for the differences in masking
effectiveness when the target and masker are spoken by
people of the same sex. Some data suggest that certain voices
appear to be more resistant to same-sex speech masking than
others �e.g., Brungart, 2001�. A recent study from our labo-
ratory found substantial differences in the amount of infor-
mational masking produced by various combinations of two-
talker female maskers �Freyman et al., 2007�. It is reasonable
to assume that at least some of the variability in the amount
of informational masking produced by specific voices is re-
lated to the listener’s ability to differentiate the target voice
from the masking voice�s�.

Research has clearly demonstrated that voice informa-
tion and phonetic information from an utterance are inter-
twined and are processed together. For example, a number of
studies have documented a reduction in speech understand-
ing ability when there is uncertainty regarding the talker
from trial to trial as compared to performance measured
when the same talker is used throughout the experiment
�Mullennix et al., 1989; Nygaard et al., 1995�. Performance
on speeded classification tasks �where one must attend to a
talker’s voice while ignoring the lexical content of the mes-
sage� shows that listeners cannot ignore irrelevant changes in
one of these dimensions while attending to the other �e.g.,
Mullennix and Pisoni, 1990�. Another piece of evidence of
the connectivity of voice and phonetic information comes
from investigations of the influence of talker familiarity on
speech recognition. These studies show that listeners find it
easier to perceive words in noise that are spoken by familiar
�versus unfamiliar� talkers �e.g., Nygaard et al., 1994�.
Hence, voice information appears to be an important compo-
nent of speech recognition and, as such, may play a signifi-
cant role in how well listeners can understand speech in ad-
verse listening conditions.

One purpose of the studies described in this paper is to
examine how listeners use lexical and indexical information
in a competing speech situation. It has been decades since
Broadbent �1952� reported that listeners can use information
about the talker’s voice to help resolve a single-talker-
interference task. Since then, surprisingly little attention has
been devoted to examining the degree to which listeners can
use voice information in a competing speech task as a cue to
identifying the target talker. The fact that trial-by-trial target
talker uncertainty has a detrimental effect on speech percep-
tion in the presence of speech maskers �e.g., Brungart et al.,
2001� suggests that information about the target talker’s
voice is somehow used by listeners in competing speech situ-
ations.

This paper will first describe the development of the
TVM sentence corpus. We then will summarize the results of
three studies using the TVM sentence stimuli. The first study
examined how the type of cue to which the subject was
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asked to attend �key word or target talker voice� influenced
speech recognition. Since differences in intelligibility be-
tween talkers’ utterances were noted in the first study, a sec-
ond experiment was conducted to determine the source of
this talker variability. In this study, each sentence was pre-
sented in steady-state noise, and data analysis focused on
identifying differences in intelligibility among the three talk-
ers’ recordings. The third study was designed to further ex-
amine the role of exposure to a voice on the ability to attend
to or ignore a target or masking talker.

II. DEVELOPMENT OF THE TVM SENTENCE CORPUS

Each of the stimuli in the TVM corpus has the format,
“Name discussed the ____ and the ____ today,” where Name
is the cue name Theo, Victor, or Michael and blanks corre-
spond to one- or two-syllable nouns used for scoring. The
cue names were chosen to be distinctive in both the auditory
and the visual �i.e., lipreading� domains. The scoring words
were common nouns, most of which were taken from the
Thorndike–Lorge lists �Thorndike and Lorge, 1952�. A total
of 1080 unique sentences were created �360 beginning with
each of the three cue names�, with no scoring word repeated
across the corpus. Examples of TVM stimuli are, “Theo dis-
cussed the swamp and the whisper today” and “Victor dis-
cussed the plant and the book today.”

The sentences were recorded onto digital videotape from
three male talkers who had no discernible regional dialect.
Each talker was recorded saying each of the 1080 sentences.
Recordings were generated in a sound-treated audiometric
chamber. A remote microphone �Shure MX 183� was clipped
to the talker’s shirt approximately 6 in. below the mouth. The
output of the microphone was routed to a preamplifier
�PreSonus TubePre� and then sent to a digital video camera
�Panasonic PV-DV953�. Talkers were instructed to speak in a
conversational manner but to attempt to put equal emphasis
on the cue name and the two scoring words within each
sentence. The studies described in the present paper used
only the audio portions of these stimuli. Long-term third-
octave smoothed spectra derived from the same 20 sentences
from each talker are displayed in Fig. 1.

Stimuli were transferred to a PC for editing, storage, and
presentation. Each sentence was saved in a separate file and
scaled to produce utterances equal in rms amplitude. Three
college-aged adults independently verified that the cue name
and scoring words in each sentence were intelligible when
heard in quiet. Sentences deemed unacceptable were dis-
carded and then re-recorded.

III. EXPERIMENT 1: TASK INSTRUCTIONS AND
SPEECH-ON-SPEECH MASKING

This study examined performance on the TVM corpus in
a speech-on-speech masking task where listener instructions
were manipulated. Specifically, on some trials subjects were
instructed to repeat the sentence beginning with one of the
cue names; on other trials subjects were given a preview of
the target voice and told to repeat the sentence spoken by
that talker. The primary purpose of this experiment was to
compare listeners’ use of these two types of cues �semantic
and indexical� in both spatially coincident and spatially sepa-
rated listening conditions.

A. Procedures

On a given trial, three sentences were presented simul-
taneously, each beginning with a different cue name and spo-
ken by a different talker. One of these sentences was desig-
nated as the target sentence, while the other two were
maskers. All three sentences began simultaneously and
ended at approximately the same time �depending on the
specific sentence length�.

Testing took place in an IAC sound-treated room that
has been used in previous competing speech experiments
�Helfer and Freyman, 2005; Freyman et al., 2007�. The re-
verberation time in this chamber ranges from 0.12 s in the
high frequencies to 0.24 s in the low frequencies �Nerbonne
et al., 1983�. Our previous studies in this room have demon-
strated similar amounts of spatial release from masking to
that obtained in an anechoic chamber �e.g., Freyman et al.,
1999�.

On half of the trials, the target and masking sentences
were presented from a front loudspeaker located at 0° azi-
muth and at a distance of 1.3 m from the subject’s head and
at a height of 1.2 m from the floor �ear height for the average
adult when seated�; this spatial condition is hereafter referred
to as F-F �for front-front�. On the other trials �F-RF for
front–right front�, the target sentence was presented from the
front loudspeaker, while the masking sentences were pre-
sented from the front and from a loudspeaker located 60° to
the right of the subject at the same distance and height as the
front, with a 4-ms time lead favoring the right. Due to the
precedence effect, this spatial configuration produces the per-
ception of the masker being located toward the right, well
separated from the target. Comparing data obtained in the
F-F and F-RF configurations allows us to identify the relative
contributions of energetic and informational masking, as will
be described in Sec. III B.

Target and masking sentences were mixed by summing
the respective digital waveforms and then were presented
from the computer’s sound board. The stimuli were attenu-
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FIG. 1. Long-term third-octave smoothed spectra derived from a sample of
20 sentences from each talker.
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ated �TDT PA4�, amplified �TDT HBUF5�, and then power
amplified �TOA P75D� before being sent to the loudspeak-
er�s� �Realistic Minimus 7�. The target sentence was pre-
sented at a level of 56 dBA �re speech peaks�.

Twelve conditions were run in this experiment: all pos-
sible combinations of two spatial configurations �F-F and
F-RF�, three signal-to-noise �S-N� ratios �−4, −1, and
+2 dB�, and two instruction modes. In the present study, the
nominal S-N ratio was based on the level of the combination
of the two maskers �i.e., a 0 dB S-N ratio was produced by
presenting the target and the mixture of the two maskers at
an equal level�. No adjustment in the expressed S-N ratio
was made for the F-RF condition even though the masker
was presented from an additional loudspeaker �and, as a re-
sult, was 3 dB higher than in the F-F condition�. In the name
cue instruction mode, subjects were told to repeat the sen-
tence beginning with a specified cue name �e.g., Theo, Vic-
tor, or Michael�. This cue was presented to the subject �via
text� on a screen of a laptop computer immediately before
sentence presentation for a period of approximately 3 s. For
the voice cue instruction mode, subjects heard a preview of
the target talker’s voice �saying, “this is the target sentence”�
prior to being presented with the three simultaneous sen-
tences. They were instructed to repeat the sentence spoken
by the target voice.

All variables were randomized on a trial-by-trial basis.
Nine young normal-hearing subjects �age: 21–33 years;
mean: 23.50 years� each participated in one session lasting
approximately 2 h. Subjects heard 30 trials per condition.
Data described below are based on 540 responses per condi-
tion �30 trials�2 scoring words per trial�9 listeners�.

B. Results

Accuracy of identification of scoring words in the two
instruction modes is displayed in Fig. 2. Several patterns can
be observed in the data. First, there was little difference in
performance between the two instruction conditions. It ap-

pears that listeners were, in general, equally adept at using
semantic and lexical cues to resolve this listening task. Sec-
ond, when three sentences were presented together, the TVM
stimuli produced a substantial amount of informational
masking. We assume that the F-RF condition, in which the
masker is clearly heard in a location different from that of
the target, produces little or no informational masking.
Hence, our premise is that better performance in the F-RF
condition versus the F-F condition indicates the presence of
informational masking as differences in the amount of ener-
getic masking �which is slightly greater in the F-RF condi-
tion since the masker comes from two loudspeakers rather
than one� cannot explain this result �e.g., Freyman et al.,
1999�. Repeated-measure analysis of variance �ANOVA� on
these data �transformed into rationalized arcsine units �rau�
�Studebaker, 1985�� confirmed these trends. Significant main
effects were found for both S-N ratio �F�2,7�=251.50, p
�0.001� and spatial condition �F�1,8�=115.90, p�0.001�,
but the main effect of instruction mode was not significant.
The interaction of S-N ratio x spatial condition was signifi-
cant �F�2,7�=12.00, p=0.005�, as were the instruction
mode x S-N ratio interaction �F�2,7�=6.82, p=0.023� and
the three-way interaction �F�2,7�=4.96, p=0.046�. Hence,
there was a small effect of instruction mode that depended on
S-N ratio.

Examination of the data suggests that the voice cue was
slightly more effective than the name cue at −4 dB S-N
ratio, more so for the F-RF condition than for the F-F con-
dition. The most parsimonious explanation for this finding is
that at −4 dB S-N ratio, listeners might fail to correctly per-
ceive the cue name �which was only briefly presented at the
beginning of the target sentence�, while they had a longer
opportunity to capture the target talker’s voice, which was
available throughout the trial. For the F-RF spatial condition,
the name cue was slightly more effective than the voice cue
for the more advantageous S-N ratios. The reverse was true
at +2 dB S-N ratio for the F-F condition.

Data were also analyzed to examine differences in per-
formance among the talkers. Results of this analysis can be
seen in Fig. 3. ANOVA on these data �averaged across S-N
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ratios after being converted to rau� revealed significant main
effects for talker �F�2,7�=18.33, p=0.002� and for spatial
condition �F�1,8�=138.23, p�0.001� as well as a signifi-
cant interaction between these two factors �F�2,7�
=6.74, p=0.023�. There were no significant main or inter-
action effects involving instruction mode except for the
three-way interaction, which just reached significance
�F�2,7�=4.81, p=0.049�. When the utterances of these
three talkers were presented simultaneously, talker JG was
more difficult to understand than the other two talkers, and
talker differences were greater in the spatially colocated F-F
condition than when presented with spatial cues. This result
suggests that voices that are equally intelligible when pre-
sented with what is assumed to be a purely energetic masker
�i.e., the F-RF condition� may be differentially affected by
informational masking �which is presumed to contribute in
the F-F condition�. Post hoc t-tests indicated that intelligibil-
ity of all three talkers was significantly different from one
another during F-F presentation. For the F-RF configuration,
talker JO was significantly easier to understand than the
other two talkers; intelligibility differences between JME and
JG were not significant in this spatial configuration.

IV. EXPERIMENT 2: TVM SENTENCE INTELLIGIBILITY
IN SPEECH-SHAPED NOISE

The purpose of this experiment was to determine
whether the talker differences noted in experiment 1 �with
speech maskers� were also obtained when noise was used as
competition. Because talker differences were greater in the
first experiment in the spatially coincident F-F condition than
when stimuli were spatially separated, we had reason to be-
lieve that informational masking played a key role in this
pattern of results; in other words, stimuli from the different
talkers varied in intelligibility in experiment 1 because their
voices were more or less confusable. We were interested in
determining the extent to which talker differences were seen
when the masker was purely energetic.

A. Procedure

Each sentence was played in the presence of speech-
shaped noise �SSN� that was derived from the TVM sen-

tences. To produce the SSN, 15 of the scaled sentences from
each talker were concatenated. A custom software program
was used to extract the spectral envelope from this waveform
and to shape a white noise with this derived envelope. Ten
young college-aged listeners �age: 20–31 years; mean: 23.2
years� with normal hearing �verified via pure-tone screening�
participated in this experiment. None of these subjects par-
ticipated in experiment 1.

Testing was completed in an IAC sound-treated cham-
ber. Across all subjects, each sentence from each of the three
talkers was presented at three S-N ratios �−4, −1, and
+2 dB�. The experimental setup was identical to that used in
experiment 1, with the exception that the speech and SSN
stimuli were always delivered from the front loudspeaker.
The speech stimuli were played at a level of 56 dBA �re
speech peaks�, and the noise level was adjusted to produce
the desired S-N ratios.

Each subject listened to 324 sentences �36 sentences for
each of the nine talker/S-N ratio combinations�. The target
talker and S-N ratio were varied on a trial-by-trial basis.
Subjects were instructed to verbally repeat the target sen-
tence, and an experimenter, seated in a control room, scored
the sentences online. Testing took place in one session last-
ing approximately 1.25 h.

B. Results

Percent-correct performance for experiment 2 is dis-
played in Fig. 4; for comparison purposes, scores from ex-
periment 1 are also plotted in this figure. The left panel of
Fig. 4 shows performance in the presence of SSN compared
to data from experiment 1 in the name cue conditions, while
the right panel contrasts performance in SSN to that using
the voice cue. Data collected in experiment 2 �converted to
rau� were analyzed via repeated-measure ANOVA with talker
and S-N ratio as the independent variables. The main effect
of S-N ratio �F�2,8�=33.36, p�0.001� was significant, but
neither the main effect of talker nor the S-N ratio by talker
interaction reached statistical significance. Hence, differ-
ences in intelligibility among the three talkers’ recordings
were very small �and nonsignificant� when the sentences
were presented in steady-state noise. Sentence perception in
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the steady-state SSN �filled symbols� was better than perfor-
mance in the presence of a two-talker masker �open sym-
bols�. This result is consistent with the speech masker pro-
ducing informational masking.

Results of these two experiments demonstrate that talker
differences that are not apparent in the presence of steady-
state noise can be seen when three sentences are presented
simultaneously, especially when target and masker are spa-
tially coincident. Moreover, at least for the present record-
ings, listeners can use either indexical or semantic cues in
speech-on-speech masking, although the extent to which
these cues are effective appears to depend on the S-N ratio as
well as on the particular talker. Our next experiment was
designed to further examine subjects’ use of indexical infor-
mation in speech-on-speech masking.

V. EXPERIMENT 3: THE EFFECT OF A VOICE CUE ON
TVM SENTENCE PERCEPTION

This experiment was an exploration of the effect of lis-
teners’ exposure to voice information. Experiment 1 showed
that knowledge of the talker’s voice helped the listeners lo-
cate and attend to the target talker. However, it is unclear
whether the processing of voice cues in competing speech is
automatic or mandatory. Data from previous research suggest
that listeners have difficulty ignoring indexical information
during speech recognition. For example, Mullennix and
Howe �1999� presented a same- or different-voice prime ei-
ther before or after a target word �presented in quiet at a low
intensity level�. They found that a different-voice prime de-
graded performance, but only when the listener was required
to attend to the prime. Our experience with presenting a se-
mantic prime prior to stimulus presentation �Freyman et al.,
2004� suggests that it causes the target utterance to “pop out”
from within a mixture of other voices, but that study did not
include a prime that provided only indexical or voice infor-
mation. The present experiment was designed to determine
the extent to which presentation of a voice cue prior to a trial
automatically draws the listener’s attention to that voice.
Specifically, we were interested in determining whether giv-
ing a voice cue or prime from a masking talker draws the
subject’s attention to that voice and makes it difficult to ig-
nore.

A. Procedures

The same equipment, spatial conditions, and S-N ratios
used in experiment 1 were also used in this experiment. On
each trial the listener was given the name cue �Theo, Victor,
or Michael� corresponding to that in the target sentence. As
in experiment 1, this cue was displayed on the screen of a
computer immediately prior to stimulus presentation. On 1/3
of the trials �hereafter called name trials�, subjects were
given only this name cue. On 1/3 of the trials, listeners were
also given the voice cue corresponding to the target talker’s
voice; that is, they heard a preview of the target talker saying
“this is the target sentence” immediately prior to stimulus
presentation �this will be referred to as congruent trials�. On
the remaining trials, subjects were given the name cue but
also heard a voice cue from one of the two masking talkers

�these will be called incongruent trials�. Subjects were told
that on any given trial, the voice preview may or may not be
the target voice. Each of ten young college-aged subjects
�age: 19–25 years; mean: 20.88 years� listened to an average
of 30 trials in each of the 12 conditions �all combinations of
three S-N ratios, two spatial conditions, and three trial
types�. None of these individuals had participated in experi-
ment 1 or experiment 2. The precise number of trials per
condition varied slightly from subject to subject, and condi-
tions were randomized on a trial-by-trial basis.

B. Results

One subject was not able to complete this experiment,
and data from another showed clear outliers in the F-F con-
dition. Hence, the analyses discussed below are based on
data from eight subjects. Performance in percent correct for
experiment 3 is shown in Fig. 5. It is clear that the presen-
tation of an incongruent voice cue does not adversely affect
performance. Averaged across S-N ratios and spatial condi-
tions, performance for the three types of conditions was al-
most identical, between 49% and 50% correct. Repeated-
measure ANOVA �on the data transformed into rau�
confirmed this trend: significant main effects of spatial con-
dition �F�1,7�=102.70, p�0.001� and S-N ratio �F�2,6�
=505.42, p�0.001� and their interaction �F�2,6�
=8.36, p=0.018� were found, with insignificant main ef-
fects and interactions involving condition type. It appears
that the presence of a congruent voice cue in addition to a
name cue does not provide benefit, and the presentation of an
incongruent voice cue does not hinder performance. It should
be kept in mind that subjects could choose to ignore the
voice prime since they were told that it might or might not
contain useful information. Therefore, results of this study
could be interpreted as suggesting that voice information is
not automatically encoded while listening to speech. Al-
though subjects were not asked about their subjective im-
pressions, it is likely that providing a voice cue from a mask-
ing talker did not cause that voice to pop out, at least not to
the extent that it interfered with the perception of the target
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sentence.

VI. TRENDS ACROSS EXPERIMENTS

A. Error patterns

We examined error patterns in the data from experiments
1 and 3 in terms of the types of responses listeners made
when their perception was incorrect. Errors were classified
into two categories. Nonconfusion errors were those in
which subjects’ responses were either errors of omission
�e.g., the subject said “I don’t know” or something similar�
or �usually� close acoustic approximations to the target �e.g.,
“face” for “pace”�. Confusion errors were those in which the
incorrect response was a word from one of the maskers,
which presumably reflects some confusion between the tar-
get and the maskers.

For each subject, the proportions of each error type �out
of the total number of errors� were calculated for each con-
dition, aggregated across S-N ratios and talkers. By far, the
most frequent type of error in the data from both experiments
1 and 3 were nonconfusion errors. This type of error ac-
counted for 78%–95% of all errors across listening condi-
tions. It should be noted that the overwhelming prevalence of
nonconfusion errors found here is quite different from that
found with the CRM corpus, where most of the errors in-
volve responses from a masker �Brungart, 2001; Brungart
and Simpson, 2002; Brungart and Simpson, 2007; Kidd
et al., 2005a; Wightman and Kistler, 2005�. The difference in
error patterns most likely reflects the fact that the CRM is a
closed-set measure, while listeners are not given alternatives
when using the TVM sentences.

The proportion of nonconfusion errors was substantially
higher in the spatially separated F-RF condition than in the
F-F condition. In other words, subjects’ confusions between
the target and masker were more common in the spatially
coincident F-F condition than when the target and masker
were spatially separated, as shown in Fig. 6, consistent with
results of studies using the CRM stimuli �e.g., Arbogast
et al., 2002; Arbogast et al., 2005; Brungart and Simpson,
2002; Brungart and Simpson, 2007�.

It should also be noted that error patterns varied substan-
tially among listeners, which could reflect individual differ-
ences in response style and/or differences in perception. Par-
ticularly notable was the observation that some listeners
made a relatively large number of confusion errors, while
other subjects rarely responded in this way. For example,
within the data from one target talker in one listening condi-
tion �F-F for name trials with talker JO in experiment 3�, the
percentage of confusion errors across listeners ranged from
6% to 38%. This could indicate that some listeners had a
more difficult time than others in distinguishing the target
from the masker. Conversely, it could also reflect differences
in response bias, wherein some individuals were more likely
than others to respond with a word that they heard within the
mixture even if they were unsure of whether or not it came
from the target, while other subjects chose not to respond
when unsure.

B. Learning effects

Perceptual differences between target and masking
voices may be used by listeners to resolve a competing
speech situation. Listeners can learn to differentiate and
identify voices with fairly high accuracy �e.g., Nygaard et
al., 1994�, and the learning of voices can occur incidentally
�that is, without conscious intention�. We were interested in
examining the extent to which incidental learning of the
voices of the three talkers used in these experiments affected
performance. We expected to see a small learning effect over
the course of the experiment as subjects gained experience
with the task and determined the effectiveness of certain
strategies. Our premise was that listeners would become fa-
miliar with the three talkers’ voices over the course of the
experiment and that this exposure would contribute to a
larger learning effect in certain conditions than in others.
Specifically, we theorized that repeated exposure to voice
information would provide greater benefit in conditions in
which confusion between the target talker and masking talk-
ers limited performance �that is, in the F-F condition� versus
that in conditions in which informational masking is mini-
mized �in the F-RF condition for speech maskers or when the
masker was noise�.

Performance on the first and last 25 trials �that is, the
first and last 50 scored items, with two scored words per
trial� presented to each listener for each condition �F-F and
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F-RF for each of the S-N ratios� was compared for the three
experiments. These data are shown in Fig. 7. Learning ef-
fects were greatest for conditions that were unlikely to cause
informational masking �in the presence of the SSN masker
and in the F-RF presentation mode with speech maskers� and
smallest in the F-F condition with speech maskers.

These trends were confirmed with repeated-measure
ANOVA �with the data transformed to rau�. For experiment
2, the difference in recognition of the first versus last 50
target words was significant �F�1,9�=35.06, p�0.001�, as
was the interaction between order and S-N ratio �F�2,8�
=9.72, p=0.007�. Analysis of the data from experiment 1
also showed significant effects of order �F�1,8�=12.46, p
=0.008� and significant interactions between spatial condi-
tion and order �F�1,8�=6.14, p=0.038� and between the
three variables of spatial condition, order, and S-N ratio
�F�2,7�=12.48, p=0.005�. ANOVA on data from experi-
ment 3 revealed no significant main or interaction effects
involving order.

Results of this analysis did not support the idea that
learning of the talkers’ voices would provide greater benefit
in conditions where confusion between talkers is likely to
play a role in performance. It is possible that learning effects
could have been related simply to task difficulty rather than
to spatial condition or masker. However, there was no sys-
tematic influence of S-N ratio on the order effect �see the

bottom panel of Fig. 7�, suggesting that a simple explanation
of task difficulty cannot explain the data. This finding is
somewhat contrary to a recent report of Van Engen and Bra-
dlow �2007�, who found learning effects in their task of
speech-on-speech masking using native and non-native
maskers. They did not analyze their data in terms of learning
effects in maskers that did and did not produce informational
masking, so a direct comparison between our results and
theirs cannot be made.

VII. DISCUSSION

The studies described in this paper investigated the types
of cues listeners use in a competing speech situation. Experi-
ment 1 demonstrated that listeners can use both semantic
information and indexical �or voice� information to identify
and attend to a target message in a multitalker environment.
The differences that were noted in listeners’ ability to use
these types of cues were small and depended on both the
specific talker and the S-N ratio. There was some indication
that the voice cue was slightly more effective than the name
cue at the lowest S-N ratio and that the reverse was true at
higher S-N ratios �although this trend was not entirely con-
sistent�.

The relative equivalence in performance when using the
two types of cues �name versus voice� was perhaps an unex-
pected finding, as the ability to remember an unfamiliar
voice and use that information to identify the target utterance
is inherently a more difficult task than simply finding the
sentence beginning with a specific name. Hence, it might be
expected that performance using the voice cue would be
poorer than that obtained using the name cue. It is possible
that this result was not found because, at least at the most
adverse S-N ratio, the cue name itself was masked to such an
extent—during the brief period it was available—that listen-
ers could not always determine the target utterance. The ob-
servation that the difference in instruction cues was larger in
the F-RF than in the F-F condition supports this premise as
energetic masking was greater in the F-RF trials �because the
masker energy was 3 dB higher�. In essence, a voice cue
prior to sentence presentation may give the listener the same
information as specifying a semantic cue at the beginning of
a sentence, assuming that listeners are using the voice they
hear reciting the cue name to find the stream corresponding
to the target key words.

The recordings produced by the three talkers varied in
intelligibility when presented in a multitalker situation but
not when played in steady-state noise. Moreover, talker dif-
ferences were larger when the voices were presented in the
spatially coincident F-F condition than when spatially sepa-
rated. Taken together, these two findings suggest that infor-
mational masking may contribute more than energetic mask-
ing to the differences in intelligibility found among the
talkers’ utterances.

It is possible that talker differences occurred primarily
because the talkers’ productions varied in intelligibility when
presented together �that is, one of the voices “stood out”
from the others or, conversely, was more confusable with one
of the other voices�. This result would be consistent with that
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reported by Brungart �2001�, whose data suggest that some
voices are more resistant to �or produce more� informational
masking than others. It is also feasible that talker differences
were caused by the relative masking effectiveness of the spe-
cific two-talker masker combinations. This explanation is
consistent with data collected previously in our laboratory,
where we found that different pairs of two-talker maskers
produced greater differences in informational masking than
in energetic masking �Freyman et al., 2007�. Because the
same two-talker masker was always used for a given target
voice in the present study, we are unable to tease apart these
factors.

Although it was clear that listeners could use voice in-
formation to help identify and attend to the target, such in-
formation did not appear to be automatically encoded. Re-
sults from experiment 3 demonstrated that subjects could
readily ignore a voice prime presented just prior to stimulus
presentation. The presentation of a prime that was consistent
with the target voice did not help the listener when the name
cue was also available. This result agrees with data from
Brungart et al. �2001�, who also found that knowing the
target talker’s voice provided little benefit in same-sex mask-
ing conditions when the cue name was presented. Moreover,
the presence of an incongruent prime did not hinder the sub-
jects’ ability to find and understand the target message. It is
likely that because subjects were told that the voice cue
might or might not be useful on any given trial, they chose to
ignore it. If voice information is encoded automatically, it
could be argued that subjects would not be able to ignore a
voice cue, even if they knew it was irrelevant. Future re-
search needs to be done to determine whether encoding of
indexical information is mandatory in a competing speech
situation.

One unexpected finding in the present studies had to do
with learning effects. Listeners’ performance did improve
slightly over the course of the experiment, but more so in
conditions that produced only or predominantly energetic
masking �in the presence of steady-state noise in experiment
2 and in the F-RF modes in experiments 1 and 3�. Learning
effects were minimal in the F-F condition with speech
maskers, which produced both informational and energetic
masking. This result is in opposition to what we had antici-
pated: that learning or experience would play a greater role
in reducing informational masking than energetic masking.

Although studies of informational masking using tonal
stimuli �Neff and Callaghan, 1988; Neff and Dethlefs, 1995;
Oxenham et al., 2003� or speech detection �Balakrishnan and
Freyman, 2008; Freyman et al., 2008� have noted little or no
evidence of learning effects, to our knowledge only one
study �Van Engen and Bradlow, 2007� has examined the ex-
tent to which this finding persists in a competing speech
recognition task. Van Engen and Bradlow �2007� did indeed
note that experience with the task and/or the target talker’s
voice improved subjects’ performance over the course of
their study. Intuitively, repeated exposure to the talkers’
voices should make it easier to differentiate one voice from
another. Assuming that informational masking is caused �in
part� by uncertainty regarding the target utterance versus the
masking signals, enhancing the ability to differentiate be-

tween voices within the mixture should lead to reduced in-
formational masking. We currently can offer no explanation
for the pattern of learning effects found in the present study.

In summary, results of the studies described in this paper
suggest several potentially important factors related to com-
peting speech perception. Listeners can use either talker
voice �lexical� or cue name �semantic� information to resolve
this listening task; voices that do not differ in susceptibility
to energetic masking may still vary in intelligibility when
presented under conditions with informational masking; and
incidental learning of the talkers’ voices across an experi-
mental session may play a greater role in reducing energetic
masking than informational masking.

Finally, these studies suggest that the TVM sentences
may prove to be a viable corpus for use in competing speech
research. These stimuli have the advantage of incorporating a
cue name but are open-set in nature, allowing the listener to
use higher-level linguistic skills to aid in understanding. Per-
haps because of their open-set nature, the TVM sentences are
more difficult than the CRM sentences at equivalent S-N
ratios and so may be appropriate for future research where
closed-set stimuli such as the CRM are likely to be too easy,
such as during auditory-visual presentation. Future studies
will examine the extent to which individual sentences can be
repeated across �and between� experimental sessions without
the risk of remembering specific stimuli, as well as measure
statistical properties of the corpus.
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Speech intelligibility was measured for sentences presented in spectrally matched steady noise,
single-talker interference, or speech-modulated noise. The stimuli were unfiltered or were low-pass
�LP� �1200 Hz cutoff� or high-pass �HP� �1500 Hz cutoff� filtered. The cutoff frequencies were
selected to produce equal performance in both LP and HP conditions in steady noise and to limit
access to the temporal fine structure of resolved harmonics in the HP conditions. Masking release,
or the improvement in performance between the steady noise and single-talker interference, was
substantial with no filtering. Under LP and HP filtering, masking release was roughly equal but was
much less than in unfiltered conditions. When the average F0 of the interferer was shifted lower than
that of the target, similar increases in masking release were observed under LP and HP filtering.
Similar LP and HP results were also obtained for the speech-modulated-noise masker. The findings
are not consistent with the idea that pitch conveyed by the temporal fine structure of low-order
harmonics plays a crucial role in masking release. Instead, any reduction in speech redundancy, or
manipulation that increases the target-to-masker ratio necessary for intelligibility to beyond around
0 dB, may result in reduced masking release. © 2009 Acoustical Society of America.
�DOI: 10.1121/1.3021299�

PACS number�s�: 43.71.Gv, 43.66.Hg �RLF� Pages: 457–468

I. INTRODUCTION

A common complaint of hearing-impaired listeners and
cochlear-implant users relates to their difficulty in under-
standing speech in complex acoustic backgrounds. One illus-
tration of this problem comes from studies that compare
speech intelligibility in steady noise with intelligibility in
spectrally and/or temporally fluctuating maskers. Speech in-
telligibility, as measured in normal-hearing listeners, im-
proves dramatically when temporal fluctuations are intro-
duced into a noise masker, or when the noise masker is
replaced by a single-talker interferer with the same long-term
power spectrum �e.g., Miller and Licklider, 1950; Festen and
Plomp, 1990�. This “masking release” has been ascribed to
normal-hearing listeners’ ability to “listen in the valleys,”
making use of favorable target-to-masker ratios �TMRs� in
brief �or narrowband� low-energy temporal �or spectral� ep-
ochs in the masker. In contrast, hearing-impaired listeners
typically show much less release from masking when the
masker is changed from steady noise to a fluctuating noise or
single-talker interferer �e.g., Festen and Plomp, 1990; Peters
et al., 1998�, and cochlear-implant users have been found to
show either no masking release, or even an increase in mask-
ing, under similar conditions �Nelson et al., 2003; Stickney
et al., 2004�. For hearing-impaired listeners, the lack of
masking release has traditionally been explained in terms of
a putative loss of temporal and spectral resolution, limiting
their ability to make use of brief or narrowband dips in

masker energy. Similarly, for cochlear-implant users, at least
some of the deficit may be due to severely reduced spectral
resolution.

More recently, a number of studies have suggested that
deficits in fundamental frequency �F0� coding and pitch per-
ception may also be a possible cause for the lack of masking
release in listeners with hearing impairment �Summers and
Leek, 1998� or cochlear implants �Nelson and Jin, 2004;
Stickney et al., 2004�. In contrast to explanations based on a
loss of spectral or temporal resolution, a reduction in mask-
ing release due to reduced pitch salience does not necessarily
imply that the target was masked by the interferer in the
traditional sense. Instead, it suggests that the cues necessary
to distinguish the target from the interferer were not suffi-
ciently salient for successful perceptual segregation to occur.
The failure to distinguish and segregate a target from an
interferer could result in the masker fluctuations being con-
fused for those of the target, thus actually producing more
�rather than less� masking. This phenomenon has been re-
ferred to as a form of “informational masking,” rather than
the more traditional “energetic masking” that is believed to
dominate for a steady-noise masker �e.g., Brungart, 2001�. In
cases where the interferer is speech, temporal fine-structure
cues may help to distinguish between the different F0s, or
F0 trajectories, of the target and the interferer �Brokx and
Nooteboom, 1982; Bird and Darwin, 1998; Assmann, 1999;
Stickney et al., 2007�. In cases where the interferer is a
modulated noise, the fact that parts of the speech are voiced
may be sufficient to produce some segregation between the
speech and the noise �Qin and Oxenham, 2003; Lorenzi et
al., 2006�.

In normal hearing, pitch information appears to be con-
veyed primarily by the temporal fine structure of the lower-
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order harmonics, which are thought to be resolved in the
peripheral auditory system. The ability of listeners to dis-
criminate small differences in F0 is considerably better for
low-order harmonics than high-order �unresolved� harmonics
�Houtsma and Smurzynski, 1990; Shackleton and Carlyon,
1994; Bernstein and Oxenham, 2003�, and when F0 informa-
tion from low-order harmonics conflicts with that from high-
order harmonics, the low-order harmonics usually dominate
the percept, both for isolated harmonic complex tones
�Plomp, 1967; Micheyl and Oxenham, 2007� and for speech
�Bird and Darwin, 1998�. In fact, studies using harmonic
tone complexes consisting only of high-order unresolved
harmonics suggest that listeners are not capable of extracting
the pitches of two complexes presented simultaneously in the
same spectral region �Carlyon, 1996; Micheyl et al., 2006�.

Hearing-impaired listeners typically have less access to
resolved harmonics, due in part to abnormally broad auditory
filters and, in many cases, poorer coding of single pure tones
�e.g., Bernstein and Oxenham, 2006�. It has also been
claimed that hearing-impaired listeners may have a reduced
ability to process temporal fine-structure information
�Lorenzi et al., 2006�, although it is difficult to separate this
from the effects of poorer frequency selectivity. Whatever
the underlying mechanisms, Lorenzi et al. �2006� showed
that poorer temporal fine-structure processing seems to cor-
relate negatively with masking release when comparing
speech reception in steady noise with that in fluctuating
noise.

The coding schemes used in cochlear implants do not
typically convey temporal fine-structure information in the
waveforms of each electrode, and the spectral representation
is too coarse to provide temporal fine structure in terms of
place of excitation of individual harmonics. Thus, if the ac-
curacy of pitch coding plays a major role in masking release,
one reason why both hearing-impaired listeners and
cochlear-implant users show severely reduced amounts of
masking release may be the reduced pitch salience experi-
enced by them, which is induced by reduced or no access to
the temporal fine structure associated with low-order re-
solved harmonics.

Given the proposed link between pitch salience and tem-
poral fine structure on the one hand, and masking release on
the other, an obvious prediction is that normal-hearing listen-
ers should show reduced masking release if pitch salience
and temporal fine-structure cues are disrupted in some way.
Recent studies using acoustic simulations of cochlear-
implant processing in normal-hearing listeners seem to sup-
port this prediction �e.g., Nelson et al., 2003; Qin and Oxen-
ham, 2003, 2006; Gnansia et al., 2008; Hopkins et al., 2008�.
For instance, Qin and Oxenham �2003� measured speech in-
telligibility in various types of interferers with the stimuli
processed through noise-excited envelope vocoders that re-
duce spectral resolution �depending on the number of fre-
quency channels� and replace the original temporal fine
structure with a noise carrier. They found no release from
masking �and even a slight increase in masking� when a
steady noise was replaced by a single talker �male or female�
interferer, even with the relatively good spectral resolution
afforded by 24-channel simulations. Less masking release

was also observed for a noise masker that was modulated
with the temporal envelope of speech. Nevertheless, vocoder
simulations distort the signal in other ways than simply re-
ducing access to the original temporal fine structure; they
also reduce spectral resolution somewhat �even in the 24-
channel case� and, for noise-excited vocoders, introduce spu-
rious envelope fluctuations that may also affect
performance �Whitmal et al., 2007�. More recent studies
�Gnansia et al., 2008; Hopkins et al., 2008� have used even
more channels �32 in the case of Gnansia et al., 2008� and
tonal carriers, and have still found reduced masking release.
However, even here, it is difficult to rule out the role of
potential temporal envelope distortions due, for instance, to
beating between neighboring carriers.

The present study provides a more direct test of the hy-
pothesis that the pitch information provided by the temporal
fine structure of low-order resolved harmonics is important
for masking release. Sentences were presented in steady or
fluctuating backgrounds in unfiltered, low-pass-�LP�, or
high-pass-�HP� filtered conditions. The rationale was that HP
filtering the stimuli should eliminate the low-order harmon-
ics necessary for accurate pitch perception, while LP filtering
the stimuli should retain these low-order harmonics. Thus, if
low-order resolved harmonics are necessary for masking re-
lease, then masking release should be observed in the LP-
filtered condition, while little or no masking release should
be observed in the HP-filtered condition. Experiment 1 tests
this hypothesis by comparing speech intelligibility in steady
noise with that in the presence of a single-talker interferer in
broadband �BB�, LP-filtered, and HP-filtered conditions. Ex-
periment 2 increases the pitch differences between the target
and interfering speech by artificially shifting the pitch con-
tour of the interferer to lower F0s. Experiment 3 tests
whether temporal fine structure is important for situations in
which the masker is a temporally fluctuating noise, as sug-
gested by some previous studies �Qin and Oxenham, 2003;
Lorenzi et al., 2006�.

II. EXPERIMENT 1: INTELLIGIBILITY IN STEADY
NOISE AND SINGLE-TALKER MASKERS

A. Methods

1. Stimuli

The target sentences were Hearing in Noise Test �HINT�
sentence lists �Nilsson et al., 1994�, spoken by a male talker.
The average F0 of these HINT sentences is approximately
110 Hz, with an average within-sentence standard deviation
of 24 Hz. Speech-shaped noise maskers consisted of BB
Gaussian noise that was filtered to match the long-term
power spectrum of the HINT sentences. Competing-talker
maskers were created using recordings of a subset of IEEE
sentences �IEEE, 1969�, also produced by a male. These sen-
tences were also spectrally shaped to match the long-term
power spectrum of the HINT sentences. The sentences were
concatenated and then broken into 4-s blocks to be used as
maskers, without regard to the beginnings of sentences. In
other words, a 4-s block could start in the middle of a sen-
tence. The gaps that occurred between concatenated sen-
tences occurred anywhere within each 4-s block, and had an
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average duration of 135 ms �with gaps defined as contiguous
periods during which the level remained at least 35 dB be-
low the long-term rms level of the speech�. The average F0
of the competing-talker masker was approximately 106 Hz,
with an average within-sentence standard deviation of 28 Hz.

The target sentences and maskers were added together at
the appropriate TMR for a given condition before further
filtering. The filtered stimuli were created by either LP or HP
filtering the combined target and masker using a fourth-order
Butterworth filter. The LP condition involved stimuli that
were LP filtered with a cutoff frequency of 1200 Hz; the HP
condition used a cutoff frequency of 1500 Hz. These particu-
lar cutoff frequencies were chosen in an attempt to equate
overall performance in the speech-shaped steady-noise con-
ditions, based on the results from a pilot study. A comple-
mentary off-frequency noise was subsequently added to the
HP- and LP-filtered stimuli. The noise had the same long-
term spectrum �before filtering� as the HINT target speech,
and its unfiltered level was set to be 12 dB below the level of
the unfiltered target speech. In the LP condition, the comple-
mentary noise was HP filtered at 1200 Hz; in the HP condi-
tion, the complementary noise was LP filtered at 1500 Hz
�also using fourth-order Butterworth filters�. The purpose of
the complementary noise was to limit the possibility for “off-
frequency listening” to information in the slopes of the fil-
ters, and to mask any low-frequency distortion products that
might be generated by the speech in the HP-filtered condi-
tions.

In all trials, the speech or noise masker and the comple-
mentary noise �when present� had a total duration of 4 s,
gated on and off with 5-ms ramps. The target sentences
ranged in duration from 1.17 to 2.46 s, and began 750 ms
after the beginning of the masker.

2. Subjects

Twenty-four subjects �18 female� participated in this ex-
periment. None had previously listened to HINT sentences.
The subjects all reported normal hearing, and had audiomet-
ric thresholds of 20 dB HL or less at octave frequencies be-
tween 250 and 8000 Hz. Their ages ranged from 19 to 55,
with a mean age of 25.3. Subjects were paid for their partici-
pation.

3. Procedure

Three groups of eight subjects each were tested using
one of the three filter conditions �unfiltered, HP filtered, and
LP filtered�. Subjects were told that they would hear dis-
torted sentences in a noisy background and they were in-
structed to type what they heard via a computer keyboard. It
was explained that some of the utterances would be hard to
understand, and that they should make their best guess at as
many words as possible.

Approximately 1 h of practice was provided before test-
ing. Practice target sentences were taken from 12 lists of
sentences from the IEEE/TIMIT corpus �IEEE, 1969�. These
sentences were produced by a different talker from that used
to create the maskers. Subjects heard half the sentences in a
background of speech-shaped noise, and the other half in a

competing-talker background, at several TMRs in BB, LP,
and HP conditions. After each practice sentence, listeners
were prompted to type what they had heard via a computer
keyboard. Feedback was then provided by displaying the
sentence text on the computer monitor. Listeners had the
option to repeat the sentence as often as they wished before
moving on to the next sentence.

In the actual experiment, the stimuli were presented at
six different TMRs for each masker type �speech-shaped
noise, competing talker�, resulting in 12 conditions. Two
lists, each comprising ten HINT target sentences, were pre-
sented for each condition, resulting in a total of 24 lists of
HINT sentences in the experiment. No target sentence was
presented more than once to any subject. Each condition was
presented once before any was repeated. The order of pre-
sentation was counterbalanced across subjects for the masker
type, and always progressed from highest �easiest� to lowest
�hardest� TMR. No feedback was given during the actual
experiment, which took approximately 1 h and immediately
followed the practice session.

For both the practice and the actual experiment, the
stimuli were presented diotically at an overall level of 70 dB
SPL �after processing� in each ear over Sennheiser HD580
headphones. The stimuli were played out via a Lynx22
�LynxStudio� sound card at 16 bit resolution with a sampling
rate of 22.05 kHz. After the session, the listeners’ responses
were scored offline. All words except for “a” and “the” were
counted, and the percentage of correct words in each condi-
tion was calculated. Obvious misspellings were counted as
correct.

B. Results and discussion

The mean results from the unfiltered conditions are
shown in Fig. 1, with proportion of words correctly reported
plotted as a function of TMR. Error bars represent �1 stan-
dard error across the eight subjects. The raw percent-correct

FIG. 1. Proportion of words correctly reported from HINT sentence lists as
a function of TMR. Open symbols represent performance in the presence of
a single-talker interferer and filled symbols represent performance in the
presence of a steady-noise interferer. The square symbols in this and all
other figures represent unfiltered conditions. Error bars represent �1 stan-
dard error of the mean across subjects.
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scores are shown; however, for the purposes of statistical
analyses, the data were subjected to an arcsine transform.
Filled symbols denote performance in steady-noise and open
symbols denote performance in the single-talker background.
As has been shown in many previous studies �e.g., Duques-
noy, 1983; Festen and Plomp, 1990; Peters et al., 1998; Sum-
mers and Molis, 2004�, a single-talker interferer produces
considerably less masking than a steady noise with the same
overall level and long-term spectrum. The amount of mask-
ing release can be quantified in various ways. One way is to
consider the increase in proportion of words correctly re-
ported at a given TMR �Takahashi and Bacon, 1992; Jin and
Nelson, 2006�. Quantified in this way, masking release was
about 80 percentage points at a TMR of −12 dB, 50 percent-
age points at a TMR of −6 dB, and no masking release �or a
“negative release” of 5 percentage points� at 0 dB TMR,
perhaps because of ceiling effects. Another way to quantify
masking release is to determine the change in TMR neces-
sary to obtain 50% of words correct; this TMR is known as
the speech reception threshold �SRT� �e.g., Qin and Oxen-
ham, 2003�.1 The SRTs were estimated from our data by
fitting a logistic function to the individual data from all
TMRs, and determining the TMR at which the fitted func-
tions crossed the 50% line. The logistic functions were fitted
using maximum likelihood with an assumed binomial distri-
bution. The SRTs, averaged across the SRTs from logistic fits
to the data from individual subjects, were −5.6 and −19.5 dB
for the steady-state noise and single-talker interferer, respec-
tively, resulting in an average masking release of around
14 dB.

The left panel of Fig. 2 shows the results from the LP
and HP-filtered conditions in a steady-noise background. The
similarity of the two curves indicates that we were successful
in selecting LP and HP filter cutoffs that produced roughly
equal performance in steady noise for the two conditions. A
mixed-model analysis of variance �ANOVA� on the arcsine
transformed data confirmed a significant effect of TMR
�F5,70=241.0, p�0.0001� but no effect of filter type �F1,14

=1.39, p=0.26�.2 The interaction between filter type and
TMR was significant �F5,70=3.84, p=0.01�, presumably due
to the downturn in performance at the highest TMR in the LP

condition. The middle panel of Fig. 2 replots the LP results
from the left panel and compares them to the LP results using
a competing-talker interferer. Some masking release is
present, at least at negative TMRs, but it is considerably less
than that found in the unfiltered conditions. The right panel
shows the same comparison of steady noise and single-talker
interferer, but for the HP-filtered conditions. Again, the
amount of masking release is greatly reduced, relative to the
unfiltered conditions, but is similar to that found in the LP
filtered conditions. The similarity of the HP and LP-filtered
conditions was confirmed by a mixed-model ANOVA com-
paring the HP- and LP-filtered single-talker conditions, with
TMR as a within-subject variable and filter condition as a
between-subject variable. As expected, there was a signifi-
cant effect of TMR �F5,70=263.8, p�0.0001� but no main
effect of filter type �F1,14�1, n.s.�.

Overall, the amount of masking release was small in
both filtered conditions. In the LP condition, a within-subject
ANOVA, using only TMRs that were measured in both the
single-talker and steady-noise maskers, revealed no main ef-
fect of masker type �F1,7�1, n.s.�, but a significant interac-
tion between masker type and TMR �F2,14=39.14, p
�0.0001�. In the HP condition, the main effect of masker
type failed to reach significance �F1,7=3.97, p=0.086�, but
the interaction between TMR and masker type was signifi-
cant �F2,14=13.51, p=0.0006�. In both HP and LP condi-
tions, it appears that masking release is present only at nega-
tive TMRs, and is effectively absent, or even reversed, at
TMRs of 0 and +6 dB.

The SRTs for the LP and HP conditions were obtained
by averaging the SRTs from logistic fits to the individual
data. In the LP condition, the SRT was −0.5 dB in the steady
noise and −3.7 dB in the single-talker masker, resulting in an
overall masking release of only 3.2 dB. The SRT for the LP
single-talker masker, as estimated using a logistic function
does not match the “visual” SRT well �estimated by where
the interpolated data points in Fig. 2 cross the 50% line�,
mainly because the logistic function cannot capture the ap-
parent dip in performance at a TMR of 0 dB. This dip was
not found in the HP-filtered conditions, where the estimated
SRTs for the steady noise �−0.7 dB� and the single talker

FIG. 2. Proportion of words correctly reported from HINT sentence lists as a function of target-to-masker ratio. Upward- and downward-pointing triangles
represent HP and LP conditions, respectively. The left panel shows results in steady noise �filled symbols�; the center and right panels compare those results
with performance in a single-talker interferer �open symbols� in LP and HP conditions, respectively. Error bars represent �1 standard error of the mean across
subjects.
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�−3.9 dB� agree better with visual inspection of the data in
Fig. 2, to again produce an estimated masking release of
3.2 dB.

In summary, masking release was similar in both the LP
and HP conditions and was reduced relative to the unfiltered
conditions. The results suggest that masking release in
normal-hearing listeners can be severely reduced simply by
limiting the available frequency spectrum, without any fur-
ther degradation. The results are not consistent with our ini-
tial prediction that the LP-filtered condition should result in
greater masking release than that observed in the HP-filtered
conditions, because of the presence of low-order resolved
harmonics in the LP, but not in the HP, condition.

There are a number of possible reasons for the failure of
the results to match predictions. One possible explanation is
that the HP filter cutoff was not set high enough, and that
some resolved harmonics were present in that condition. To
test for this, we carried out an F0 discrimination experiment
using complex tones with the same long-term spectral enve-
lope as that of the target speech. As described in the Appen-
dix, we found very pronounced differences between the LP-
and HP-filtered conditions, with large �poor� F0 difference
limens �DLs� and strong phase dependencies in the HP con-
ditions, as expected from unresolved harmonics, and small
�good� F0 DLs and no phase dependence in the LP condi-
tions, as expected from resolved harmonics. Thus, it seems
that the filters used in this experiment were successful at
restricting the stimuli in the HP condition to only unresolved
harmonics.

Another possible explanation is that the average F0s of
the target �110 Hz� and interferer �106 Hz� were very similar
in this experiment. It is possible that the pitch differences
were not sufficient to provide a strong segregation cue, and
that other cues that help us to identify different talkers, such
as vocal tract length �Darwin et al., 2003�, were sufficient to
provide whatever small masking release was observed in
both LP- and HP-filtered conditions. In fact, the similarity in
average F0 between the target and masker may explain the
apparent dip in performance at 0 dB TMR in the LP condi-
tion: it may be that confusion between the target and masker
was greatest when there were no overall level differences
between the two �e.g., Brungart, 2001� and that other cues,
such as vocal tract length, were conveyed better in the HP
than in the LP condition. This idea is tested in experiment 2
by artificially lowering the F0 of the interferer, while retain-
ing all other speaker characteristics, such as vocal tract size,
in order to increase the pitch difference between the target
and interferer.

III. EXPERIMENT 2: INTELLIGIBILITY IN A SINGLE-
TALKER MASKER WITH SHIFTED F0

A. Methods

1. Subjects

Nine subjects �four female� participated in this experi-
ment. None had previously listened to HINT sentences. The
subjects all reported normal hearing and had audiometric
thresholds of 20 dB HL or less at octave frequencies between

250 and 8000 Hz. Their ages ranged from 19 to 31, with a
mean age of 21.8. Subjects were either paid or given course
credit for their participation.

2. Stimuli and procedure

The stimuli were very similar to those used for the
single-talker condition in experiment 1, with the exception
that the F0 of the masker was lowered by four semitones
using PRAAT software �Boersma and Weenink, 2008�. The
processed-F0 interferer had an average F0 of 85 Hz, with an
average within-sentence standard deviation of 22 Hz, and
was thus quite far removed from the average F0 of the target
�110 Hz�. As before, the interfering speech was spectrally
shaped to match the long-term spectrum of the target speech.
Subjects heard all the sentences in a single-talker back-
ground, at four different TMRs, and each subject was tested
using all three filter conditions �unfiltered, HP filtered, and
LP filtered�. The order of presentation was counterbalanced
across subjects for the filter type and always progressed from
highest �easiest� to lowest �hardest� TMR. As in experiment
1, the LP-filter cutoff was 1200 Hz, the HP-filter cutoff was
1500 Hz, and the complementary off-frequency noise was
presented in each of the filtered conditions. Because the in-
terferer F0 was lower than in experiment 1, the harmonics of
the interferer should have been even less resolved than those
of the interferer in experiment 1. As in experiment 1, sub-
jects were provided with approximately 1 h of training with
feedback �on a different sentence corpus� before testing.

B. Results and discussion

The results are shown in Fig. 3, with the data from the
steady-noise masking conditions from experiment 1 replotted
as small symbols for comparison. The left panel shows re-
sults from the unfiltered condition, and the right panel shows
the results from the filtered conditions. In the unfiltered con-
dition, the shift in the interferer F0 resulted in about the
same amount of masking release as was found in the original
unfiltered conditions, with a mean estimated SRT of
−18.5 dB �compared with −19.5 dB in the unprocessed con-
dition�. In contrast, for both the LP- and HP-filtered stimuli,
more masking release was observed with the shifted-F0
maskers than with the original single-talker maskers. A com-
parison of the shifted and original single-talker conditions
indicated a main effect of F0 shift, with improved perfor-
mance using the shifted-F0 masker �main effect of shift:
F1,15=4.70, p=0.047 �LP� and F1,15=6.08, p=0.03 �HP��.
As found in experiment 1, LP and HP filtering resulted in
very similar performance overall. A within-subject ANOVA
comparing LP- and HP-filtered conditions with the
shifted-F0 interferer confirmed no significant difference be-
tween the two �F1,8�1, n.s.�, with no significant interaction
between filter condition and TMR �F3,24=1.809; p=0.173�.
Analysis in terms of SRT yielded similar conclusions. The
SRTs, estimated from the logistic fits to the individual data,
were −7.1 and −6.9 dB �resulting in a release from masking
of about 6.6 and 6.2 dB� for the LP and HP conditions, re-
spectively. Interestingly, in this case there was no apparent
difference in performance between the LP and HP conditions
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at a TMR of 0 dB, as was observed in experiment 1. It may
be that the confusion in experiment 1 between the target and
masker was greater in the LP than in the HP condition, and
that a greater difference in average F0 between the target and
masker reduced the confusion, and hence the difference be-
tween the LP and HP conditions at a 0 dB TMR.

In summary, shifting the F0 of the interfering talker in-
creased the amount of masking release in both LP- and HP-
filtered conditions. However, the overall amount of masking
release was still very similar in both conditions. As in experi-
ment 1, the results are not in line with our prediction that the
more salient and accurate pitch conveyed by the lower-order
resolved harmonics should lead to greater masking release in
the LP- than in the HP-filtered conditions.

There are again a number of potential reasons why our
expectations were not met. For instance, it may be a coinci-
dence that the LP and HP conditions in experiments 1 and 2
both produce very similar amounts of masking release. It
should be remembered that the low and high spectral regions
can convey very different forms of speech information, even
if the overall intelligibility is the same �e.g., Northern and
Downs, 2002�. In fact, both the LP and HP conditions lack a
considerable portion of the spectrum between 300 and
3500 Hz, which is considered to contain the most important
speech information �French and Steinberg, 1947; Assmann
and Summerfield, 2004�. Also, even at an acoustic level, the
strength of masker fluctuations may vary somewhat in differ-
ent frequency regions; for instance, Festen and Plomp �1990�
found that there was typically more speech modulation en-
ergy in high-frequency regions than in low-frequency re-
gions. Thus, it is possible that the greater amount of pitch
information in the low-frequency region may be offset to
some degree by the greater masker modulation depth �and
hence greater scope for masking release� in the high-
frequency region. Nevertheless, it seems clear that the tem-
poral fine-structure information from low-order harmonics in
voiced speech does not play a dominant role in determining
masking release, at least when comparing steady-noise
maskers to single-talker interferers. The aim of the final ex-
periment was to generalize our findings to another condition
for which masking release is often measured, involving
masking by amplitude-modulated noise.

IV. EXPERIMENT 3: MASKING RELEASE IN SPEECH-
MODULATED NOISE

A. Rationale

Hearing impairment, cochlear implants, and simulations
of cochlear implants using channel vocoders all lead to re-
duced masking release, relative to normal hearing, when
comparing modulated noise with steady-state noise maskers
�e.g., Festen and Plomp, 1990; Bacon et al., 1998; Peters
et al., 1998; Qin and Oxenham, 2003; Nelson and Jin, 2004;
Jin and Nelson, 2006; Rhebergen et al., 2006�. Various types
of modulated noise have been used in previous studies, in-
cluding sinusoidally amplitude �or intensity� modulated
noise, square-wave gated noise, and noise that is modulated
by the broadband temporal envelope of speech from a single
talker. As with masking release using single-talker interfer-
ers, it has been proposed that the reduced ability of hearing-
impaired listeners and cochlear-implant users to take advan-
tage of temporal dips in a modulated noise may be related to
reduced access to temporal fine-structure cues �e.g., Qin and
Oxenham, 2003; Lorenzi et al., 2006�. The rationale is that
severely reduced �or absent� temporal fine-structure cues
may render it more difficult to distinguish the fluctuations in
the �partially periodic� target speech from those of the noise
masker.

In this experiment, we measured speech intelligibility in
the presence of speech-modulated noise. Because the tempo-
ral envelope of BB speech was used, the modulation energy
was the same in both low- and high-frequency regions. This
enabled us to test whether any differences emerge between
masking release in the LP and HP conditions when the
modulation energy of the masker is the same in both regions.

B. Methods

1. Subjects

Nine subjects �eight female� participated in this experi-
ment. None had previously listened to HINT sentences. The
subjects all reported normal hearing, and had audiometric
thresholds of 20 dB HL3 or less at octave frequencies be-
tween 250 and 8000 Hz. Their ages ranged from 19 to 31,
with a mean age of 20.7. Subjects were either paid or given
course credit for their participation.

FIG. 3. Proportion of words cor-
rectly reported from HINT sentence
lists as a function of TMR in condi-
tions where the F0 of the single-
talker interferer was shifted down by
four semitones. Results in steady
noise from Figs. 1 and 2 are replotted
as small symbols for comparison.
The left panel shows results from un-
filtered conditions, and the right
panel shows results from the LP- and
HP-filtered conditions. Error bars
represent �1 standard error of the
mean across subjects.
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2. Stimuli and procedure

Modulated-noise maskers were generated based on the
envelopes of the maskers from experiment 1. Envelopes
were obtained by half-wave rectifying and LP filtering the
BB speech stimulus using a sixth-order Butterworth filter
with a cutoff frequency of 50 Hz. The resulting envelopes
were used to modulate a noise that was spectrally shaped to
have the same long-term power spectrum as the target HINT
sentences.

Subjects heard the target HINT sentences in a
modulated-noise background at four different TMRs. As in
the previous experiment, each subject was tested under all
three filter conditions �unfiltered, HP filtered, and LP filtered�
using a LP-filter cutoff of 1200 Hz and a HP-filter cutoff of
1500 Hz, with complementary off-frequency noise in the fil-
tered conditions. The testing session was preceded by a 1 h
training session with feedback, as described in experiment 1.

C. Results and discussion

The results are shown in Fig. 4, with the steady-noise
data from experiment 1 replotted as small symbols for com-
parison. The left panel shows results from the unfiltered con-
dition and the right panel shows results from the filtered
conditions. The unfiltered results showed a significant
amount of masking release, when compared with the speech-
shaped noise condition from experiment 1, at the TMRs that
both conditions had in common �F1,15=243.53; p�0.0001�,
although performance was lower overall than that observed
with the single-talker interferer in experiment 1 �F1,15

=95.93; p�0.0001�. The finding of less masking release for
speech-modulated noise than for a single-talker interferer is
consistent with earlier studies �e.g., Peters et al., 1998�.

Both the LP and HP conditions showed a significant
amount of masking release when compared with the compa-
rable steady-noise conditions from experiment 1 �LP: F1,15

=5.93, p=0.028; HP: F1,15=16.46, p=0.001�. A within-
subject comparison of the low-pass and high-pass conditions
revealed that, contrary to our initial hypothesis, performance
in the HP condition actually exceeded that in the LP condi-
tion overall �F1,8=33.17, p�0.001�, although the difference
did not exceed ten percentage points at any TMR. There was
no interaction between TMR and filter condition �F3,24

=1.10, p=0.37�. The mean estimated SRTs were −3.4 and
−5.5 dB in the low-pass and high-pass conditions, respec-
tively.

The fact that the LP condition did not result in more
masking release than the HP condition when the masker
modulation energy was equated across the two regions does
not provide support for the idea that the higher masker
modulation energy in the HP conditions of experiments 1 and
2 counteracted any benefit of temporal fine structure in the
LP conditions. However, the results do not provide strong
evidence against the hypothesis either. This is because there
are many differences between the single-talker interferer of
experiments 1 and 2 and the modulated noise of experiment
3, which make a direct comparison problematic. On one
hand, the acoustic differences between the modulated noise
and the target are much greater than those between the inter-
fering talker and the target. This might imply that the pitch
cues encoded in the temporal fine structure may not be as
necessary when segregating speech from noise, as compared
to segregating speech from speech. In other words, the more
similar acoustics, as well as the intelligibility �Rhebergen
et al., 2005�, of a speech masker may produce more infor-
mational masking than a modulated-noise masker, which
may in turn be alleviated more by pitch cues. On the other
hand, a speech interferer has spectral, as well as temporal,
dips, which may enhance the potential amount of masking
release. It is not clear which of these �or other� competing
factors governs the similarities and differences between the
different masker types. Nevertheless, it is clear that our ini-
tial findings of no specific benefit of pitch-related temporal
fine-structure cues in the LP region generalize from single-
talker interferers to temporally modulated noise maskers.

V. GENERAL DISCUSSION

A. Summary of results

Three experiments were carried out to compare word
intelligibility in sentences using steady or fluctuating
maskers under different spectral conditions �unfiltered, LP
filtered, and HP filtered�. The cutoff frequencies �LP
1200 Hz; HP 1500 Hz� were selected to produce roughly
equal speech intelligibility for the two filtered conditions in
the presence of steady noise and to minimize the availability

FIG. 4. Proportion of words cor-
rectly reported from HINT sentence
lists as a function of TMR. Open
symbols represent results in the pres-
ence of a speech-modulated noise
masker. Results in steady noise from
Figs. 1 and 2 are replotted as small
symbols for comparison. The left
panel shows results from unfiltered
conditions, whereas the right panel
show results from the LP- and HP-
filtered conditions. Error bars repre-
sent �1 standard error of the mean
across subjects.
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of peripherally resolved harmonics in the HP condition �see
Appendix�. Experiment 1 found a substantial release from
masking in the unfiltered conditions when the steady noise
was replaced by a single-talker interferer. The amount of
masking release was greatly reduced in both the LP and HP
conditions, and no significant differences between the two
filtered conditions were found. Experiment 2 used the same
single-talker masker as was used in experiment 1, but artifi-
cially lowered the F0 of the masker to increase the average
F0 difference between the target and the masker. Increasing
the average F0 difference between the target and masker did
not affect performance in the unfiltered conditions, where the
masking release remained substantial. The increase in F0
difference did increase the release from masking found in the
two filtered conditions, but it did so by the same amount for
both the LP and HP conditions. Experiment 3 measured in-
telligibility in the presence of a noise masker that was tem-
porally modulated with a broadband speech stimulus. The
same speech modulator was used in the unfiltered and in the
LP and HP conditions. As in the previous two experiments,
more masking release was observed �relative to performance
in unmodulated noise� in the unfiltered conditions than in the
LP and HP conditions, which again both produced similar
amounts of masking release; in fact, the amount of masking
release was somewhat greater for the HP than for the LP
condition.

B. Possible interpretations and implications

The results are not consistent with the idea that the pitch
information carried in the temporal fine structure of low-
order resolved harmonics plays a crucial role in masking
release. The results do not therefore seem to support earlier
conjectures that loss of temporal fine-structure and pitch in-
formation may underlie the reduced masking release experi-
enced by hearing-impaired listeners �e.g., Lorenzi et al.,
2006� and cochlear-implant users �e.g., Qin and Oxenham,
2003; Stickney et al., 2004�.

One possible interpretation is that any form of band lim-
iting of the stimuli may result not only in poorer perfor-
mance overall but also in a reduction in the advantage that
listeners can take of spectrotemporal fluctuations in a mask-
ing stimulus. It may be that a large proportion of the masking
release observed in BB conditions stems from the inherent
redundancy in the speech signal, and that a reduction in that
redundancy, by band-limiting the stimuli, reduces the scope
for masking release. Loss of redundancy may also explain in
part why hearing-impaired listeners, as well as simulated and
real cochlear-implant users, typically exhibit less �or no�
masking release. It may be, for instance, that impaired fre-
quency resolution is sufficient to reduce redundancy to a
point where little or no masking release is observed.

Another, not mutually exclusive, possibility is that
masking release can only occur at relatively low TMRs. It is
noteworthy that in all our conditions �filtered and unfiltered�,
masking release was only observed at TMRs of 0 dB or less.
In the unfiltered conditions, the interpretation is made diffi-
cult by the fact that performance was near ceiling at 0 dB
TMR. However, even in these conditions there is some hint

of a “crossover” around 0 dB TMR, as is more clearly ob-
served in the filtered conditions, where the single-talker in-
terferer actually becomes a more effective masker than the
steady noise at high TMRs. As suggested by Kwon and
Turner �2001�, masker fluctuations can in principle hinder as
well as help performance, by introducing spurious fluctua-
tions into the target. In cases where the TMR is positive,
where there is little scope for confusion between the target
and the masker, it may be that the detrimental effects of
spurious masker fluctuations outweigh any benefit of dips in
the masker energy. A potentially related finding was recently
reported by Freyman et al. �2008� in the domain of spatially
induced �as opposed to F0-induced� masking release. Using
noise-excited envelope-vocoded stimuli, they found that per-
ceived spatial separation between target speech and interfer-
ing speech only improved performance when TMRs were
negative. For tasks that involved highly positive TMRs, no
benefit of perceived spatial separation was found.

Interestingly, it appears that pitch does play some role in
masking release: when the F0 of the masker was shifted
away from that of the target, masking release increased in
both the LP and HP conditions. However, the improvement
due to the pitch difference was the same in both conditions.
This suggests that although the pitch of unresolved high-
order harmonics is weaker than that for low-order harmonics,
it is still sufficient for source segregation in dynamic situa-
tions, such as speech, where the moment-by-moment F0 dif-
ferences between the sources are typically much larger than
the F0 DL.

The conclusion that the pitch from unresolved harmon-
ics may be sufficient for speech segregation, at least in cer-
tain circumstances, is consistent with basic psychoacoustic
studies of stream segregation using only unresolved harmon-
ics �Vliegen et al., 1999; Vliegen and Oxenham, 1999�.
However, it seems at odds with the conclusions of Deeks and
Carlyon �2004� and Qin and Oxenham �2005�. Both these
studies used different forms of envelope vocoders to study
the role of pitch perception in speech segregation. Deeks and
Carlyon �2004� used six-band envelope vocoders, excited by
pulse trains with different F0s �or rates�. They found no ben-
efit of presenting the masker and target speech on different
F0s in separate channels. However, their stimuli were much
more impoverished than those used here: only three broad
frequency bands were available for the target. Although this
may be a realistic scenario for cochlear-implant users, it is
not possible to conclude that it was simply the lack of re-
solved harmonics that led to poor performance and no benefit
of F0 differences. Qin and Oxenham �2005� found that the
poorer F0 discrimination produced by noise-excited enve-
lope vocoding resulted in an inability to make use of F0
differences between two simultaneously presented synthetic
vowel stimuli. There are at least two reasons why they did
not observe a benefit of F0 difference while we did. First,
modulated-noise stimuli from an envelope vocoder produce
an even poorer pitch percept than unprocessed unresolved
harmonics, meaning that the pitch information in the Qin and
Oxenham �2005� study was more impoverished than that in
the present study. Second, it may be that pitch information is
more beneficial in sequential situations than in simultaneous
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ones. For synchronously gated pairs of vowels, F0 informa-
tion from two sources must be extracted simultaneously; for
more natural speech situations, much can be gained from
“glimpsing” in time, as well as frequency, such that pitch
differences across time can be used to form perceptual
streams corresponding to the two sources.

The studies of masking release by Scott et al. �2001� and
Elangovan and Stuart �2005� came to somewhat different
conclusions from the ones reached here. Comparing masking
by a steady noise with masking by a randomly interrupted
noise masker, Scott et al. �2001� found that LP filtering re-
duced masking release, whereas Elangovan and Stuart
�2005� found that HP filtering did not. Their results were
discussed in terms of potentially poorer temporal resolution
at low frequencies. There are several differences between our
study and theirs. First, single-word recognition was tested, as
opposed to sentences in the present study. Second, their noise
was gated on and off abruptly, whereas we used either a
single talker or a noise modulated by the broadband envelope
of a single talker. It may be that the limits of temporal reso-
lution �if any� are more apparent in abruptly gated maskers
because the limits of temporal resolution �as opposed to the
temporal slopes of the stimuli� are more likely to govern
performance for abruptly gated maskers than for maskers
with more shallow envelope slopes. Finally, it appears from
Fig. 2 in Elangovan and Stuart �2005� that the spectra of
their maskers and targets were not as carefully matched as in
the present study, leaving open the possibility that some of
the differential effects of filtering were due to spectrally local
differences in long-term TMR. Thus, although the conclu-
sions differ from ours, their data do not necessarily contra-
dict our findings.

The results of Freyman et al. �2001� are somewhat re-
lated to, and are also generally consistent with, our findings.
They found that the release from masking obtained by intro-
ducing a perceived spatial separation between a two-talker
masker and a target speaker was no greater �in fact, some-
what less� when the stimuli were HP filtered at 1500 Hz than
when they were unfiltered. This suggests that the masker and
target were no more confusable after HP filtering, despite the
reduction in the availability of low-frequency information.
However, the use of female speech �with a higher F0� and
the absence of LP masking noise make it difficult to rule out
the possibility that some low-frequency resolved harmonics
were available in the stimuli of Freyman et al. �2001�.

Whatever the reasons underlying the loss of masking
release in the present experiments, it seems clear that simply
bandlimiting the stimuli can be enough to severely reduce
the masking release experienced by normal-hearing subjects.
This implies that the proportion of the speech spectrum that
is audible may itself be a significant predictor of how much
masking release a given hearing-impaired listeners will dem-
onstrate �e.g., Bacon et al., 1998�, as well as the many other
potential factors, such as frequency and temporal resolution,
that have been investigated in the past �e.g., George et al.,
2006, 2007�.

VI. CONCLUSIONS

In unfiltered conditions, substantial release from mask-
ing was found when a steady-noise masker was replaced by a
single-talker interferer or a speech-modulated-noise masker
with the same long-term spectrum. The amount of masking
release was greatly reduced in both LP- and HP-filtered con-
ditions. In contrast to predictions based on the hypothesized
role of pitch and temporal fine structure in masking, masking
release in LP conditions was not significantly greater than in
the HP conditions in any of the experimental conditions. This
suggests that the temporal fine structure of resolved harmon-
ics does not play a crucial or unique role in masking release.
It may instead be that the amount of perceptual redundancy
in the target determines masking release, or that any stimulus
manipulation �or hearing condition� that increases the TMR
necessary for intelligibility in steady noise to levels higher
than 0 dB results in a loss of masking release.
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APPENDIX: F0 DIFFERENCE LIMENS AND HARMONIC
RESOLVABILITY WITH SPEECH-SHAPED
HARMONIC TONE COMPLEXES

1. Methods

a. Stimuli

In this experiment F0 DLs were measured for harmonic
tone complexes that were spectrally shaped to match the
long-term power spectrum of the speech materials used in
the main experiments. Equal-amplitude harmonic tone com-
plexes, extending up to 10 kHz, were passed through a filter
to provide them with the same spectral envelope as sentences
from the HINT �Nilsson et al., 1994�. Two values of F0 were
tested, 110 and 135 Hz, which represent the mean F0 and
one standard deviation above the mean F0 of the target
speech, respectively. After spectral shaping, the complexes
were either presented without any additional filtering �BB
condition�, or were LP or HP filtered, using a fourth-order
Butterworth filter. When used, the LP filter cutoff was
1200 Hz and the HP filter cutoff was 1500 Hz, as in the main
speech experiments. The components of the complex tones
were added either in sine phase or in random phase. In the
case of random phase, the phase of each component was
chosen independently and randomly with uniform distribu-
tion from 0 to 2� for each stimulus presentation.

In the LP and HP conditions, a complementary noise
was added to reduce the possibility of off-frequency listening
and the detection of distortion products. This noise had the
same speech-shaped spectral envelope as the tone complex
but was 12 dB lower than the nominal level of the complex
�before LP or HP filtering�. In the LP condition, the noise
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was HP filtered at 1200 Hz; in the HP condition, the noise
was LP filtered at 1500 �fourth-order Butterworth filter in all
cases�. Thus the long-term spectral characteristics of the
stimuli in this experiment were the same as the target and
complementary noise in the main speech experiments. The
tone complexes were 400 ms in duration, including 50-ms
raised-cosine �Hanning� onset and offset ramps. The comple-
mentary noise was gated synchronously with the HP- or LP-
filtered tone complex.

b. Procedure

Thresholds were measured using a two-interval two-
alternative forced-choice procedure. In each trial, listeners
were presented with two presentations of the tone complex,
separated by a silent interval of 300 ms. The baseline F0
�F0base� was roved over two semitones with uniform distri-
bution across each trial �but not across intervals�. The F0s in
the two intervals were F0base�1+� /100�1/2 and F0base�1
+� /100�−1/2, where � is the difference in F0 between the
two intervals, in percent. The listeners’ task in each trial was
to select the interval with the higher F0. Thresholds were
estimated using a 3-down 1-up adaptive tracking procedure
that estimates the 79.4% correct point of the psychometric
function �Levitt, 1971�. The initial value of � was 15.85%.
This value was decreased after three consecutive correct re-
sponses and increased after each incorrect response. The
transition from decreasing to increasing �or from increasing
to decreasing� values defines a reversal. The initial step size
was an increase or a decrease in � by a factor of 2.51. After
two reversals, the step size decreased to a factor of 1.58, and
after two more reversals, the step size was reduced to its final
value of a factor of 1.26. A run terminated after six reversals
at the final step size, and threshold was defined as the geo-
metric mean value of � at those final six reversals.

The average overall level of the complex tone was set to
75 dB SPL but was roved over a uniform 6 dB range across
intervals and trials. The level and F0 roving were introduced
to avoid the possibility that listeners learned to respond cor-
rectly based on cues other than F0 �such as a small increase
in loudness as a harmonic moved to the peak of the spectral
envelope� and to simulate some aspects of the dynamic na-
ture of speech, where the mean level may not be wholly
representative. As in the speech experiments, the level of the
complementary background noise was not roved.

The stimuli were presented diotically to listeners seated
in a double-walled sound-attenuating booth. Stimuli were
generated digitally and converted to voltage using a Lynx-
Studio Lynx22 sound card with 24 bit resolution at a sam-
pling rate of 22.05 kHz. The stimuli were either fed directly
to HD580 headphones �Sennheiser� or were first passed
through a headphone amplifier �TDT HB7�. In both cases,
levels were verified using a voltmeter and a sound pressure
level meter coupled to the headphones using an artificial ear
�Brüel and Kjær�.

c. Subjects

Four normal-hearing listeners �all female; ages between
20 and 41� participated as subjects in this experiment. One
was the second author; the others were paid for their services
and had also participated in one of the speech experiments.

2. Results

The mean results, geometrically averaged across listen-
ers, are shown in Fig. 5. In line with earlier studies using
equal-amplitude harmonic tone complexes, F0 DLs in the
BB condition were all low ��1% � and showed no system-
atic effect of component phase relationship. In the LP condi-
tions, F0 DLs were similarly low, and also showed no phase
dependencies. In contrast, F0 DLs in the HP conditions were
higher by nearly an order of magnitude, and showed a sys-
tematic phase effect, being higher �worse� in the random-
phase conditions than in the sine-phase conditions. These
results confirm that pitch coding accuracy for harmonic tone
complexes with the same long-term spectral shape as the
speech stimuli used in the main experiments is considerably
worse in the HP-filtered conditions than in the LP-filtered or
BB conditions. This is true for the F0 corresponding to the
mean F0 of the sentences and for an F0 one standard devia-
tion above the mean. The poor thresholds and phase depen-
dence in the HP-filtered conditions suggest that only unre-
solved harmonics were accessible to the subjects in the main
speech experiments.

1Some studies define the SRT as the TMR at which 50% of whole sen-
tences �as opposed to words� are reported with no errors �e.g., Bacon et
al., 1998; Peters et al., 1998�.

FIG. 5. F0 DLs for tone complexes spectrally shaped to
have the same spectral envelope as the target HINT
sentences. Filter conditions include unfiltered �BB�, LP
filtered, and HP filtered. Solid bars represent conditions
with components in random starting phase, and open
bars represent conditions in sine starting phase. Error
bars represent one standard error of the mean across
subjects.
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English ÕrÕ-ÕlÕ category assimilation by Japanese adults:
Individual differences and the link to identification accuracy
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Native speakers of Japanese often have difficulty identifying English /r/ and /l/, and it has been
thought that second-language �L2� learning difficulties like this are caused by how L2 phonemes are
assimilated into ones native phonological system. This study took an individual difference approach
to examining this relationship by testing the category assimilation of Japanese speakers with a wide
range of English /r/-/l/ identification abilities. All Japanese subjects were assessed in terms of �1�
their accuracy in identifying English /r/ and /l/, �2� their assimilation of /r/ and /l/ into their Japanese
flap category, �3� their production of /r/ and /l/, and �4� their best-exemplar locations for /r/, /l/, and
Japanese flap in a five-dimensional set of synthetic stimuli �F1, F2, F3, closure duration, and
transition duration�. The results demonstrated that Japanese speakers assimilate /l/ into their flap
category more strongly than they assimilate /r/. However, there was little evidence that category
assimilation was predictive of English /r/-/l/ perception and production. Japanese speakers had three
distinct best exemplars for /r/, /l/, and flap, and only their representation of F3 in /r/ and /l/ was
predictive of identification ability.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3021295�

PACS number�s�: 43.71.Hw, 43.71.Es �AJ� Pages: 469–479

I. INTRODUCTION

Adult second-language �L2� learners can have difficul-
ties learning L2 phonemes. For example, native speakers
�L1� of Japanese are often poor at identifying and producing
the English consonants /[/ and /l/ �e.g., Goto, 1971;
Miyawaki et al., 1975�, although they can somewhat over-
come these problems by receiving phonetic training with
talker and stimulus variability �e.g., Hazan et al., 2005; Iver-
son et al., 2005; Lively et al., 1993; Logan et al., 1991� or by
having long periods of exposure to English-speaking envi-
ronments �e.g., Yamada, 1995�. However, even highly expe-
rienced Japanese speakers can have difficulty identifying
English /[/ and /l/ at a native speaker’s level �e.g., Yamada
and Tohkura, 1992�.

Some current L2 speech perception models attribute
such learning difficulties to the similarity between L1 and L2
phonetic or phonemic categories. For example, Best’s per-
ceptual assimilation model �PAM� �Best, 1995; Best et al.,
2001� states that L2 phonemes are perceived based on their
articulatory similarity to the listener’s closest L1 phonemes;
pairs of L2 phonemes are particularly hard to distinguish
when they both sound like equally good examples of the
same L1 category. Likewise, Flege’s speech learning model
�SLM� �Flege, 1995� states that the learner’s L1 and L2 cat-
egories interact in a common phonological system; learning
L2 categories is particularly difficult when there is an exist-
ing L1 category that is similar, and learning is easier when
the new L2 categories fall into relatively unoccupied regions
of the listener’s phonological space.

Previous research has suggested that these kinds of simi-
larity relationships may be the cause of Japanese learners’
problems with English /[/-/l/. Japanese has an apicoalveolar
tap /T/ �Vance, 1987� that has been described as being related
to English /[/ and /l/. Best and Strange �1992� hypothesized
that both English /[/ and /l/ are perceived as poor exemplars
of this Japanese phoneme �or as the Japanese /w/�; according
to PAM, English /[/ and /l/ are hard to perceptually distin-
guish because they are the same with regard to the Japanese
phonological system. Subsequent assimilation rating experi-
ments have generally supported this view �Guion et al.,
2000; Iverson et al., 2003�; when Japanese listeners hear
English /[/ and /l/ stimuli and are asked how close these are
to Japanese phonemes, they rate that both are poorly related
to Japanese /T/ or /%r/ �i.e., the Japanese phoneme preceded
by a vowel�. Aoyama et al. �2004� noted that there are trends
for Japanese speakers to rate English /l/ as being somewhat
closer to Japanese /T/, even though both are poor exemplars,
and also found that Japanese children were better at learning
English /[/ than /l/. This fits with SLM’s claim that learning
difficulties are caused by an interaction between L1 and L2
categories; English /[/ is thought to be somewhat easier to
learn because the formation of this category is less affected
by the listener’s existing Japanese /T/ category.

The present study further investigated the role of assimi-
lation by testing Japanese adults who have a wide range of
English /[/-/l/ identification abilities and by determining
whether these individual differences are related to the degree
that they assimilate these phonemes into their L1 /T/ cat-
egory. If there is a causal relationship between L1 assimila-
tion and L2 category learning, it seems likely that individuals
who assimilate these phonemes less strongly into their L1 /T/
category would be better at identifying and producing Eng-a�Author to whom correspondence should be addressed.
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lish /[/ and /l/. That is, inexperienced Japanese learners of
English have been claimed to assimilate all of these pho-
nemes into the same category �e.g., Best and Strange, 1992�.
Individuals who have learned to accurately identify English
/[/ and /l/ may thus have learned to dissimilate them from
Japanese /T/ �e.g., Flege, 1995; Flege et al., 2003�, allowing
these individuals to create three independent categories
within the same phonological space. Alternatively, it is pos-
sible that individuals who are more accurate with English /[/
and /l/ have changed their assimilation patterns asymmetri-
cally. For example, auditory training results �Iverson et al.,
2005� suggest that Japanese listeners who are learning Eng-
lish /[/-/l/ may actually increase their assimilation of /l/ into
the Japanese /T/ category, but not change their assimilation of
/[/. Successful learners may thus merge English /l/ and Japa-
nese /T/ into a single compromise category rather than dis-
similate �see Flege, 2003; MacKay et al., 2001�, and learn a
separate category for English /[/.

Previous work has quantified assimilation by having in-
dividuals identify and rate which L1 categories are most
similar �e.g., Guion et al., 2000; Iverson et al., 2003�, but
these types of subjective ratings may not be appropriate for
individual difference studies. For example, if a Japanese lis-
tener rates that /l/ is more similar to Japanese /T/ than does
another Japanese listener, it is not clear whether the differ-
ence between their rating scores would reflect a real differ-
ence in the degree of assimilation or a superficial difference
in their use of the scale �e.g., a bias to use the middle of the
scale rather than the extremes�. Such biases are essentially
factored out in traditional studies that average across indi-
viduals. Alternatively, acoustic analyses of productions �e.g.,
Lotto et al., 2004� could be used to measure category assimi-
lation �e.g., one could measure whether an individual’s pro-
duction of English /l/ is acoustically distinct from their Japa-
nese /T/�. However, such a measure has at least three
disadvantages. One is that English /[/, /l/, and Japanese /T/
cannot always be compared on common acoustic dimensions
�e.g., Japanese /T/ productions can sometimes have a burst
that is not typical in English /[/ and /l/�. Another disadvan-
tage is that between-talker differences �e.g., vocal tract
length and speaking rate� introduce variability that is hard to
control. Finally, speech production does not always correlate
strongly with speech perception �e.g., Bradlow et al., 1997�,
so it is not clear whether acoustic analyses of speech produc-
tion would be relevant for perception.

We instead took two new approaches to measuring cat-
egory assimilation. Our first approach was to use a bilingual
identification task including English /[/, English /l/, and Japa-
nese /T/ as response alternatives on the same trial. This al-
lowed us to determine, for example, the extent to which in-
dividuals actually confused English /l/ with Japanese /T/,
rather than measuring whether they are subjectively related.
If English /l/ and Japanese /T/ were frequently confused, this
would indicate that the stimuli mapped onto the same under-
lying phonetic categories �i.e., strong category assimilation�.
This method, however, may be less effective for measuring
weaker degrees of assimilation, where stimuli are subjec-
tively judged to be a poor exemplar of an L1 category with-
out being similar enough to actually sound like that category.

Our second approach was to have individuals find best
exemplars for /[a/, /la/, and /Ta/ in a large five-dimensional
acoustic space that varied F1, F2, and F3 frequencies during
the initial closure, and the durations of the closure and tran-
sition, using efficient search methods previously developed
for vowels �Evans and Iverson, 2004, 2007; Iverson and
Evans, 2003, 2007; Iverson et al., 2006�. The approach is
similar to acoustically measuring productions, but it has the
advantages of mapping all ratings onto the voice of a single
speaker and a set of common dimensions, as well as being a
perceptual task that may thus be more relevant to identifica-
tion accuracy. If listeners have similar best exemplars for
English /l/ and Japanese /T/, for example, this would again
suggest that they have a single category representation for
each phoneme.

The same set of Japanese adults participated in a series
of three experiments. Experiment 1 measured their baseline
identification ability for English /[/-/l/, and used a three-
alternative bilingual identification task to measure assimila-
tion. Experiment 2 assessed the spoken accent of these sub-
jects. Experiment 3 mapped best exemplars of the L1 and L2
phonemes in a five-dimensional space. The aim was to de-
termine whether the degree to which Japanese adults assimi-
late English /[/ and /l/ into their Japanese /T/ category is
related to their ability to identify and produce these English
phonemes.

II. EXPERIMENT 1: PHONEME IDENTIFICATION

The baseline English /[/-/l/ identification abilities of sub-
jects were assessed by eliciting forced-choice /[/-/l/ judg-
ments for initial-position minimal-pair words �e.g., rock or
lock� that were recorded from multiple native speakers of
British English.

The degree of assimilation between the English and
Japanese phonemes was measured by having listeners make
a three-way bilingual forced-choice judgment between Eng-
lish /[/, English /l/, and Japanese /T/. In the interests of re-
moving any cues for whether the stimuli were from English
or Japanese that were not related to the consonant, CV syl-
lables were used with vowels that are common to both lan-
guages �i.e., /i/, /e/, /Ä/, /o/, and /u/�, and highly skilled
Japanese-English bilingual speakers recorded all phonemes,
rather than having separate groups of Japanese and English
speakers. Listeners heard all stimuli mixed in the same
block, and judged which of the three consonants they heard.

A. Method

1. Subjects

Thirty-nine adult native speakers of Japanese were
tested; 3 were omitted from the data due to computer prob-
lems, leaving a total of 36 participants. Their ages ranged
from 19 to 48 years �median=25 years�, they started learn-
ing English between 6 and 13 years �median=13 years�, and
had received English instruction for 7–25 years �median
=9 years�. All participants were brought up in monolingual
environments in Japan, and all participants were tested in
London. They had lived in English-speaking countries be-
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tween 1 month and 13 years �median=3 months�. None of
the participants reported having hearing problems.

2. Stimuli and apparatus

Stimulus recordings were made in an anechoic chamber
with 44 100 16 bit samples /s. The stimuli were recorded
with Radio Spares �RS� 249-946 microphone, Edirol USB
Audio Capture UA-25, and Dell Optiplex GX 260. The
stimuli were played to subjects using Sennheiser HD 280
headphones while subjects sat in a sound-treated room. Re-
sponses were recorded using PRAAT �Boersma and Weenik,
2008�.

The English stimuli were initial-position /[/-/l/ minimal-
pair words �e.g., rock and lock� used previously by Iverson et
al. �2005�. Four British English speakers �two male and two
female� recorded a total of 120 minimal-pair words �words
were not repeated between speakers�.

The bilingual stimuli were 15 CV syllables created by
combining three consonants �i.e., /[/, /l/, and /T/� and five
vowels �i.e., /i/, /e/, /Ä/, /o/, and /u/�. Five English-Japanese
bilingual speakers made the recordings. Two were native
speakers of British English �one male and one female� who
had majored in Japanese at UK universities and had studied
abroad in Japan. The others �two male and one female� were
native speakers of Japanese who had lived in the UK for
more than 15 years; two of them moved to the UK before
age 5, and the other speaker immigrated to the UK in his
30 s. All speakers recorded two repetitions of each syllable.
All stimuli were screened by native British and Japanese
phonetically trained listeners, to ensure that all consonants
sounded like normal native versions. One speaker �native
Japanese� was unable to correctly produce the Japanese /r/
followed by /i/; these recordings were omitted, leaving a to-
tal of 148 stimuli �15 syllables�5 speakers�2 repetitions
−2 errors�.

B. Procedure

1. English /[/-/l/ identification

On each trial, the participants heard one stimulus word
and clicked on a button to indicate whether it began with /[/
or /l/. They heard each stimulus once and did not receive
feedback. The experiment began with a practice block of 10
trials, and was followed by 120 experimental trials that were
blocked by talker but were otherwise in a random order.

2. Bilingual /[/-/l/-/T/ identification

On each trial, the participants heard a syllable and
clicked on a button to indicate whether it began with English
/[/, English /l/, or Japanese /T/. These options were spelled
out on the screen as “R,” “L,” and “JR;” the categories were
described to subjects to ensure that they understood which
categories were indicated. They heard each stimulus once
and did not receive feedback. The experiment began with a
practice block of 30 trials, and was followed by 148 trials
that were blocked by talker but were otherwise in a random
order.

C. Results

Figure 1 displays the percent-correct English /[/-/l/ iden-
tification. As intended, there was a wide range of scores for
individual speakers, ranging from near chance to near 100%
correct. On average, /[/ was identified correctly on 71% of
trials and /l/ was identified correctly on 67% of trials, dem-
onstrating that listeners did not have a strong bias to identify
these stimuli as one phoneme or the other.

Table I displays the mean confusion matrix for the bilin-
gual identification task. Japanese listeners demonstrated con-
fusion between English /[/ and /l/; they misidentified /[/ as /l/
on 16% of the trials and /l/ as /[/ on 22% of the trials. They
also demonstrated category assimilation between /l/ and
Japanese /T/; they identified /l/ as Japanese /T/ on 19% of the
trials and Japanese /T/ as /l/ on 17% of the trials. However,
they rarely made errors between /[/ and Japanese /T/; they
identified /[/ as Japanese /T/ on 2% of the trials and Japanese
/T/ as /[/ on 6% of the trials.

In order to examine individual differences in these con-
fusions, we calculated the similarity between individual pho-
neme pairs �i.e., /[/-/l/, /l/-/T/, and /[/-/T/� from these 3�3
confusion data. The calculation of pairwise similarity from
larger matrices has been a common issue when analyzing
consonant confusion data using multidimensional scaling
�e.g., Shepard, 1972; Walden et al., 1980� and hierarchical

FIG. 1. Boxplots of English /[/-/l/ identification and bilingual /[/-/l/-/T/ iden-
tification. The bilingual identification results are presented as pairwise con-
fusions for /[/-/l/, /T/-/l/, and /T/-/[/, with a higher proportion correct indicat-
ing less category assimilation. Boxplots display the quartile ranges of
scores, with outliers marked by circles.

TABLE I. Confusion matrix for bilingual identification.

Stimulus
Response

/[/ /l/ /T/

/[/ 82% 16% 2%
/l/ 22% 58% 19%
/T/ 6% 17% 77%
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cluster analysis �e.g., Iverson et al., 1998� or when applying
models of audiovisual integration �e.g., Braida, 1991; Iver-
son, 2002�. Researchers have mostly used straightforward
averages of the confusion data to measure similarity �e.g.,
the distance between /[/ and /l/ can be measured by summing
the number of trials in which an /[/ stimulus was identified as
/l/ or an /l/ stimulus was identified as /[/; e.g., see Shepard
�1972� and Walden et al. �1980��. Alternatively, more theo-
retical decision models, based on signal detection theory
�e.g., Braida, 1991� or Luce’s choice theory �e.g., Iverson,
2002�, can be applied to correct for response bias. We tried
both approaches for the present data and they produced re-
sults that were substantively the same. The data reported here
are from the more straightforward measure. Specifically, a
pairwise percent-correct measure was calculated by summing
the correct responses for a pair �e.g., /[/ identified as /[/, and
/l/ identified as /l/� and dividing by the total number of cor-
rect and incorrect responses for that pair �e.g., /[/ identified
as /l/ and /l/ identified as /[/�, omitting all trials in which the
stimulus or response was from the other category �e.g., /T/�.

As displayed in Fig. 1, Japanese speakers demonstrated
substantial variability in /[/-/l/ identification of bilingual
stimuli, as was found for English /[/-/l/ identification. Iden-
tification accuracy was significantly higher for the bilingual
than the English stimuli, t�35�=−7.37, p�0.01, but there
was a high correlation between the individual differences for
both measures, r=0.84, p�0.01. Thus, the bilingual stimu-
lus materials seemed to capture most of the individual differ-
ences that were measured in the monolingual English task,
although the stimuli may have been somewhat easier to iden-
tify, at least when those that sounded like /T/ had been ex-
cluded.

Individuals confused /l/-/T/ at a rate that was not signifi-
cantly different than their bilingual /[/-/l/ confusions, t�35�
=−0.03, p�0.05, confirming that English /l/ is perceived as
similar to the Japanese /T/. However, there was no significant
correlation between individual differences in English /[/-/l/
identification and the degree of /l/-/T/ assimilation, r=0.22,
p�0.05, suggesting that /l/-/T/ category assimilation is not
predictive of English /[/-/l/ identification. An inspection of
the scatterplot for these two measures in Fig. 2 confirms this
view; individuals who were relatively poor at recognizing
English /[/ and /l/ had a range of /l/-/T/ category assimilation
scores, as did individuals who were better at English /[/-/l/
identification. It is thus questionable whether the degree of
assimilation between /l/-/T/ is the cause of difficulties in Eng-
lish /[/-/l/ identification, despite the fact that Japanese adults
evidently perceive /l/ and /T/ to be very similar.

Japanese speakers infrequently assimilated English /[/ to
Japanese /T/, doing so at a significantly lower rate than for
/T/-/l/, t�35�=−9.25, p�0.01. However, the degree of assimi-
lation was significantly correlated with English /[/-/l/ identi-
fication, r=0.44, p�0.01, suggesting that Japanese listeners
whose English /[/ category was more similar to the /T/ cat-
egory had more problems with English /[/-/l/ identification.
Although this may seem to indicate that /[/-/T/ assimilation is
the cause of /[/-/l/ identification difficulties, an inspection of
the scatterplot in Fig. 2 weakens this view. That is, individu-
als who were poor at identifying English /[/ and /l/ had a

range of /[/-/T/ scores, with many of these individuals rarely
confusing /[/ and /T/; it is hard to argue that /[/-/T/ assimila-
tions cause their English /[/-/l/ problems given that these
assimilations were not made very frequently, and the more
strongly assimilated pair, /l/-/T/, was not correlated with iden-
tification accuracy. The frequency of /[/-/T/ assimilation may
indicate instead that there is a problem with the underlying
/[/ representation, without this problem actually being caused
by the proximity of /T/.

Given that English /l/ is similar to both English /[/ and
Japanese /T/, it may seem paradoxical that /[/ and /T/ are
relatively dissimilar. Part of the answer may be that Japanese
listeners use temporal cues to distinguish these consonants
�e.g., transition duration� more than they use spectral cues
�e.g., F3� �Iverson et al., 2005; Yamada, 1995�, and these
temporal cues have natural variation, with /T/ having short
transitions, /[/ having longer transitions, and /l/ being in be-
tween �e.g., see Experiment 3 results�. That is, /[/ and /l/ may
sometimes be confused because some of these phonemes
have overlapping transition durations �e.g., some /[/ have

FIG. 2. Scatterplots of the relationships between English /r/-/l/ identification
accuracy with the identification of bilingual stimuli for /l/-/T/ and /[/-/T/.
Higher bilingual identification scores indicate less confusion between the
categories, and a lower degree of category assimilation.
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short enough transitions to sound like /l/�, as do /l/ and /T/
�e.g., some /T/ have long enough transitions to sound like /l/�,
but there may still be little overlap between /[/ and /T/ �i.e.,
few /[/ have short enough transitions to sound like /T/, and
few /T/ have long enough transitions to sound like /[/�. In
other words, it is possible that /[/ and /T/ are dissimilar even
though both are close to /l/, because of the way in which
their acoustic distributions overlap; the result is only para-
doxical if one conceives of these phonemes simplistically, as
single points in a geometric space.

III. EXPERIMENT 2: RATINGS OF SPOKEN ACCENT

Experiment 1 demonstrated that the relationships be-
tween category assimilation and English /[/-/l/ identification
were weak. However, it is possible that category assimilation
could have a greater role in affecting /[/-/l/ production; much
of the data supporting SLM has come from production data
�e.g., Flege, 1987, 1995, 2003; Bohn and Flege, 1992�, and it
has often been found that production and perception accu-
racy for L2 phonemes are only weakly correlated �e.g.,
Bradlow et al., 1997�. We thus decided to include a short test
of the subjects’ production ability; subjects read an accent-
revealing sentence �The red robin looked across the lovely
lake� and phonetically trained listeners rated the accent of the
/[/ and /l/ consonants, as well as the degree of contrast that
the talker made between /[/ and /l/.

A. Method

1. Subjects

Same as Experiment 1.

2. Apparatus

Same as Experiment 1.

3. Procedure

Each subject was recorded reading the sentence “The
red robin looked across the lovely lake.” After all recordings
had been made, three phonetically trained British English
speakers made three ratings for each recording: degree of /[/
accent, degree of /l/ accent, and the degree of contrast that
the speaker made between /[/ and /l/. We have used the con-
trast rating in previous work �Iverson et al., 2008�, and it is
useful in cases where speakers do not produce phonemes in a
nativelike way, but nonetheless produce a phonetic contrast
that could make their speech intelligible to a listener. The
ratings were made on an integer scale from 1 �poor� to 7
�good�. The raters were allowed to repeatedly listen to the
stimuli before giving their judgment. The rating scores were
averaged across the raters for each recording to provide a
measure of the degree of accent.

B. Results

As displayed in Fig. 3, the accents of the Japanese
speakers varied across the entire range in terms of the degree
of contrast and the /[/ accent. They were, as a group, more
consistently able to produce /l/ in a way that was closer to
the “good” end of the scale.

The baseline English /[/-/l/ identification accuracy
scores of Experiment 1 were significantly correlated with the
accent ratings for /[/ accent, r=0.53, p�0.01, and /[/-/l/ con-
trast, r=0.42, p�0.01. However, there was no significant
correlation between /l/ accent and English /[/-/l/ identifica-
tion, r=0.20, p�0.05. This pattern of results is in accord
with previous findings that perceptual identification is mod-
erately related to the degree of spoken accent �e.g., Bradlow
et al., 1997�.

The degree of assimilation for /l/-/T/ �Experiment 1� was
not significantly correlated, p�0.05, with /[/ accent, r
=0.13, /l/ accent, r=0.19, or /[/-/l/ contrast, r=0.08. Like-
wise, the degree of assimilation for /[/-/T/ was not signifi-
cantly correlated, p�0.05, with /[/ accent, r=0.29, /l/ accent,
r=0.17, or /[/-/l/ contrast, r=0.23. Thus, similar to Experi-
ment 1, there is little evidence that the degree of perceptual
assimilation between English /[/ and /l/ with Japanese /T/ has
a substantial role in causing the individual differences in
/[/-/l/ production abilities.

IV. EXPERIMENT 3: PERCEPTUAL MAPPING OF
BEST EXEMPLARS

This experiment measured the cues that the Japanese
individuals use to represent /[/, /l/, and /T/, in order to better
understand the assimilation process, as well as attempt to
measure assimilation in a way that better predicts the ability
of individuals to identify English /[/ and /l/. The experiment
adapted the goodness optimization method that we have used
recently to map best-exemplar locations for vowels in high-
dimensional, phonetically detailed, stimulus spaces �Evans
and Iverson, 2004, 2007; Iverson and Evans, 2003, 2007;
Iverson et al., 2006�. On each trial, subjects see a target
syllable on the computer screen, hear a synthesized stimulus
embedded in a natural carrier sentence, and rate on a con-
tinuous scale how close the stimulus that they hear is to

FIG. 3. Boxplots of the rated accent for Japanese speakers saying “The red
robin looked across the lovely lake.” Three ratings were made for each
sentence: the degree of /[/-/l/ contrast, /[/-accent, and /l/-accent. Ratings
were made on a scale from 1 �poor, indicating a strong non-native accent or
poor contrast� to 7 �good, indicating little non-native accent or high con-
trast�.
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being a good exemplar of the syllable on the screen. The
algorithm then adjusts the stimulus that they hear on succes-
sive trials to iteratively find a good exemplar of that syllable.
In this way, we have been able to find best exemplars in very
large sets of stimuli after 35 trials.

This approach has been useful for assessing cross-
language differences in vowel spaces �Iverson and Evans,
2007�. The best exemplars for 14 English vowels were found
for L1 speakers of Spanish, French, German, and Norwe-
gian, and the accuracy with which their best exemplars rep-
resented static formant targets and formant movement were
highly correlated with their ability to recognize natural
vowel stimuli.

The present experiment used a similar method to find
best exemplars of /[/, /l/, and /T/ in a five-dimensional stimu-
lus space that included F1, F2, and F3 frequencies during the
closure, and the closure and transition duration. Although F3
is the primary cue that native speakers use to distinguish /[/
and /l/, F2 and transition duration are often considered to be
secondary cues �e.g., Underbakke et al., 1988�; these second-
ary cues can be particularly important to Japanese adults,
who typically have difficulty hearing F3 variation �e.g., Iver-
son et al., 2003; Underbakke et al., 1988; Yamada, 1995�.
Closure duration and F1 were included to allow good ex-
amples of /T/ to be found; /T/ is often described as being
much more rapid than /[/ or /l/ �e.g., Miyawaki et al., 1975�,
and occasionally has a stoplike quality that could possibly
lower F1. We did not include a burst dimension in this space,
because our pilot investigations showed that many speakers
do not produce /T/ with a burst, and it was possible to syn-
thesize a subjectively good exemplar of /T/ without it.

A. METHOD

1. Participants

The Japanese speakers were the same as in Experiments
1 and 2. We additionally tested 13 native speakers of British
English to provide normative data. Their ages ranged be-
tween 18 and 62 years �median=24�, and all were born and
raised in southern England. No listeners reported having
hearing problems.

2. Apparatus

The stimuli were played to subjects using Sennheiser
HD 280 headphones while subjects sat in a sound-treated
room. Responses were entered and recorded using a custom-
written program which also controlled the presentation of
stimuli.

3. Stimuli

The stimuli were synthetic C-/Ä/ syllables embedded in
naturally spoken English and Japanese carrier sentences �i.e.,
say � � again, and mata [ ] to itte kudasai�. The same female
speaker was used for both carrier sentences, an English/
Japanese bilingual who spent her childhood in both the UK
and Japan, and is highly fluent in both languages.

The synthetic syllables were modeled based on this
natural talker, using a Klatt synthesizer �Klatt and Klatt,
1990�. A five-dimensional set of stimuli was created by or-

thogonally varying F1, F2, F3, closure duration, and transi-
tion duration �i.e., from the consonantal articulation to the
following vowel�. The values were chosen so that they would
span an acoustic space that included /[/, /l/, and /T/, as well as
match the target speaker’s voice. F1 varied from
123 to 603 Hz. F2 was always at least 1 ERB �Glasberg and
Moore, 1990� greater than F1, and less than 2489 Hz. F3 was
always at least 1 ERB greater than F2, and less than
3951 Hz. The closure and transition durations varied from
5 to 290 ms. The frequency values were quantized in 1-ERB
steps and the duration values were quantized with a log spac-
ing �12 steps for each�. All other synthesis parameters were
the same for all stimuli, and were set so that they closely
matched the original F0 contour, amplitude envelope, long-
term average spectra, and vowel formants of the original
syllables produced by this talker. There were a total of
60 660 stimuli for each carrier sentence.

B. Procedure

On each trial, subjects saw a consonant printed on the
computer screen �e.g., R� and heard a stimulus �synthesized
CV embedded in a natural carrier sentence�. They rated on a
continuous scale how far away the CV that they heard was
from being a good exemplar of the printed consonant. Their
ratings were given by mouse clicking on a continuous bar
presented on a computer screen. Japanese subjects found best
exemplars for all three consonants and English subjects
found best exemplars for only /[/ and /l/. All subjects per-
formed this task in both the Japanese and English carrier
sentences, even though the English speakers did not under-
stand Japanese. Both languages were included in case there
were highly language-specific best-exemplar locations �e.g.,
it was possible that Japanese subjects would have trouble
finding a good /T/ when listening to English�. However, this
kind of language variation was not found �i.e., people ap-
peared to choose the same kinds of best exemplars in both
sentences�, so the results were averaged across carrier sen-
tence for later analysis.

A goodness optimization procedure �Evans and Iverson,
2004, 2007; Iverson and Evans, 2003, 2007; Iverson et al.,
2006� was used to iteratively change the stimuli that subjects
heard on each trial, to search through the multidimensional
stimulus space for better exemplars. This procedure involves
searching along individual vectors �i.e., one-dimensional
straight-line paths crossing through the five-dimensional
stimulus space� and finding the best exemplar on each vector.
There were a total of 7 search vectors and 5 trials per vector
for each consonant.

Vector 1 covaried all five dimensions along a straight-
line path that passed through two points: �1� measurements
based on the natural productions of each consonant, and �2� a
middle point in the stimulus space �i.e., values averaged for
all three stimuli�. Vectors 2–6 varied one dimension at a
time, in a descending order based on their presumed impor-
tance to /[/-/l/ identification �F3, F2, transition duration, clo-
sure duration, and F1�. Vector 7 varied all dimensions, pass-
ing through the best value found thus far on each dimension
and the middle point in the space. The endpoints of all vec-
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tors were constrained by the boundaries of the stimulus space
so that listeners were able to choose stimuli over a wide
range.

For each vector, subjects first heard stimuli at the two
endpoints �i.e., at the boundaries of the stimulus space�, with
the order of these two trials randomized. The selection of
stimuli on the remaining trials was based on the subjects’
judgments, using formulas that were designed to find stimuli
along the path that would be perceived as better exemplars.
On the third trial, subjects heard a stimulus that was selected
by a goodness-weighted average of the first two stimuli. On
the fourth and fifth trials, the stimuli were selected by fitting
a parabola to the goodness data and finding the minimum of
this function. See Iverson and Evans �2003� for exact formu-
las and procedures. At the completion of the fifth trial, sub-
jects were allowed to repeat the search if it had produced a
poor exemplar �i.e., they made an explicit judgment about
whether the stimulus was or was not close to sounding
good�. If the best exemplar was judged to be close, the pa-
rameters of the best stimulus found thus far were passed onto
the next stage of the search algorithm �i.e., to search along
the next vector�.

C. Results

Figure 4 displays the best exemplars of English /[/, /l/,
and Japanese /T/. The results demonstrate that /T/ is more
similar to /l/ than /[/ in terms of F3 and transition duration, in
accord with the asymmetric pattern of assimilation found in
Experiment 1. However, /T/ was different from both /l/ and
/[/ in terms of F2, and was possibly closer to /[/ in terms of
closure duration. One-way repeated-measures analyses of
variance �ANOVAs� were run separately for each dimension
to determine whether these three best exemplars were signifi-
cantly different for the Japanese listeners. The dependent
variables were the five acoustic dimensions �i.e., F1, F2, F3,
closure duration, and transition duration�, and consonant was
coded as a three-level within-subject variable �i.e., English
/[/, /l/, and Japanese /T/�. There were no significant differ-
ences for F1, p�0.05. However, the consonants differed sig-
nificantly in F2, F�2,70�=28.48, p�0.01, F3, F�2,70�
=129.28, p�0.01, closure duration, F�2,70�=6.36, p
�0.01, and transition duration, F�2,70�=68.45, p�0.01.
Tukey HSD comparisons revealed that /[/ was significantly
different from both /l/ and /T/ in terms of F2, F3, and transi-
tion duration, p�0.05, but not F1 or closure duration; /l/ and
/T/ were significantly different in terms of F2, F3, closure
duration, and transition duration, p�0.05.

The results thus demonstrate that Japanese adults were
able to have three distinct representations for these categories
�e.g., not assimilating /l/ and /T/�, despite the fact that many
of these listeners had difficulty recognizing natural /[/ and /l/
stimuli. However, it is clear that there were substantial indi-
vidual differences in their best exemplars. For example, the
closure durations of best exemplars for English /[/ and /l/
varied widely and overlapped with the range of Japanese /T/.
In order to examine whether their degree of separation be-
tween L1 and L2 categories is predictive of their English
/[/-/l/ identification accuracy, the absolute values for their

difference for /[/-/T/ and /l/-/T/ were computed for the five
acoustic dimensions. On all acoustic measures, there were no
significant correlations between /l/-/T/ difference and English
/[/-/l/ identification �F1, r=−0.15; F2, r=−0.17; F3, r=0.10;
closure duration, r=0.08; transition duration, r=−0.09, p
�0.05�, and no significant correlations between the /[/-/T/
distance and English /[/-/l/ identification �F1, r=−0.11; F2,
r=−0.03; F3, r=0.25; closure duration, r=−0.30; transition
duration, r=0.12, p�0.05�. The results are thus in accord
with the findings of Experiment 1; there is little evidence that
the similarity of a listener’s L1 and L2 categories causes
individual differences in /[/-/l/ identification accuracy.

The best exemplars chosen by Japanese speakers for /[/
and /l/ were surprisingly similar to those of English speakers,
considering their levels of /[/-/l/ identification accuracy.
ANOVA analyses tested whether these best exemplars varied
with language group for each acoustic dimension. The acous-
tic values were entered in separate analyses as dependent
measures, consonant �/[/ or /l/� was a within-subject factor,
and language group �Japanese or English� was a between-
subject factor. There was a significant interaction between
consonant and language group for F3, F�1,94�=5.03, p
�0.05; English speakers systematically chose higher F3 fre-
quencies for /l/ than did Japanese speakers, but their values
were similar for /[/. This indicates that Japanese adults did
not have completely nativelike representations for F3. There
was no significant interaction between language and conso-
nant for the other acoustic dimensions, p�0.05, and there
were no main effects of language. Unsurprisingly, there were
main effects of consonant for F3, F�1,94�=351.85, p
�0.01, closure duration, F�1,94�=12.73, p�0.01, and tran-
sition duration, F�1,94�=97.83, p�0.01, demonstrating that
English /[/ and /l/ differ on these dimensions. There were no
significant main effects of consonant for F1 and F2, p
�0.05.

Pearson correlations were used to determine whether the
accuracy with which Japanese listeners represent /[/ and /l/
�i.e., their similarity to the average best exemplars chosen by
native English speakers� was predictive of identification ac-
curacy. The accuracy of the representations was measured for
each of the five acoustic dimensions, combining /[/ and /l/
using a Euclidean metric. For example, we calculated how
far each individual’s /[/ and /l/ best exemplars were from the
English averages on the F3 dimension, and then combined
these two values by calculating the square root of the sum of
squares. There was a significant correlation between F3 ac-
curacy and /[/-/l/ identification, r=−0.46, p�0.01; Japanese
individuals who had F3 representations that were similar to
those of native English speakers were better at English /[/-/l/
identification. However, there were no significant correla-
tions between the other four dimensions and /[/-/l/ identifi-
cation, p�0.05.

Figure 5 displays the scatterplot of F3 accuracy versus
/[/-/l/ identification. The significant correlation occurred be-
cause individuals who were accurate in their /[/-/l/ identifi-
cation tended to have nativelike F3 values, whereas less ac-
curate subjects were more variable in their F3 values, with
some of these individuals having nativelike F3 values and
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others having ones that were far away. This may have oc-
curred because the less accurate subjects either had an un-
clear representation of F3 or had a perceptual difficulty hear-
ing variation along this dimension �e.g., Iverson et al., 2003�.

That is, less accurate subjects may have simply been more
random about which F3 values they said they preferred,
rather than systematically preferring values that were far
from those of native listeners.

FIG. 4. Boxplots of the acoustic parameters of the best exemplars for /[/, /l/, and /T/ by L1 speakers of English �ENG� and Japanese �JPN�.
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V. GENERAL DISCUSSION

The present results confirm that English /l/ is assimilated
into the Japanese /T/ category, at least to some degree. That
is, listeners confused /l/ and /T/ in a forced-choice task as
much as they confused /[/ and /l/, but their best exemplars for
/l/ were not identical to those for /T/, even though they were
broadly similar on several dimensions �e.g., F3 and transition
duration�. The assimilation of /[/ and /T/ was comparatively
weak; individuals confused /[/ and /T/ infrequently in a
forced-choice task and chose best exemplars for /[/ that were
different from /T/ in terms of F3 and transition duration. The
results thus suggest that /[/ and /l/ differentially assimilate
into the Japanese /T/ category, with /l/ being closer, support-
ing the claims of Aoyama et al. �2004�. It is possible that
previous work using subjective ratings of category goodness
�e.g., Guion et al., 2000; Iverson et al., 2003� did not find a
clearer asymmetry because it is hard for individuals to rate
differences in category goodness when both tokens are poor
exemplars overall.

Within the classification scheme of PAM, this appears to
be a Category Goodness �CG� difference or an Uncatego-
rized versus Categorized type �UC� �Best, 1995; Best et al.,
2001�, not the single category assimilation type hypothesized
by Best and Strange �1992�. The problem for PAM is that
CG and UC contrasts are predicted to be relatively easy to
discern; in both cases the two phonemes should be perceived
as being different because they differentially assimilate into
the L1 phonological system. However, the English /[/-/l/
contrast perceived by Japanese listeners is one of the most
difficult contrasts reported in the literature �e.g., Goto, 1971;
Miyawaki et al., 1975�. In combination with previous work,
demonstrating that listeners can hear acoustic variation in /[/
and /l/ that does not affect perceived goodness �Iverson et al.,
2003�, it thus seems clear that PAM does not explain why
Japanese listeners have difficulty with English /[/-/l/.

The results of this study are also problematic for SLM.
Previous work supporting SLM has suggested that language
learners merge �Flege, 2003; MacKay et al., 2001� or dis-
similate �Flege, 1995; Flege et al., 2003� L1 and L2 phonetic
categories that are close enough to interact, so we expected
that Japanese learners who were better at identifying /[/ and
/l/ would have assimilation patterns that would be distinct
from those who identified /[/ and /l/ less accurately. We
found little evidence that such individual differences in as-
similation were related to identification performance. There
was a significant correlation between /[/-/T/ assimilation and
identification performance in Experiment 1, so the possibility
that this assimilation makes it hard to learn to recognize
these phonemes cannot be completely discarded. However, it
seems unlikely that /[/-/T/ assimilation is the actual cause of
these learning problems because very few listeners made this
confusion frequently. Moreover, the strength of /l/-/T/ assimi-
lation was stronger than /[/-/T/, so SLM predicts that /l/-/T/
assimilation should have an even bigger effect on category
learning �Aoyama et al., 2004�. Instead, we found no reliable
correlation of /l/-/T/ assimilation with the individual differ-
ences in identification performance.

In addition, the results of Experiment 3 suggest that lis-
teners were able to maintain three separate categories for /[/,
/l/, and /T/, despite the fact that the subject group as a whole
was not particularly skilled at identifying /[/ and /l/. For ex-
ample, their best exemplars demonstrated that they knew that
/l/ has a longer initial closure and a lower F2 than /T/; the
closeness of /l/ and /T/ did not cause them to assimilate these
phonemes into a single category. The only evidence for prob-
lems caused by /l/-/T/ similarity was the fact that the best
exemplars for /l/ by Japanese speakers were less nativelike
along the F3 dimension, compared to their best exemplars
for /[/. This fits SLM’s predictions �Aoyama et al., 2004� that
assimilation causes more problems for learning /l/ than /[/.
However, it is unexplained why this should affect only the
F3 dimension; the best exemplars of /l/ for Japanese listeners
were not significantly different from those of native speakers
in any other respect.

If assimilation does not explain individual differences in
identification performance, what does? The only positive
conclusion from the present study is that the representation
of F3 is important; individuals who had more nativelike best
exemplars along the F3 dimension were more accurate at
identifying /[/ and /l/. F3 has been known to be problematic
for Japanese speakers for a long time �e.g., Miyawaki et al.,
1975�, but this is perhaps the first study to demonstrate that
such results on synthetic speech relate to how individuals
identify real speech, produced by multiple talkers in multiple
word contexts. It is worth noting that this correlation was not
particularly high, r=−0.46, but this may have occurred be-
cause individuals with poor identification ability were fairly
random in the F3 values that they preferred.

It is plausible too that this correlation was low because
there are other factors that affect individual differences in the
ability to identify /[/ and /l/. For example, previous work
�Iverson et al., 2003� has suggested that central auditory pro-
cessing, at a stage prior to phonemic categorization, affects
the ability of Japanese listeners to identify /[/ and /l/; Japa-

FIG. 5. Scatterplot of the relationship between the accuracy of the English
/r/ and /l/ best exemplars for Japanese listeners along the F3 dimension �i.e.,
distance from English averages� and their English identification accuracy.
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nese adults are much more sensitive to acoustic variation that
is irrelevant to /[/-/l/ categorization �e.g., F2 variation, and
within-category F3 variation� than they are to the critical F3
differences that distinguish these categories for native speak-
ers. Such sensitivities could interfere with category learning,
making it harder for them to learn which F3 values are cor-
rect for each phoneme, as found in the best exemplars mea-
sured in Experiment 3. In addition, this pattern of auditory
processing could interfere with online speech perception
even if listeners manage to form nativelike category repre-
sentations; it could make it harder for them to focus on the
acoustic variation that is important even though, at some
level, they may represent that /[/ has a lower F3 than /l/.

The present best-exemplar assessment of English and
Japanese categories for /[/ and /l may seem at odds with
previous work on category boundaries. That is, previous
work �e.g., Iverson et al., 2005; Yamada, 1995� has shown
that Japanese and English speakers use very different cues
for /[/-/l/ identification �F3 for English speakers; F2, transi-
tion, and closure duration for Japanese speakers�, but the
present results suggest that their best exemplars are broadly
similar. Part of this difference may occur because the best
exemplars better demonstrate sensitivity to secondary cues.
For example, English speakers in the present study showed
that they knew that /[/ and /l/ differ in transition and closure
duration, even though English identification decisions are
mostly driven by F3. Likewise, Japanese listeners appear to
have broadly nativelike representations for secondary cues in
their best exemplars, but they may rely on them more for
identification because their perception of F3 is relatively
poor.

To summarize, the results of this study suggest that
Japanese adults have an asymmetric pattern of category as-
similation for the /[/-/l/ contrast, with /l/ assimilating stron-
ger into the /T/ category than does /[/, but the degree to which
individuals assimilate /[/ and /l/ into their L1 categories is
not strongly predictive of their ability to identify these pho-
nemes accurately. Rather, their ability to identify /[/ and /l/ is
more directly related to their representation of F3 for these
phonemes, which may be caused by their auditory/phonetic
sensitivities along this dimension.
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This paper focuses on the importance of source speaker selection for a weighted codebook mapping
based voice conversion algorithm. First, the dependency on source speakers is evaluated in a
subjective listening test using 180 different source-target pairs from a database of 20 speakers.
Subjective scores for similarity to target speaker’s voice and quality are obtained. Statistical analysis
of scores confirms the dependence of performance on source speakers for both male-to-male and
female-to-female transformations. A source speaker selection algorithm is devised given a target
speaker and a set of source speaker candidates. For this purpose, an artificial neural network �ANN�
is trained that learns the regression between a set of acoustical distance measures and the subjective
scores. The estimated scores are used in source speaker ranking. The average cross-correlation
coefficient between rankings obtained from median subjective scores and rankings estimated by the
algorithm is 0.84 for similarity and 0.78 for quality in male-to-male transformations. The results for
female-to-female transformations were less reliable with a cross-correlation value of 0.58 for both
similarity and quality. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3027445�
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I. INTRODUCTION

The aim of voice conversion is to transform a source
speaker’s voice into a target speaker’s voice automatically.
As far as speaker variability is concerned, voice conversion
systems may face two problems: variation in performance on
source speakers for a given target speaker and variation in
performance on different source-target pairs. Performance
assessments and detailed analyses can be carried out in both
cases by employing a database that consists of a large num-
ber of source-target pairs. This would practically be an im-
possible task considering all possible speaker variations.
However, similar assessments can be performed on a more
limited and controlled database focusing on a subset of the
first problem: assessment of the performance dependency on
a limited number of source speakers for a given target speak-
er’s voice. It would then be interesting to develop a method
for automatic selection of the best source speaker alternative.

In practical voice conversion applications, the target
speaker is fixed most of the time. Conversion can be per-
formed off-line which enables the search for an appropriate
source speaker. As an example, consider a movie dubbing
application that involves the transformation of an ordinary
voice to a celebrity’s voice. In this scenario, the source
speaker can be selected from a set of candidates by collecting
databases from different source speakers, performing voice
conversion from each source speaker’s voice to the target
speaker’s voice, and comparing the outputs. It is desirable to
perform subjective comparisons since objective criteria may
not always reflect the performance as perceived by human

listeners. However, designing and carrying out a subjective
listening test for each target voice will be time-consuming
and expensive. Therefore, selection of the most suitable can-
didate using an automatic algorithm will be helpful. It will
even be possible to use such a technique to search for the
most appropriate source speaker from a portfolio that con-
tains a large number of prerecorded source speaker candi-
dates and to call back only the most promising ones for a
given voice conversion task.

Voice conversion has been a popular topic in speech
processing research �Abe et al., 1988; Arslan, 1999;
Moulines and Sagisaka, 1995; Stylianou et al., 1998�. There
are two common stages in voice conversion algorithms:
training and transformation. In the training stage, the acous-
tical mapping function between the source and the target
speaker’s acoustical spaces is estimated using machine learn-
ing techniques including vector clustering/quantization �Abe
et al., 1988�, codebook mapping �Acero, 1993�, sentence
hidden Markov models �HMMs� and weighted codebook
mapping �Arslan, 1999�, Gaussian mixture models �GMMs�
�Stylianou et al., 1998�, radial basis function networks
�RBFNs� �Drioli, 1999�, artificial neural networks �ANNs�
�Narendranath et al., 1995�, and self-organizing maps �Knohl
and Rinscheid, 1993�. The mapping is then used in the trans-
formation stage to predict the target acoustic features corre-
sponding to a given set of source features. Necessary modi-
fications are performed on the source waveform to match the
characteristics of the target speaker’s voice including the
transformation of the vocal tract, glottal source, duration, and
energy characteristics. The vocal tract characteristics can be
transformed using formant modification �Mizuno and Abe,
1995�, interpolation of the line spectral frequencies �LSFs�
�Arslan, 1999�, and sinusoidal modeling techniques �Laroche
et al., 1993�. There exist several methods for time scaling
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and pitch scaling based prosody modifications: time-domain
pitch-synchronous overlap-add algorithm �Moulines and
Charpentier, 1990�, frequency-domain pitch-synchronous
overlap-add algorithm �FD-PSOLA� �Moulines and Verhelst,
1999�, sinusoidal synthesis �Quatieri and McAulay, 1992�,
phase vocoding �Flanagan and Golden, 1966�, and mixed
excitation techniques �Acero, 1998�.

Voice conversion provides a useful framework to ana-
lyze, model, and transform perceived characteristics of
speech. It has applications in text-to-speech synthesis for
adapting the synthesizer to new voices �Kain and Macon,
1998; Zhang et al., 2001�, voice quality transformation �Turk
and Arslan, 2005�, transformation of expressive style �Inano-
glu and Young, 2007�, enhancement of abnormal speech �Bi
and Qi, 1997�, and speaker adaptation for speech recognition
�Shikano et al., 1991�. Applications in international movie
dubbing �Turk, 2003� and music �Turajlic et al., 2003� have
also emerged in recent years.

In this paper, we first examine the performance depen-
dence of a weighted codebook mapping based voice conver-
sion algorithm on source-target pair combinations in a sub-
jective framework. The algorithm was originally proposed by
Arslan �1999� and refined by Turk and Arslan �2006�. We
show that the performance as measured by subjective simi-
larity to target voice and output quality is dependent on the
source speakers given the target speaker. Then, we propose
an automatic algorithm for source speaker selection among a
set of candidates for a given target speaker. This algorithm
tests voices of different source speakers using objective cri-
teria to find out the most appropriate candidate for a given
target speaker.

In summary, this study focuses on two hypotheses.

• The performance of weighted codebook mapping conver-
sion is dependent on source speakers for a given target
speaker.

• Given a target speaker and a set of source speaker candi-
dates, the best source speaker that would result in closest
subjective match can be automatically selected using a set
of objective distance measures extracted from a small
amount of recordings.

This paper extends the results obtained in a previous
study by the authors �Turk and Arslan, 2005� where an ANN
was trained to obtain estimates of subjective scores from a
set of acoustical distance measures among pairs of source
and target speakers. In this paper, we present the acoustic
features and the distance measures employed in more detail.
Statistical analysis is performed for investigating the depen-
dence of subjective scores on source speakers for a given
target voice. The performance of the ANN is evaluated in
ranking estimation in addition to subjective score estimation
tasks.

There exist well-established methods for the analysis
and modeling of variability of various acoustic features
among speakers in literature. As an example, the vocal tract
structure can be modeled using formant estimation �Holmes
et al., 1990�, linear prediction �LP� analysis �Makhoul,
1975�, or sinusoidal transform coding �McAulay and
Quatieri, 1995�. Pitch is one of the most important speaker-

specific dimensions of prosody. It can be estimated using the
autocorrelation function, average magnitude difference func-
tion, Fourier transform, and harmonic analysis �Rabiner and
Schafer, 1978�. There has been considerable amount of work
on the analysis, modeling, and modification of glottal source
characteristics in voice quality research �Childers and Lee,
1991; Childers, 1995; Fant et al., 1985�. Spectral tilt �Mad-
dieson and Ladefoged, 1985�, H1-H2 �Hanson, 1995�, jitter
�Kreiman and Gerrat, 2003�, shimmer �Kreiman and Gerrat,
2003�, and soft phonation index �Bhuta et al., 2004� are other
important parameters of voice quality.

Figure 1 shows the flowchart of the proposed automatic
source speaker selection algorithm. In Sec. II, the voice con-
version algorithm is briefly reviewed and an extended sub-
jective listening test is described. The subjective perfor-
mance of a weighted codebook mapping based voice
conversion algorithm is reported based on output similarity
to the target speaker’s voice and quality. Statistical test re-
sults formally show the dependence of performance on the
source speaker given the target speaker. Section III describes
the acoustic features employed for estimating objective dis-
tances between source and target speakers. The ratio of
means and standard deviations as well as the rank-sum val-
ues obtained by the Wilcoxon rank-sum testing procedure
�Wilcoxon, 1945; Mann and Whitney, 1947� are employed
for objective measurement of variability in feature distribu-
tions. In Sec. IV, the proposed ANN-based source speaker
selection algorithm that estimates the subjective performance
and source speaker rankings from a set of objective distance
measures is described. In Sec. V, the performance of the
proposed algorithm is evaluated in estimating the subjective
scores and source speaker rankings using tenfold cross-
validation. Finally, the study is concluded with a discussion
of the results in Sec. VI.

II. SUBJECTIVE LISTENING TEST

A. Weighted codebook mapping based voice
conversion

“Speaker transformation algorithm using segmental
codebooks” �STASC� is employed for the voice conversion
task �Arslan, 1999� with several refinements as proposed by
Turk and Arslan �2006�. In the training stage of STASC, the
mapping between the source and target acoustical parameters
is learned. Identical sentence utterance recordings from the
source and target speakers are aligned with an HMM based
phoneme recognizer �Woodland et al., 1994�. Acoustic fea-

FIG. 1. Flowchart of the proposed automatic source speaker selection algo-
rithm.
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tures including LSFs �Huang et al., 2001�, f0, duration, and
energy are computed. LSFs in corresponding source and tar-
get phoneme pairs are averaged to obtain a smoothed esti-
mate of the source and target vocal tract characteristics for
each source-target phoneme pair. Outliers are eliminated
based on distance measures obtained from LSFs, pitch, du-
ration, and energy as described by Turk and Arslan �2006�.
Application of smoothing with averaging and elimination of
outliers reduce problems due to automatic alignment mis-
matches. In the transformation stage, input LSFs extracted
on a frame-by-frame basis are matched with the source
speaker training LSFs and the corresponding target LSFs are
determined. For each input LSF vector, the distances to each
averaged source training LSFs are calculated using inverse
harmonic mean weighting �Laroia et al., 1991�. The best
matches �typically four to ten� are selected and a weighted
average of the corresponding target training LSF vectors is
target. computed. This target LSF estimate is converted to LP
coefficients. The target vocal tract spectrum is reconstructed
and multiplied with the linear prediction LP-residual spec-
trum. Prosodic modifications are performed simultaneously
using FD-PSOLA �Moulines and Verhelst, 1995� to obtain
the time domain waveform. During FD-PSOLA, pitch scal-
ing is applied for matching the mean and the standard devia-
tion of the target pitch. Duration scaling can also be applied.
However, this was not required in our case since the source
speakers were asked to mimic the reference speaker’s timing
during database collection. We have not applied intensity
transformations since it generally does not contribute to
similarity to target voice �Turk, 2003�.

B. Database

We have collected a database of twenty utterances and
three sustained vowels from ten male and ten female native
Turkish speakers in an acoustically isolated recording room.
The electro-glottograph �EGG� recordings were collected si-
multaneously. One of the male speakers was selected as the
reference and the remaining speakers were told to mimic the
timing of the reference speaker as close as possible to im-
prove overall voice conversion performance �Kain, 2001�.
We have avoided selecting different reference speakers for
male and female sets in order to be able to use the database
for cross-gender transformations in the future.

C. Procedure

Male-to-male and female-to-female conversions were
considered separately. Intergender transformations were
avoided as our previous experience shows that almost always
the transformations within same gender are more successful
�Turk, 2003�. The main reason for quality degradation in
intergender transformations is the extensive amount of pitch
modification required. It is known that naturalness of
PSOLA output decreases for pitch scaling factors less than
0.8 or greater than 1.2 �Pacheco and Seara, 2002�. Each
speaker was considered as the target and voice conversion
was performed from the remaining nine speakers of the same
gender to that target speaker. Therefore, 90 source-target
pairs were available for each gender, resulting in a total num-

ber of 180 different source-target pairs. Eighteen utterances
were used in training and two utterances for testing. One of
the test utterances was a neutral sentence and the other was a
question sentence.

A set of twelve native Turkish listeners �seven male, five
female� who had no known hearing problems and who were
researchers in speech technology were presented with pairs
of target and transformation output recordings. The listeners
were asked to assign two scores: similarity to target on a
discrete 10-point scale �S-score�, and quality on a 5-point
mean opinion score �MOS� scale �Q-score�. The provided
range for S-scores was chosen to be finer as compared to
Q-scores in parallel with a previous study on voice conver-
sion �Stylianou et al., 1998�. Note that the S-score evaluates
similarity to target speaker’s voice only and lower S-scores
do not mean that the output sounds like the source speaker.
Q-score corresponds to the standard MOS scale for sound
quality �ITU-T Rec. P.800, 1996; ITU-T Rec. P.830 1996�:
1=Very bad quality �the noise is very disturbing and the
conversation cannot be understood�, 2=Poor quality �the
noise is disturbing but the conversation can be understood�,
3=Fair quality �the noise disturbs a little, the conversation
can be understood�, 4=Good quality �the noise does not dis-
turb, the conversation is distinctly understood�, 5
=Excellent quality �there is no noise, the conversation is
clearly and distinctly understood�. The listeners were pre-
sented with six reference recordings for quality along with
reference MOS values as shown in Table I. Eight pairs �four
male-male, four female-female� that consisted of original re-
cordings were included for reliability assessment which were
successfully identified by all listeners.

D. Results

Tables II and III show the average similarity to target
scores �S-scores� corresponding to conversions among all
source-target speaker pairs and median values obtained for
each source and target speaker. Note that transformations
from/to the reference speaker’s voice are included in all me-
dian calculations for male-to-male transformations. Median
S-scores were 5.56 /10.00 �minimum: 2.75, maximum: 8.08�
for male-to-male transformations and 7.27 /10.00 �minimum:
4.92, maximum: 8.75� for female-to-female transformations.

We have applied one-way analysis of variance
�ANOVA� �Witte and Witte, 2006� to show that the mean
S-scores for each target vary with the source speaker. For
this purpose, for each target, the S-scores from each listener
are provided as the dependent variable and the corresponding
source speaker identity as the independent variable. F-ratios

TABLE I. Reference set for the MOS-score.

Coder or recording format Bit rate �kbps� MOS

PCM 64 4.4
ADPCM �G.726� 32 4.2
LD-CELP �G.728� 16 4.2
CSA-CELP �G.729� 8 4.2
CELP 4.8 4.0
LPC-10 �FS 1015� 2.4 2.3
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and the corresponding p-values for each target are given in
Table IV. Similar analysis has been performed for Q-scores
as well. We have observed that for all target speakers, both
scores change significantly depending on the source speaker
for a confidence level of 95%.

For male speaker pairs, almost always the highest
S-scores and Q-scores were obtained when the reference
speaker was used as the source speaker. This indicates that
the performance of voice conversion improves when the
source prosody matches the target prosody. Excluding the
reference speaker from the set of source speakers, the source
speaker that results in the best voice conversion performance
varies as the target speaker varies. Therefore, our fundamen-
tal hypothesis that the performance of the voice conversion
algorithm is dependent on the specific source-target pair cho-
sen is supported.

Average female-to-female similarity scores have been
compared with the male-to-male case using a pairwise t-test
�Witte and Witte, 2006�. The mean of the average female-to-
female similarity scores �7.18� was found to be significantly
higher than the mean of the average male-to-male similarity

scores �5.62� with a p-value of 1.9077�10−19. The reason
might be due to the difficulty in identifying female speakers
when they mimicked the overall prosody of the reference
speaker according to listeners’ comments. The listeners have
been more critical in the case of male speakers whom they
identified better and provided lower similarity scores. This
comment is also supported by the informal feedback from
the listeners that they had more difficulty in discriminating
between female speakers as compared to male speakers. A
similar pairwise t-test was applied for comparison of the
mean of the average male-to-male and female-to-female
quality scores. The mean of female-to-female Q-scores
�3.96� was found to be significantly higher than the mean of
male-to-male Q-scores �3.68� with a p-value of 2.3601
�10−8.

The median scores in the last rows of Tables II and III
show that part of the source speakers is not generally appro-
priate for generating the voices of target speakers. Transfor-
mations using these speakers as source speakers resulted in
lower median scores. As an example, the median S-score is
lowest for both male and female speakers No. 4. The last

TABLE II. Average S-scores for all male source-target pairs. Speaker 8 is the reference speaker. The best S-score along each row is shown inside round
brackets, i.e., �5.46�, and the best S-score along each column is shown inside square brackets, i.e., �6.88�. An entry inside both round and square brackets
corresponds to the score which is a maximum both in its row and column, i.e., ��6.75��. When the best S-score belongs to the reference speaker, the second
best S-score in the corresponding row or column is also shown using the same bracket notation. In the last column and row, the median of average scores is
given. The best median scores is shown in bold characters. The bottom-right entry shows the median of all entries in rows 1–10 and columns 1–10.

Source speaker

median1 2 3 4 5 6 7 8 9 10

Target
Speaker

1 ¯ 4.75 4.88 4.21 5.08 7.04 4.21 �7.96� 4.25 5.38 4.88
2 2.75 ¯ �6.88� 4.88 6.54 �7.25� ��7.58�� ��8.08�� �7.17� �6.25� 6.88
3 5.42 4.63 ¯ 3.25 4.33 �6.38� 4.58 5.92 5.17 4.83 4.83
4 5.38 4.42 4.29 ¯ �6.58� 5.17 4.38 �7.58� 4.63 4.67 4.67
5 6.13 6.38 5.33 5.75 ¯ �7.21� 5.63 �7.63� 5.96 6.08 6.08
6 �5.46� 3.17 5.04 3.13 5.17 ¯ 3.83 5.33 4.17 4.17 4.17
7 5.46 �6.08� 6.04 5.67 5.29 5.00 ¯ �7.21� 5.92 5.88 5.88
8 5.50 5.29 6.67 4.00 5.08 6.33 �7.25� ¯ 6.13 4.54 5.50
9 6.21 ��6.75�� 5.08 4.13 4.63 5.00 5.79 �7.71� ¯ 5.71 5.71

10 ��7.00�� 6.58 6.21 �5.88� �6.92� 5.83 6.46 �7.63� 6.71 ¯ 6.58
median 5.46 5.29 5.33 4.21 5.17 6.33 5.63 7.63 5.92 5.38 5.56

TABLE III. Average S-scores for all female source-target pairs. Please refer to the caption of Table II for details on scores marked with round and/or square
brackets or shown in bold characters. Note that since the reference speaker was male and we did not consider cross-gender transformations, there are no scores
corresponding to the reference speaker in this table. The bottom-right entry shows the median of all entries in rows 1–10 and columns 1–10.

Source speaker

Median1 2 3 4 5 6 7 8 9 10

Target
speaker

1 ¯ 6.17 �7.83� 5.04 7.54 7.25 7.46 �7.83� 7.08 6.33 7.25
2 6.88 ¯ 7.92 �7.96� 5.71 7.75 7.25 ��8.08�� 6.96 6.88 7.25
3 7.58 6.25 ¯ 6.13 7.96 7.46 7.04 7.96 �8.04� 6.17 7.46
4 7.08 ��8.04�� 6.33 ¯ 5.17 7.38 7.58 8.75 7.13 6.25 7.13
5 7.08 7.29 7.88 5.67 ¯ 8.00 6.96 7.67 ��8.67�� 5.83 7.29
6 �7.63� 6.58 ��8.67�� 6.08 7.79 ¯ �8.08� 8.04 7.63 6.38 7.63
7 6.88 6.58 7.92 6.67 6.92 ��8.38�� ¯ 8.00 6.21 6.54 6.88
8 7.00 6.08 �8.58� 7.21 5.67 8.25 7.42 ¯ 7.54 �7.00� 7.21
9 �7.63� 7.17 7.58 4.92 ��8.13�� 7.92 6.96 7.33 ¯ 6.42 7.33

10 7.54 6.96 �8.25� 6.88 6.50 8.21 6.29 7.50 7.42 ¯ 7.42
median 7.08 6.58 7.92 6.13 6.92 7.92 7.25 7.96 7.42 6.38 7.27
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columns in Tables II and III show that it is more difficult to
obtain similar output to the target speakers’ voices for part of
the target speakers. Male speaker No. 6 and female speaker
No. 1 are examples. Similar observations also hold for the
Q-scores given in Tables V and VI. For example, male
speaker No. 10 and female speaker No. 5 are not good source
speaker choices if one is interested in expected output qual-
ity. Male speaker No. 10 and female speaker No. 3 are the
target speakers for which the median quality is lower when
compared with the rest of the target speakers.

III. ACOUSTIC FEATURE ANALYSIS

As a preprocessing step, all recordings were phoneti-
cally labeled using phonetic HMMs trained with the hidden

Markov model toolkit �Woodland et al., 1994�. Pitch marks
were extracted from the EGG waveforms using a simple
peak detecting algorithm which uses autocorrelation based
pitch detection results as a starting point. Phonetic labels and
pitch marks were visually inspected and gross errors were
corrected manually. For each source-target speaker pair, pho-
netic labels were used in determining the time alignment.

A. Acoustic features

A set of acoustic features that are relevant for describing
the differences among speakers in terms of physiology, ar-
ticulation, prosody, and voice quality was selected. As it was
impossible to collect a database for all possible ranges of a
large number of acoustic features, we have decided to extract
various common features and to use an algorithm that can
automatically learn from these features for the selection of
the best source speaker for a given target speaker. Vocal tract
characteristics have been modeled with LSFs since they are
known to relate well with perceptual phenomena, i.e., closer
LSF pairs are likely to correspond to formant locations
which are perceptually significant in characterizing speakers
and articulation patterns. For the objective evaluation of
similarity/dissimilarity of prosody characteristics, various di-
mensions related to prosody are considered including pitch,
duration, and energy. Two issues were taken into account
considering prosody related problems in voice conversion.

• Automatic alignment accuracy. Training stage of voice
conversion requires accurate alignments of the source and
target recordings for reliable estimation of the transforma-
tion functions. Large mismatches in prosodic characteris-
tics may cause alignment mismatches and reduce voice
conversion performance.

• Reduction in naturalness with large amounts of prosody
modifications. Large prosodic differences between the
source and the target speaker lead to the requirement of
excessive amounts of prosody modifications which in turn
reduce quality.

We have also selected a set of voice quality features and
features that compare the background acoustic environment.

TABLE IV. F-ratios and p-values after one-way ANOVA of S-scores for
each target speakerin male and female speaker sets.

Target speaker
�male� F-ratio p-value

1 3.24 0.003 0
2 3.52 0.001 5
3 2.89 0.007 0
4 3.17 0.003 6
5 2.43 0.020 8
6 5.09 0.000 038
7 4.11 0.000 376
8 3.61 0.001 2
9 3.06 0.004 6

10 6.18 0.000 003

Target speaker
�female�

F-ratio p-value

1 4.09 0.000 4
2 2.27 0.030 4
3 6.91 0.000 0
4 2.55 0.015 7
5 2.70 0.011 0
6 3.06 0.004 6
7 3.19 0.003 4
8 4.19 0.000 3
9 2.99 0.005 5

10 3.77 0.000 844

TABLE V. Average Q-scores for all male source-target pairs. Speaker 8 is the reference speaker. Please refer to the caption of Table II for details on scores
marked with round and/or square brackets or shown in bold characters. The bottom-right entry shows the median of all entries in rows 1–10 and columns
1–10.

Source speaker

Median1 2 3 4 5 6 7 8 9 10

Target
speaker

1 ¯ 3.67 �3.71� 3.50 �3.96� ��4.25�� 3.75 �4.29� 4.17 3.33 3.75
2 3.83 ¯ 3.17 3.54 3.88 4.08 ��4.46�� 4.29 �4.42� 3.21 3.88
3 3.54 3.29 ¯ 3.13 3.08 3.38 3.21 �4.08� 3.17 3.00 3.21
4 3.46 3.46 3.58 ¯ 3.79 3.71 3.83 �4.29� �4.21� 2.96 3.71
5 �3.92� 3.71 3.29 3.58 ¯ 3.63 3.46 3.88 �3.92� 3.21 3.63
6 3.96 3.75 3.54 3.58 3.88 ¯ 3.75 3.92 �4.21� 3.25 3.75
7 3.92 4.00 3.42 3.71 3.71 3.92 ¯ 4.17 �4.33� 3.29 3.92
8 3.29 3.67 �4.21� 3.71 3.46 3.83 �4.29� ¯ 3.83 3.17 3.71
9 ��4.25�� �4.13� 3.17 �3.79� 3.92 3.92 3.92 ��4.33�� ¯ �3.54� 3.92

10 3.54 3.04 2.92 3.08 3.17 3.13 2.83 �3.79� �3.71� ¯ 3.13
Median 3.83 3.67 3.42 3.58 3.79 3.83 3.75 4.17 4.17 3.21 3.71
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Variations in these features may lead to further problems in
automatic alignment, acoustical space mapping, and accurate
estimation of target features from training data.

1. Vocal Tract

LSFs were computed on a frame-by-frame basis using a
LP analysis order of 20 at 16 kHz. A fixed window size of
20 ms was used with a fixed skip rate of 10 ms. Pre-
emphasis with a digital filter of the form P�z�=1−0.97z−1

was applied. Inverse harmonic mean weighting based LSF
distance �Laroia et al., 1991� was employed for calculating
the LSF distances between the source and target speech
frames. The weighting procedure assigns relatively higher
weights to closer LSF pairs which are known to correspond
to formant locations resulting in a better perceptual represen-
tation as compared to using no weights at all. The LSF dis-
tances employed in vocal tract distance computation in vari-
ous settings are shown in Table VII.

Note that frame based LSF distances account for the
instantaneous variations in the vocal tract whereas phoneme-
based LSF distances represent the more global, phoneme-
level differences in vocal tract characteristics.

2. Pitch

Fundamental frequency �f0� contours for all source and
target recordings were extracted using the pitch marks ob-
tained from the corresponding EGG signals. The mean and
the standard deviation of f0 values were computed for each
speaker. Figure 2 shows interpolated histograms of f0 values
for two source-target speaker pairs. Note that all histograms
presented in this paper were obtained using appropriately
small bins. Cubic spline interpolation was then performed to
obtain smoothed versions to enhance visibility, especially for
regions where two histograms overlap. Histogram smoothing
also helped to reduce the effects of noise and outliers since
histogram values were estimated from limited amount of
data. The acoustical distance measures employed for pitch
characteristics are given in Table VII.

TABLE VI. Average Q-scores for all female source-target pairs. Please refer to the caption of Table II for details on scores marked with round and/or square
brackets or shown in bold characters. Note that since the reference speaker was male and we did not consider cross-gender transformations, there are no scores
corresponding to the reference speaker in this table.

Source speaker

Median1 2 3 4 5 6 7 8 9 10

Target
Speaker

1 ¯ 3.79 4.25 3.83 3.58 4.08 3.79 �4.29� 3.92 4.00 3.92
2 3.88 ¯ 4.08 3.79 3.63 �4.17� 4.04 4.04 3.75 3.75 3.88
3 �4.13� 3.71 ¯ 3.92 3.75 3.88 4.00 3.58 3.92 3.50 3.88
4 3.79 �4.25� 3.75 ¯ 3.79 3.88 4.04 �4.42� 3.71 3.75 3.79
5 �4.21� 3.88 3.75 3.83 ¯ 4.04 3.79 3.88 ��4.25�� 3.67 3.88
6 4.17 4.00 �4.29� 3.67 3.92 ¯ �4.25� ��4.50�� �4.25� �4.25� 4.25
7 3.92 4.13 4.17 3.92 3.71 4.21 ¯ �4.25� 3.67 4.04 4.04
8 4.17 3.88 �4.25� 4.00 3.71 3.79 4.04 ¯ 3.88 4.04 4.00
9 4.04 4.17 4.21 ��4.25�� �4.13� ��4.25�� 3.46 4.00 ¯ 4.00 4.13

10 4.00 3.75 3.96 3.92 3.63 3.88 4.00 �4.21� 3.96 ¯ 3.96
Median 4.04 3.88 4.17 3.92 3.71 4.04 4.00 4.21 3.92 4.00 3.96

TABLE VII. A summary of the acoustic features employed, which part of
the recordings they were extracted from, and the distance measures em-
ployed for each of them.

Acoustic
features Applied to

Distance
measures
employed

Frame based LSFs Sentences LSF distance �mean, standard
deviation, rank-sum value�

Averaged LSFs
for phonemes

Sentences LSF distance �mean, standard
deviation, rank-sum value�

f0 Sentences Mean ratio, standard deviation ratio,
rank-sum value

f0 �phoneme level� Sentences Mean and standard deviation of
f0 difference

Phoneme durations Sentences Mean ratio, standard deviation ratio,
rank-sum value

Utterance durations Sentences Mean ratio, standard deviation ratio,
rank-sum value

Silence durations
�in the beginning�

Sentences Mean ratio, standard deviation ratio,
rank-sum value

Silence durations
�atthe end�

Sentences Mean ratio, standard deviation ratio,
rank-sum value

Pause durations Sentences Mean ratio, standard deviation ratio,
rank-sum value

Energy Sentences Mean ratio, standard deviation ratio,
rank-sum value

Spectral tilt Sustained
vowels

Mean ratio, standard deviation ratio,
rank-sum value

Open quotient Sustained
vowels

Mean ratio, standard deviation ratio,
rank-sum value

Jitter Sustained
vowels

Mean ratio, standard deviation ratio

Shimmer Sustained
vowels

Mean ratio, standard deviation ratio

Voiced frame ratio Sentences Ratio
SPI Sentences Mean ratio, standard deviation ratio,

rank-sum value
H1-H2 Sentences Mean ratio, standard deviation ratio,

rank-sum value
EGG shape parameters Sustained

vowels
Mean ratio, standard deviation ratio,
rank-sum value
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3. Duration

The duration of each phoneme was determined from the
phonetic labels. The distance measures used for durational
characteristics are shown in Table VII.

4. Energy

The energy contours for all source and target speech
signals were extracted using a root-mean-square �rms� en-
ergy estimator on a frame-by-frame basis. The window size
and the skip rate were set to 20 ms and 10 ms, respectively.
The mean and the standard deviation of rms energy values
were computed for each speaker. The average rms energy
value for each phoneme was also computed. Table VII shows
the acoustical distance measures employed for energy char-
acteristics.

5. Spectral tilt

The spectral tilt was computed by fitting a LP model of
order 2 to sustained vowel recordings. The corresponding LP
spectrum estimate was calculated and spectral amplitude val-
ues were converted to decibels. A least-squares line was fit-
ted between the global peak value and the value at 3 kHz.
The slope of this line was used as a simple parameter for
spectral tilt. Figure 3 shows an example for spectral tilt esti-
mation. Figure 4 shows interpolated histograms of spectral
tilt values for two source-target speaker pairs. The spectral
tilt values were estimated using fixed window size and skip
rate frames from two recordings of the sustained vowel /aa/.
The distance measures for spectral tilt include ratio of means,
ratio of standard deviations, and rank-sum values estimated
using source and target spectral tilt values.

6. Open quotient

For each period of the EGG signal, the open quotient
was estimated as the ratio of the positive segment of the
signal to the length of the signal �Childers and Lee, 1991�.
The open quotient values were estimated on a frame-by-
frame basis from two recordings of the sustained vowel /aa/
for each speaker pair. Figure 5 shows an example for open
quotient estimation from one period of the EGG signal. Fig-
ure 6 shows interpolated histograms of open quotient values
for two source-target speaker pairs. The distance measures
employed for open quotient included ratio of means, ratio of
standard deviations, and rank-sum values estimated using
source and target: open quotient values.

7. Jitter and shimmer

Jitter and shimmer are the relative evaluation of the
period-to-period variability of pitch and intensity in the
speech signal. These features were computed for sustained
vowels using the equations provided in the Kay Elemetrics
multidimensional voice program manual �Operations
Manual, 1993�.

8. Voiced frame ratio

The total number of voiced frames was determined from
pitch contours and the ratio of voiced frames to total speech
frames was computed. The ratio of the voiced frame ratio
values for the source and the target speakers is used as a
distance measure between the two speakers.

9. Soft phonation index

Soft phonation index �SPI� is the ratio of the lower-
frequency harmonic energy in the range 70–1600 Hz to
the upper-frequency harmonic energy in the range
1600–4500 Hz. SPI was calculated using discrete fourier
transform �DFT� spectrum estimated from pitch-synchronous
frames of approximately three pitch periods in length. SPI

FIG. 4. Sample distributions of spectral tilt values for a male speaker pair
and a female speaker pair.

FIG. 2. Sample distributions of f0 values for a male speaker pair and a female speaker pair.

FIG. 3. Spectral tilt estimation. Point �a� labels the spectral peak of the LP
spectrum obtained with an analysis order of 2, and point �b� labels the LP
spectrum at 3 kHz.

486 J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 O. Turk and L. M. Arslan: Source speaker selection for voice conversion



values were computed by peak picking on the DFT spectrum
for the lower- and upper-frequency ranges and averaging re-
spective sum of harmonic amplitudes. Figure 7 shows the
spectrum of a speech frame and the corresponding harmon-
ics. The harmonics in the lower-frequency range are marked
with a “�” sign and those in the higher-frequency range are
marked with a “�” sign. The objective distance measures
employed for SPI included ratio of means, ratio of standard
deviations, and the rank-sum values estimated using source
and target SPI values.

10. H1-H2

H1-H2 is the amplitude difference of the first and the
second harmonic in the spectrum �Hanson, 1995�. These two
parameters can be used in identifying breathiness or creaki-
ness in the voice characteristics. For example, breathy voices
tend to produce stronger H1, and creaky voices tend to pro-
duce weaker H1. H1-H2 values were estimated frame by
frame and the resulting samples are used as the sample dis-
tribution. Figure 8 shows sample distributions of H1-H2 val-
ues for two source-target pairs for a sustained vowel. For the
male speaker pair, the H1-H2 distributions look more similar
as compared to the female speaker pair. For the female
speaker pair, we observe that the distribution for “female
speaker 4” is flatter, indicating that her voice alters more.
The objective distance measures employed for H1-H2 in-
clude ratio of means, ratio of the standard deviations, and
rank-sum values estimated using source and target H1-H2
values.

11. Electroglottograph signal period shape

We have used three parameters to characterize one pe-
riod of the EGG signals, as shown in Fig. 9. The first param-
eter, �, is the slope of the least-squares line fitted from the
glottal closure instant to the peak of the EGG signal. The
second parameter, �, is the slope of the least-squares line
fitted to the segment of the EGG signal when the vocal folds
are open. Finally, the third parameter, �, is the slope of the
least-squares line fitted to the segment of the EGG signal

corresponding to the case when the vocal folds are close.
Sample distributions for these parameters are shown for two
female speakers in Fig. 10.

The algorithm simply fits three lines to the following
segments of each EGG period: from start of the period to
25% of the period in duration, from 25% to 75% of the
period in duration, and from 75% of the period to the end of
the period. The objective distance measures for EGG shape
included the ratio of means, the ratio of standard deviations,
and rank-sum values estimated using source and target EGG
shape parameters.

12. Acoustic background

LSF parameters for non-speech frames were used in or-
der to represent the acoustic background. Our previous ex-
perience has shown that differences in acoustic background
result in significant performance degradation in voice con-
version �Turk and Arslan, 2006�. Therefore, a measure of the
acoustic difference of acoustic backgrounds might serve as a
useful feature for a source speaker selection algorithm. The
distance measures corresponding to acoustic background dif-
ferences included the mean, the standard deviation, and the
rank-sum value estimated using source and target LSF dis-
tances corresponding to silent frames in the beginning and at
the end of the utterances.

B. Objective distance measures

Three major distance measures were employed for dif-
ferent acoustic features to provide objective distance mea-
sures as input to the ANN: rank-sum values as calculated by
the Wilcoxon rank-sum test �Wilcoxon, 1945�, the ratio of
means, and the ratio of standard deviations. Wilcoxon rank-
sum test is a nonparametric alternative to the two-sample
t-test �Wild and Seber, 1999�. It is valid for data from any
distribution and is much less sensitive to outliers as com-

FIG. 6. Sample distributions of open quotient values for a male speaker pair
and a female speaker pair.

FIG. 8. Sample distributions of H1-H2 values for a male speaker pair and a
female speaker pair.

FIG. 5. Open quotient estimation from EGG signals.

FIG. 7. Estimation of the ratio of lower harmonic energy to the higher
harmonic energy from the DFT spectrum using lower f0 harmonics ��� and
higher f0 harmonics ���.
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pared to the two-sample t-test. These properties make it a
useful tool for comparing acoustic features which may not be
well modeled by parametric distributions. The test reacts not
only to the differences in the means of distributions but to
the differences between the shapes of the distributions. A
lower rank-sum value indicates that the two distributions un-
der comparison are closer.

We have used the rank-sum value as the objective dis-
tance between two sample distributions in comparing the
acoustical characteristics of source-target pairs for most of
the features. Several features were already based on averages
and rank-sum computation was not used for them including
jitter, shimmer, voiced frame ratio, and phoneme-based av-
erage f0 difference. The ratios of means and standard devia-
tions were used as additional objective distance measures for
f0 �frame-by-frame f0 values and average absolute f0 differ-
ence in corresponding source and target phonemes�, duration
�phoneme duration, word duration, utterance duration, and
silence duration�, energy �frame-by-frame energy values and
average absolute energy difference in corresponding source
and target phonemes�, spectral tilt, open quotient, jitter,
shimmer, voiced frame ratio, SPI, H1-H2, and EGG shape
parameters. Table VII shows a summary of the acoustic fea-
tures employed, which part of the recordings they were ex-
tracted from, and the distance measures employed for each of
them.

C. Correlation Analyses

In order to investigate the linear relationship among the
distance measures and the subjective test scores, we have
performed correlation analyses. We have selected six utter-
ances �five neutral, one question� and two /aa/ vowels from
the collected database. The statistics of the acoustical dis-
tance measures described Sec. III A are estimated for all
combinations of source-target pairs. The correlation coeffi-
cients of each acoustic parameter with the subjective scores

�S-score and Q-score� are computed. The results show that
the greatest correlation value was 0.502 for the distance be-
tween the standard deviations of source and target pitch val-
ues. However, even the highest correlation value does not
imply a strong linear relationship. Therefore, a nonlinear
learning scheme was required for the estimation of subjec-
tive scores and rankings of the source speakers for a given
target speaker.

IV. AUTOMATIC SOURCE SPEAKER SELECTION
ALGORITHM

In order to estimate subjective scores without actually
carrying out a subjective listening each time a source speaker
needs to be selected among a set of possible candidates for a
given target speaker, we have trained an ANN. The main
objective was to provide a large number of acoustical dis-
tance measures between a given target speaker and a source
speaker candidate and let the ANN learn which parameters
contribute to what extent to the expected subjective quality
of transformations from that source speaker. Our hypothesis
was that the performance of weighted codebook mapping
based voice conversion can be dependent on complex inter-
actions between the source and the target speaker’s vocal
tract and prosody characteristics. Therefore, we have pro-
vided the ANN with a large number of common acoustic
features and trained it to estimate the similarity and quality
scores.

The scores obtained in the subjective listening test de-
scribed in Sec. II and the distance values obtained for each
feature were used in training an ANN. A three-layer network
structure with ten units in the hidden layer was used. The
input vectors were 49-dimensional and the output vectors
were 2-dimensional �S-score and Q-score�. The optimum
number of hidden units was determined by an exhaustive
search of candidate values between 5 and 20 on a separate
validation set. The training algorithm used the gradient-
descent algorithm �Duda et al., 2001� to update the network
weights iteratively. Random initialization of the network
weights, learning-rate adaptation, and momentum were also
employed �Duda et al., 2001�. Each input dimension was
normalized to have zero mean and unity variance. Each out-
put dimension was scaled linearly in the range �0,1� before
training the ANN and rescaled to its original range when the
ANN was used for estimating the subjective scores after
training.

Figure 1 shows the flowchart of the automatic source
speaker selection algorithm. The source and target recordings
are acoustically analyzed. The distributions and statistical

FIG. 9. Simple model for EGG shape.

FIG. 10. Sample distributions of EGG shape parameters �, �, and � for a male speaker pair and a female speaker pair.
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characteristics of the acoustical parameters are estimated.
The objective distances between the distributions are calcu-
lated using the Wilcoxon rank-sum test and/or the means and
the standard deviations. Then, the objective distances are
used as the input to the ANN that outputs the estimates of the
subjective similarity score �S-score� and the subjective qual-
ity score �Q-score�. The algorithm outputs the best source
speaker candidates that have relatively higher S-scores and
Q-scores.

V. EVALUATIONS

The performance of the proposed algorithm was evalu-
ated using tenfold cross-validation. For this purpose, two
male and two female speakers were reserved as the test set.
The training and validation steps at each cross-validation
were as follows.

• Two male and two female speakers were reserved as the
validation set. The objective distances among the remain-
ing male speaker pairs and female speaker pairs were used
as the input to the ANN and the corresponding subjective
scores as the output. Therefore, input vectors were 49-
dimensional �all objective distance measures� and the out-
put vectors were 2-dimensional �i.e., the S-score and the
Q-score�.

• After training, the subjective scores were estimated for the
target speakers in the validation set and the error for the
S-score and the Q-score was calculated. The error on each
cross-validation step was defined as the absolute difference
between the output of the ANN and the subjective test
results.

The two steps described above were repeated ten times
by using randomly selected target speakers as the validation
set. Note that none of these target speakers were used in
training the ANN. Since we had 12 listeners, 180 source-
target pairs, and 2 transformation outputs for each source-
target pair, there were a total of 4320 S-score and Q-score
pairs and corresponding 49-dimensional distance vectors
available for training and testing. As two male and two fe-
male target speakers were reserved for testing, 1248 S-score
and Q-score pairs were used at each cross-validation step,
leaving 3072 pairs for training.

The average cross-validation errors were computed as
the average of the errors in the individual steps. Finally, the
ANN was trained using all speakers excluding those in the
test set. Table VIII shows the means and the standard devia-
tions of error values as obtained on the validation and test

sets. Note that ES and EQ correspond to the error in S-scores
and Q-scores, respectively. Means and standard deviations of
errors for male-to-male transformations and female-to-
female transformations are reported along with the overall
error statistics. We observe that the score estimates are sig-
nificantly better for male-to-male transformations as com-
pared to female-to-female transformations. This is also veri-
fied with a statistical comparison of ES and EQ values for the
two cases. The mean errors for both similarity and quality
scores for male-to-male transformations were found to be
lower than that of female-to-female transformations with a
p-value of 0.0. On contrary to what one would expect, the
algorithm performed slightly better on the test set as com-
pared to the validation set for female-to-female transforma-
tions and for the overall case.

In order to evaluate the performance of the proposed
algorithm further, the rankings predicted by the algorithm
were compared with the preferences of the listeners as fol-
lows.

• For each target speaker, source speakers were sorted in
decreasing order according to median similarity and qual-
ity scores given in Tables II–V.

• For each target speaker in the cross-validation and test
stages, source speakers were sorted in decreasing order
according to the similarity and quality scores as estimated
by the ANN.

• For each target speaker in the cross-validation and test
stages, normalized cross-correlation coefficient between
the original and ANN-estimated versions of sorted source
speaker indices was calculated.

Table IX shows the means and the standard deviations of
normalized cross-correlation coefficients between the origi-
nal and ANN-based rankings of the source speakers for ten-
fold cross-validation and test steps including male-to-male
transformations, female-to-female transformations, and over-
all cases separately. We observe that the performance of the
automatic source selection algorithm is significantly better
for estimating both similarity and quality based rankings for
male-to-male transformations as compared to female-to-
female transformations. This is also verified by pairwise
t-tests where the following p-values are obtained: 0.0012
�similarity, cross-validation�, 0.0003 �quality, cross-
validation�, 0.0026 �similarity, test�, and 0.0033 �quality,
test�. Therefore, estimating the source speaker rankings for
female-to-female transformations war in general harder.

TABLE VIII. Mean ��� and standard deviation ��� values of subjective
scores estimated by the ANN after tenfold cross-validation and testing.

Performance
Measure

Tenfold cross validation set Test set

ES

�� ,��
EQ

�� ,��
ES

�� ,��
EQ

�� ,��

Male to male �0.26, 0.51� �0.09, 0.11� �0.28, 0.12� �0.13, 0.19�
Female to female �1.40, 1.63� �0.33, 0.33� �1.26, 1.84� �0.23, 0.39�

Overall �0.83, 1.06� �0.21, 0.26� �0.77, 1.03� �0.18, 0.23�

TABLE IX. Normalized cross-correlation coefficient statistics for tenfold
cross-validation and testing for rankings obtained according to the subjec-
tive listening test and estimated using the ANN score estimates.

Performance
measure

Tenfold cross-validation set Test set

RS

�� ,��
RQ

�� ,��
RS

�� ,��
RQ

�� ,��

Male to male �0.88, 0.11� �0.79, 0.08� �0.84, 0.12� �0.78, 0.21�
Female to female �0.61, 0.29� �0.56, 0.26� �0.58, 0.25� �0.58, 0.16�

Overall �0.74, 0.25� �0.68, 0.19� �0.71, 0.21� �0.68, 0.20�
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VI. CONCLUSIONS AND DISCUSSIONS

In this study, the dependence of a weighted codebook
mapping based voice conversion algorithm is investigated in
a subjective listening test. We have shown that both similar-
ity to target speaker’s voice and output quality vary depend-
ing on the source speaker for a given target voice. The sec-
ond goal of the study is to develop an automatic source
speaker selection algorithm using a small amount of record-
ings from the source and target speakers. An algorithm is
proposed which estimates the subjective scores for voice
conversion from a set of objective distance measures be-
tween the source and target speaker’s acoustic features. The
algorithm learns the relationship of the subjective scores and
the objective distance measures through nonlinear regression
with an ANN. Once the ANN is trained, the algorithm can be
used in ranking of a set of source speakers in terms of the
expected similarity to the target voice and output quality. The
average correlation between source speaker rankings ob-
tained in the subjective listening test and rankings estimated
by the ANN was found to be quite reliable for male-to-male
transformations. Specifically, an average correlation of 0.84
was observed for similarity and 0.78 for quality. However,
the results for female-to-female transformations indicate re-
quirement for improvements since the average correlation
score for both similarity and quality was only 0.58. The
lower performance in the case of female-to-female conver-
sions can be explained by the informal feedbacks of the lis-
teners that they had found it harder to discriminate among
female speakers in the test. As a result, the subjective scores
for female-to-female case had less variation making it harder
for the ANN to extract ranking patterns. This is confirmed by
comparing the variances of male-to-male and female-to-
female scores. The variances of female-to-female conversion
scores �0.7187 and 0.0482 for similarity and quality, respec-
tively� were significantly smaller as compared to the vari-
ances in the male-to-male conversion cases �1.4082 and
0.1616 for similarity and quality, respectively�.

One should note that the results presented can be depen-
dent on the database as well as the voice conversion algo-
rithm employed. Therefore, developing similar automatic
source speaker selection methods for different voice conver-
sion algorithms, carrying out tests using different speakers,
and comparing the results with the results reported in this
study remain as future research tasks. A number of possibili-
ties exist for improving the performance of the proposed au-
tomatic source speaker selection algorithm as well. First of
all, different ANN architectures can be employed and param-
eters optimized separately for source speaker selection. Other
regression algorithms based on RBFNs, decision trees, or
support vector machines �Kecman, 2001� can be tested. The
algorithm can be modified to estimate the rankings of source
speakers directly instead of estimating the subjective scores
and performing the ranking according to the subjective
scores. For this purpose, the subjective listening test can be
performed in the form of a source speaker ranking evalua-
tion. The subjects can be asked to rank a number of source
speaker candidates in terms of overall voice conversion per-

formance for a given target speaker. This kind of testing
would provide direct rankings rather than indirect rankings
obtained from similarity and quality scores.

In an initial attempt to use decision trees instead of
ANNs to perform the ranking among source speakers, we
have observed pitch and voice quality features to be highly
discriminative in estimating the subjective scores for some
source speakers. As an example, male speaker No. 4 who had
a deep and low-pitched voice and who was one of the worst
source speaker candidates according to average scores could
be easily separated from the rest of the source speakers by
using H1-H2 and pitch features in the upper leaves of the
decision tree. Such information can be used to investigate a
subset of optimal features to be used in training improved
ANNs for the source speaker selection task.

The set of acoustic features can be expanded, for ex-
ample, using cepstral coefficients or other perceptually mo-
tivated representations for the vocal tract characteristics, and
more style specific features for prosody characteristics. Para-
metric modeling of acoustic feature distributions using ap-
propriate models may also improve robustness for different
speakers. Acoustic distance measurement can also be based
on differences from a world model of speakers trained using
a large number of speakers. Using such models resulted in
significant performance improvements in speaker identifica-
tion �Fredouille et al., 1999�. In order to further improve the
performance, new sources of information can be incorpo-
rated. As an example, the set of source-target utterances used
in source speaker selection can be used for assessing the
HMM based alignment performance. Fast voice conversion
can be performed using this restricted set and the transfor-
mation output can be analyzed in order to estimate new
acoustical distance measures including transformed-to-target
and transformed-to-source acoustical distances.
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Gradated spectral interpolations between musical instrument tone pairs were used to investigate
discrimination as a function of time-averaged spectral difference. All possible nonidentical pairs
taken from a collection of eight musical instrument sounds consisting of bassoon, clarinet, flute,
horn, oboe, saxophone, trumpet, and violin were tested. For each pair, several tones were generated
with different balances between the primary and secondary instruments, where the balance was fixed
across the duration of each tone. Among primary instruments it was found that changes to horn and
clarinet timbres were most easily discriminable, while changes to saxophone and trumpet timbres
were least discriminable. Among secondary instruments, the clarinet had the strongest effect on
discrimination, whereas the bassoon had the least effect. For primary instruments, strong negative
correlations were found between discrimination and their spectral incoherences, suggesting that the
presence of dynamic spectral variations tends to increase the difficulty of detecting time-varying
alterations such as spectral interpolation.
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I. INTRODUCTION

Musical instruments are recognizable even when the
sound has been substantially altered by a spectrum equalizer
or room acoustics. Previous work has shown that the detec-
tion of time-invariant spectral alterations in musical instru-
ment tones is more difficult when the original tone has sig-
nificant time-varying spectral fluctuations, while spectral
“jaggedness” has relatively little effect �Horner et al., 2004�.
Do the same results hold for time-variant spectral alterations
such as spectral interpolation? Answering this question is the
primary objective of this paper.

In small amounts, time-invariant spectral alterations can
change a clarinet sound into other clarinetlike sounds. In
larger amounts, they can change a clarinet sound into un-
known synthetic sounds. But, due to their time-invariance,
they cannot produce all possible clarinet sounds, or sounds
from other instruments, such as the violin. An alternative
alteration method that includes time-varying changes is spec-
tral interpolation. Spectral interpolation combines two or
more sounds to create a new sound with an intermediate
spectrum. For example, a spectrally interpolated sound could

be formed by resynthesizing a spectral mix consisting of
60% of a viola spectrum �primary� and 40% of a clarinet
spectrum �secondary�.

Some related previous studies have considered the effect
of simple spectral alterations of static spectra, speech, and
audio signals. Plomp �1970� considered the correspondence
between an error metric and discrimination databased on
static musical instrument and vowel spectra. He concluded
that differences in timbre can be predicted well from spectral
differences. Toole and Olive �1988� explored the effect of
adding a single resonance to the spectra of noise, music re-
cordings, and speech. They found that resonances are more
easily heard in noise input signals than in speech and music
input signals. Watkins �1991� and Watkins and Makin �1996�
investigated the effect of spectral-envelope distortion on
vowel sounds in speech, and found that the perception of a
sound can be influenced by the sound that precedes it. This
suggests that spectral variations might also have a significant
influence on discrimination.

A related area of research is spectral profile analysis
�Green, 1988�, which studies the ability of listeners to dis-
criminate an original stimulus from a spectrally altered ver-
sion of the stimulus. However, there are significant differ-
ences between profile analysis and the approach of the
current study. Most importantly, spectral profile analysis usu-
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ally only considers static spectra while the current study is
concerned with time-varying alterations in dynamic spectra.
In addition, spectral profile analysis has typically used log-
spaced rather than harmonic-spaced components, which
Versfeld and Houtsma �1991� found to produce very different
results. Another difference is that profile analysis spectra are
usually flat unlike acoustic instrument spectra, though some
researchers have also used “perturbed” or “jagged” spectra
�Kidd et al., 1991� and noted that spectral jaggedness in-
creases the threshold of detection �Lentz and Richards,
1998�. Yet another basic difference is that profile analysis
studies have usually only attempted to determine the thresh-
old of discriminating a change in a single spectral compo-
nent, or at most a few components. Bernstein et al. �1987�
observed that thresholds for single-component changes can-
not be used to accurately predict thresholds for multiple-
component changes.

It is difficult to generalize profile analysis results to dy-
namic harmonic spectra, although the above results suggest
that multiple-component changes to acoustic spectra are
more difficult to detect than are single-component changes.
Also, comodulation-masking-release results �Mendoza et al.,
1996� suggest that alterations to coherent spectra are easier
to detect than are alterations to incoherent spectra. This sug-
gests that time-varying alterations may be still more difficult
to detect.

The most relevant previous work studied time-invariant
�static� alteration of musical instrument spectra, where each
harmonic amplitude was multiplied by a time-invariant ran-
dom scalar �Horner et al., 2004�. This work found that lis-
teners had more difficulty discriminating alterations to in-
strument sounds containing more pronounced spectral
variations. Spectral incoherence �SI� and normalized centroid
deviation �NCD� were both found to have strong negative
correlations with discrimination scores. This suggested that
dynamic spectral variations increase the difficulty of detect-
ing spectral alterations. However, the same study found rela-
tively low correlation for spectral irregularity �SIR�, a mea-
sure of the jaggedness of a spectrum.

In a recent related study, Gunawan and Sen �2008�
tested discrimination thresholds for perturbing musical in-
strument spectral envelopes by attenuating bands within
them, as a function of center frequency and bandwidth. Per-
turbing center frequencies varied from 689 to 19 294 Hz,
while bandwidths ranged from 1378 to 11 025 Hz, depend-
ing on the center frequency. Using tones of three musical
instruments �each performed at E4

b ��311.1 Hz��, they found
that spectral sensitivity was governed by only the first few
harmonics and sensitivity did not improve when extending
the bandwidth any higher. On the other hand, sensitivity was
found to decrease if changes were made only to the higher
frequencies and continued to decrease as the bandwidth was
widened. Note that this study, like the study of Horner et al.
�2004�, was based on static processing of the time-varying
spectral envelope.

While the studies mentioned above have considered the
effect of simple spectral alterations, relatively little work has
addressed the effect of time-variant spectral alterations such
as those created by spectral interpolation of dynamic musical

instrument spectra. Grey �1975� studied the effect of instru-
ment time-variant interpolation in his Ph.D. thesis, cross-
fading pairs of instrument tones to create new hybrid tones.
For each instrument pair 11 tones were presented to the lis-
tener with interpolation levels increasing in steps of 10%
going from the primary instrument �0%� to the secondary
instrument �100%�. The interpolation level was fixed across
the duration of each tone. The listener was told to identify
the point at which they identified the initial appearance of the
secondary instrument in the sound. Results indicated that lis-
teners tended to delay the perception of the secondary instru-
ment well beyond the 50% interpolation point, thus demon-
strating a hysteresis effect in timbre perception.

Related to spectral interpolation is the issue of blend
�Kendall and Carterette, 1993; Sandell, 1995�, which is de-
fined as whether the instruments fuse into a single composite
timbre, segregate into distinct timbral entities, or fall some-
where in between the two extremes. Sandell �1995� investi-
gated spectral centroid and other factors in determining
blended instrument pairings and found that lower average
values of both centroid and onset duration for a pair of tones
led to increased blends, as did closeness in value for the two
factors.

This study will investigate the listeners’ ability to dis-
criminate changes to the time-varying spectral amplitudes of
musical sounds caused by different degrees of spectral inter-
polation. Are measures of spectral variation �SI and NCD�
strongly correlated with discrimination in spectrally interpo-
lated tones? Does spectral jaggedness �irregularity� have
more of an effect in interpolated tones? We will address these
questions. We will also determine which instruments are
least and most affected by spectral interpolation. Conversely,
we will determine which instruments have the least and most
effect as secondary instruments in the interpolation pair.

Section II presents the techniques used for analysis and
synthesis of the stimuli, followed by a discussion of the dis-
crimination experiment in Sec. III. Section IV reviews vari-
ous spectral correlate measures, such as spectral incoherence
and irregularity. Finally, in Sec. V, we present the discrimi-
nation results in terms of the effect of instrument, interpola-
tion level, and spectral variations.

II. STIMULUS PREPARATION

Eight sustained musical instrument sounds were selected
as prototype signals for stimulus preparation. Sounds of a
bassoon, clarinet, flute, horn, oboe, saxophone, trumpet, and
violin, performed at E4

b ��311.1 Hz�, were used to represent
the several Western wind and the bowed string instrument
families. Five of the sounds were taken from the McGill
University Master Samples recordings �CD version�, two
from the Prosonus Sound Library �bassoon and oboe�, and
one �trumpet� was recorded at the University of Illinois
Urbana-Champaign School of Music. All sounds were re-
corded at 16 bits, 44.1 kHz. Except for the bassoon and horn,
these sounds were also used by McAdams et al. �1999�, who
gave more details about their characteristics. All eight sounds
were also used by Horner et al. �2004�. After parameter
equalization �see Sec. II A�, each sound was used as a stimu-
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lus, including attack, sustain, and decay segments of the
sounds. Sounds were chosen to be representative of each
instrument’s timbre, in that typical expressive elements were
included.

The sounds were first subjected to time-variant spectrum
analysis using a computer-based phase-vocoder method
�Beauchamp, 2007�. This phase vocoder is different from
most in that it allows a fixed analysis frequency �311.1 Hz�
to be tuned to the estimated fundamental frequency of the
input signal. Beauchamp �2007� and Horner et al. �2004�
gave further details on the phase-vocoder analysis method.
Briefly, the method uses a fast Fourier transform �FFT� with
Hamming window whose duration ��6.4 ms� is set to ap-
proximately twice the period of the input signal in order to
minimize leakage between harmonics. The FFT bin frequen-
cies are thus integer multiples of approximately 155.5 Hz.
However, only the even multiples, corresponding to the input
signal’s harmonics, are retained. Prior to FFT analysis, the
signal is up-sampled in order to create a power-of-2 number
of samples for the window.

A. Temporal and loudness equalization and
frequency flattening

Sound duration is a potential factor in discrimination.
For example, a sound lasting 5 s might well be easier to
discriminate than a sound lasting 0.3 s. In order that duration
would not be a factor in the study, the sounds were standard-
ized to a 2 s duration by interpolating the analysis data.
Briefly, this was done by first identifying the attack and de-
cay portions of each sound and then cross-fading the begin-
ning of interior of the sound �using a cubic spline cross-fade
function� with a later portion of the sound so as to reduce the
duration to 2 s. This process was performed on the analysis
data prior to resynthesis. Details are given by McAdams
et al. �1999�.

Attack and decay duration are also potential factors in
discrimination. For example, if a tone with a short attack is
interpolated with a tone with a long attack, the listener may
be able to detect a difference compared to the original tone
simply based on the longer attack time. In order that attack
and decay times would not be factors in the study, the sounds
were standardized to 0.05 s attack times and 0.15 s decay
times through interpolation of the analysis data during these
segments. Most attack and decay times were very close to
the standardization values. The authors noted no significant
perceptual differences between the standardized tones and
the original 2 s tones. Where minor audible differences did
occur, the standardized tone was judged as realistic as the
original.

Next, amplitude multipliers were determined by a loud-
ness program �Moore et al., 1997� in order that each sound
had a loudness of 87.4 phons. An iterative procedure ad-
justed the amplitude multiplier starting from a value of 1.0
until the resulting phons were within 0.1 phons of 87.4
�which corresponded to the trumpet sound played through
headphones at 78 dB sound pressure level �SPL��.

In addition, frequency variations and inharmonicity were
eliminated from the sounds in order that they would not be

factors in this study. This was done by setting each harmon-
ic’s frequency equal to the product of its harmonic number
and the fixed analysis frequency �311.1 Hz� in the analysis
data prior to resynthesis, resulting in flat, equally spaced fre-
quency versus time envelopes.

Sounds produced by the equalization and frequency flat-
tening methods described above are referred to as reference
sounds from here on in this paper.

B. Spectral interpolation and resynthesis

Spectral interpolation was performed on the analysis
data of each pair of instruments, after which the sounds were
regenerated by additive synthesis. Interpolation was accom-
plished in the frequency domain by calculating the weighted
sum of the instrument pairs’ harmonic amplitudes as follows:

A�k�tn� = �1 − l�Ap,k�tn� + lAs,k�tn� , �1�

where A�k�tn�, Ap,k�tn�, and As,k�tn� are the kth harmonic �lin-
ear� amplitudes of the interpolated, primary, and secondary
instrument tones at time tn, tn is the time corresponding to the
nth frame �i.e., tn=n�t and �t=6.4 ms�, and 0���0.5 is
the interpolation level. For example, if we wanted an inter-
polation of 60% viola with 40% clarinet, the viola would be
the primary instrument, the clarinet would be the secondary
instrument, and the interpolation level � would be 0.4. The
interpolation level remains fixed across the duration of the
tone. It should be noted that since the instantaneous phases
and frequencies corresponding to the primary and secondary
instruments are equal, this method is equivalent to mixing
frequency-flattened versions of the equalized tones in the
time domain.

Interpolated sounds were synthesized for each pair of
the eight instruments for interpolation levels of 5%, 10%,
15%, 20%, 25%, 30%, 40%, and 50%, yielding a total of 56
interpolated sounds for each primary instrument. These in-
crements were chosen to provide adequate resolution of the
interpolation process. However, going beyond 50% is not
necessary because doing so reverses the role of primary and
secondary instruments.

Both the reference sounds and the interpolated sounds
were resynthesized by additive synthesis with strictly fixed
harmonic frequencies before being compared in the listening
experiment.

III. EXPERIMENTAL METHOD

A. Subjects

Twenty listeners participated in the experiment. They
were undergraduate students at the Hong Kong University of
Science and Technology �HKUST�, ranging in age from 19
to 23 years, who reported no hearing problems. The listeners
were paid to compensate for their time spent in the experi-
ment.

B. Design of experiment

The experiment uses an unbalanced factorial design with
three independent factors: primary instrument �eight levels:
bassoon, clarinet, flute, horn, oboe, saxophone, trumpet, and
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violin�, secondary instrument �eight levels: bassoon, clarinet,
flute, horn, oboe, saxophone, trumpet, and violin�, and inter-
polation level �eight levels: 5%, 10%, 15%, 20%, 25%, 30%,
40%, and 50%�. The participant is the random factor �20
levels�, and the data collected from the 20 participants are
used as repeated measures. In a full factorial design, the pri-
mary and secondary instruments can be the same. However,
this may cause confusion because the resulting interpolated
sound will then be the same as the uninterpolated reference
sound, regardless of the interpolation level. To avoid this
confusion, the authors decided not to present conditions
where the primary and secondary instruments are the same.
In summary, each participant will take part in 448 �8�7
�8=448� conditions �or 8 blocks of 56 conditions�. An un-
balanced general linear model is used in the analysis of vari-
ance �ANOVA� analyses and type III sums of squares are
used to calculate the F-values �see Sec. V�.

C. Test procedure

Within each of the 448 conditions, a two-alternative
forced-choice discrimination paradigm was used. The lis-
tener heard two pairs of sounds and chose which pair was
“different.” Each trial structure was one of AA-AB, AB-AA,
AA-BA, or BA-AA, where A represents the reference sound
and B represents one of the 56 interpolated sounds. �Note
that the reference sound is always the primary sound.� This
paradigm had the advantage of not being as susceptible to
variations in listeners’ criteria across experimental trials
compared to the simpler A-B method. All four combinations
were presented for each interpolated sound. The two 2 s
sounds of each pair were separated by a 500 ms silence, and
the two pairs were separated by a 1 s silence. For each trial,
the user was prompted with “which pair is different, 1 or 2?”
and the response was given by using a keyboard. The com-
puter would not accept a response until at least the first pair
had been played. A custom program written at HKUST ran
on an Intel PC to control the experiment.

For each instrument, a block of 224 trials was presented
to each of the listeners �four trial structures�56 interpolated
sounds�. The order of presentation of these 224 trials was
randomized. For each interpolation, discrimination perfor-
mance was averaged using the results of the four trials for
each listener. Because these four trials were presented in ran-
dom order within the 224 trials, the effects of possible learn-
ing were averaged out. The same trials were presented to
each listener, although in a different random order. The du-
ration of each block was about 45 min, and listeners took
5–10 min breaks after each block. Eight blocks were pre-
sented to each listener, corresponding to the eight instru-
ments. The order of presentation of the instruments was also
randomized for each listener. Sessions of four blocks were
scheduled on two different days. The average time to com-
plete a block was 50 min �including breaks�. The total dura-
tion of the experiment was about 6.5 h.

Listeners were seated in a “quiet room” with less than
40 dB SPL background noise level �mostly due to computers
and air conditioning�. Sound signals were converted to ana-
log by a SoundBlaster Audigy soundcard and then presented

through Sony MDR-7506 headphones at 87.4 phons. The
Audigy DAC utilized 24 bits with a maximum sampling rate
of 96 kHz and a 100 dB signal-to-noise ratio. The sounds
were actually played at 44.1 kHz.

At the beginning of the experiment, the listener read the
instructions and asked any necessary questions of the experi-
menter. Five test trials �chosen at random from the instru-
ments� were presented before the data trials for each instru-
ment.

IV. SPECTRAL CORRELATE MEASURES

Spectral centroid has been shown to be strongly corre-
lated with one of the most prominent dimensions of timbre
as derived by multidimensional scaling �MDS� experiments
�Grey and Gordon, 1978; Wessel, 1979; Krumhansl, 1989;
Iverson and Krumhansl, 1993; Krimphoff et al., 1994; Ken-
dall and Carterette, 1996; Lakatos, 2000�. The time-varying
normalized spectral centroid based on a sound’s harmonic
amplitudes, �Ak�tn��, is defined as

NSC�tn� =
�k=1

K kAk�tn�
�k=1

K Ak�tn�
, �2�

where K is the number of harmonics and NSC�tn� can be
thought of as the amplitude-averaged harmonic number at
time tn. It is “normalized” because spectral centroid is fre-
quently given in frequency units, and, in this case, frequency
has been normalized out of the definition by division by the
fundamental frequency �311.1 Hz�. Discrimination of spec-
tral alterations may be affected by some aspect of the spec-
tral variations of the reference sounds. Several different mea-
sures of these variations are possible. Grey �1977� referred to
“spectral fluctuation” as an interpretation of a dimension re-
vealed by MDS of musical instrument dissimilarity judg-
ments. “Spectral flux” was qualitatively described by Krum-
hansl �1989� as “the temporal evolution of the spectral
components” and by McAdams et al. �1999� as “the change
in shape of a spectral envelope over time.”

Krimphoff �1993� defined “flux” as the root-mean-
squared deviation of the normalized spectral centroid over
time. We call it NCD, which is given by

NCD =	 1

N
�
n=0

N−1

�NSC�tn� − NSCxx�2, �3�

where NSCxx could be the time-averaged, rms, or maximum
value of NSC. Time-averaged measurements of NCD were
used in the current study.

Beauchamp and Lakatos �2002� measured spectral fluc-
tuation in terms of SI, a measure of how much a spectrum
differs from a coherent version of itself. Larger incoherence
values indicate a more dynamic spectrum, and smaller values
indicate a more static spectrum. A perfectly static spectrum
has an incoherence of zero.

We define the coherent version of a time-varying spec-
trum to be one that has the same average spectrum and the
same instantaneous rms amplitude as the reference sound,
but unlike the reference, all harmonic amplitudes vary in
time proportional to the rms amplitude and, therefore, in
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fixed ratios to each other. Put another way, the coherent spec-
trum’s harmonic amplitudes normalized by the rms ampli-
tude are fixed.

The coherent version of the kth harmonic amplitude is
defined by

Âk�tn� =
ĀkArms�tn�
	�k=1

K Āk
2

, �4�

where Āk is the time-averaged amplitude of the kth harmonic
and

Arms�tn� =	�
k=1

K

Ak
2�tn� �5�

is the instantaneous rms amplitude.
Then, the SI of the reference spectrum is defined as

SI = 
�n=0
N−1�k=1

K �Ak�tn� − Âk�tn��2

�n=0
N−1�Arms�tn��2 �1/2

, �6�

where N is the sound’s total number of frames.
With the definitions of Eqs. �4� and �6�, SI varies be-

tween 0 and 1 with higher values indicating more incoher-
ence �more dynamic�. SI is a measure of spectral fluctuation,
while NCD is a measure of the normalized centroid change
over time. Since it is possible for NCD to be significant
while SI is relatively small and for SI to be large while NCD
is small, SI and NCD are approximately independent mea-
sures, although they may be correlated for a particular set of
musical sounds.

Krimphoff �1993� also introduced the concept of SIR,
which was defined by Beauchamp and Lakatos �2002� as

SIR =
1

N
�
n=0

N−1

�
�k=2

K−1Ak�tn��Ak�tn� − �Ak−1�tn� + Ak�tn� + Ak−1�tn��/3�
Arms�tn��k=2

K−1Ak�tn�
.

�7�

This formula defines the average difference between a spec-
trum and a spectrally smoothed version of it. First, for each
frame, it is amplitude-averaged over harmonics, then it is
normalized by rms amplitude, and finally it is time-averaged
over all of the frames.

V. RESULTS

This section analyzes the discrimination data with re-
spect to interpolation level and relative-amplitude spectral
error �Horner et al., 2004, 2006�. The latter error measure
�also known as relative spectral error� is necessary since
interpolations between spectrally similar instruments such as
the violin and viola are much more difficult to detect than
interpolations between very different instruments such as the
violin and bassoon. Therefore, interpolation level is not a
good independent predictor of discrimination, and an alter-
native predictor such as relative-amplitude spectral error is
needed to explain the results. This error is given by the for-
mula

� =
1

N
�
n=0

N−1

�Ak�tn� − A�k�tn�� , �8�

where Ak�tn� and A�k�tn� are the kth harmonic amplitudes of
the reference and interpolated tones, respectively.

A. Data analysis methods

A test of normality indicated that the discrimination data
were not normally distributed even after various transforma-

TABLE I. ANOVA table illustrating the main effects and two-way interactions of primary instrument �eight
primary instruments�, secondary instrument �eight secondary instruments�, and interpolation level �eight levels:
5%, 10%, 15%, 20%, 25%, 30%, 40%, and 50%� on the data collected from 20 listeners participating in the
discrimination experiment. Data are the percentage of correct discrimination scores �100%, 75%, 50%, 25%,
and 0%� over each group of four trials containing the same reference and altered sounds. For each interpolation
level, there were 28 trials �four repetitions with seven different secondary instrument interpolations in the test
sounds�. Because the primary and secondary instruments are never the same, an unbalanced ANOVA was
conducted. The p-values generated from ANOVAs for all the main effects and two-way interactions are the
same when using type I sum of squares and type III sum of squares. The ANOVAs using type III sum of squares
are shown �Johnson and Wichern, 1992�.

Source DF Sum of squares Mean square F-value Pr�F

Primary �P� instrument 7 19.75 2.82 73.51 �0.0001 a

Secondary �S� instrument 7 13.83 1.97 51.49 �0.0001 a

Interpolation level 7 102.75 14.68 382.49 �0.0001 a

P-instrument and S-instrument 41 12.52 0.31 7.96 �0.0001 a

P-instrument and interpolation level 49 5.31 0.11 2.83 �0.0001 a

S-instrument and interpolation level 49 6.04 0.12 3.21 �0.0001 a

Measurement error 8799 337.66 0.04
Corrected total 8959 398.40

ap-values are consistent with the results of nonparametric statistical tests.
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tions �e.g., sqrt�arcsin�data��� �Stevens, 2002�. Therefore, the
data were analyzed using both parametric and nonparametric
statistical tests �parametric: ANOVA, Student–Newman–
Keuls tests; nonparametric: Friedman ANOVA by rank�. The
results of parametric and nonparametric tests were found to
be consistent. In the rest of the paper, the main effects and
the two-way interactions were tested with both ANOVA and
nonparametric tests.

B. Effects and interactions of interpolation level and
instrument

Discrimination scores, given in terms of percent correct,
were computed for each interpolation across the four trial
structures for each listener. Because the presentation order of
each of the four trials was randomized, any potential effects
of learning were averaged out. Table I shows the results of
the ANOVA studying the main effects of interpolation level,
primary instrument, secondary instrument, and their two-way
interactions effects. Inspection of Table I indicates that all
main effects and interactions are significant �p�0.001�.
These significant results are also consistent with the results
of nonparametric analyses �Kruskal–Wallis H tests, Mann–
Whitney U, and Friedman two-way ANOVA were tested�.

The interactions among the effects of primary instru-
ment and secondary instruments have been studied using
Friedman ANOVAs, and the results are shown in Tables II
and III.

Table II shows that the saxophone �Sx� as a primary
instrument resulted in the significantly lowest discrimination
scores when mixed with all other instruments. This means
that when other instruments are mixed with the saxophone,
listeners have trouble detecting any difference. On the other
hand, the horn �Hn� as a primary instrument resulted in the
significantly highest discrimination scores when mixed with
the other instruments �the only exception was with the flute�.
This suggests that when other tones are mixed with the horn,
it is relatively easy to detect the difference.

Table III shows that the bassoon �Bs� as a secondary
instrument resulted in the significantly lowest discrimination
scores when mixed with the other instruments �the only ex-
ception was with the clarinet�. On the other hand, the clarinet
�Cl� as a secondary instrument resulted in the significantly
highest discrimination scores when mixed with the other in-
struments �the only exception was with the oboe�. This sug-
gests that the bassoon easily blends with other instrument
tones, while the clarinet tends to stand out.

TABLE II. The effects of primary instrument on the ability of listeners to discriminate interpolated tones with nearest-neighbor error levels �5%, 10%, 15%,
20%, 25%, 30%, 40%, and 50%�. Within each column, primary instruments with the lowest discrimination scores are listed at the top, and those with the
highest discrimination scores are listed at the bottom. The ranking is based on the results of Student–Newman–Keuls tests, and is consistent with the results
of nonparametric tests. When two or more primary instruments produced similar discrimination scores �i.e., not significantly different at the p=0.05 level�,
they are grouped and labeled with the same capital letter �A–D�. Only the group with the smallest �labeled as A� and the largest discrimination scores �labeled
as either B or C or D� are shown.

Secondary instruments

Bs Cl Hn Sx Fl Ob Tp Vn

Primary instruments Sx A Sx A Sx A Vn A Tp A Tp A Sx A Sx A
Tp Ob A Bs A Fl A Sx A Vn A Vn A Cl A
Fl Fl Tp A Tp A Bs A Sx A Ob Fl A
Vn Vn Vn Cl B Ob Fl Cl Tp
Ob Tp Ob Bs B Vn Cl Fl Ob
Cl D Bs D Fl Ob B Hn Bs Bs Bs D
Hn D Hn D Cl C Hn B Cl D Hn D Hn D Hn D

TABLE III. The effects of secondary instrument on the ability of listeners to discriminate interpolated tones with nearest-neighbor error levels �5%, 10%,
15%, 20%, 25%, 30%, 40%, and 50%�. Within each column, secondary instruments with the lowest discrimination scores are listed at the top, and those with
the highest discrimination scores are listed at the bottom. The ranking is based on the results of Student–Newman–Keuls tests and is consistent with the results
of nonparametric tests. When two or more secondary instruments produced similar discrimination scores �i.e., not significantly different at the p=0.05 level�,
they are grouped and labeled with the same capital letter �A–E�. Only the group with the smallest �labeled as A� and the largest discrimination scores �labeled
at either C or D or E� are shown.

Primary instruments

Bs Cl Hn Sx Fl Ob Tp Vn

Secondary instruments Fl A Vn A Bs A Bs A Bs A Bs A Bs A Tp A
Hn A Ob A Fl A Tp Ob Tp Ob A Ob A
Ob A Tp Ob A Hn Vn Vn Fl Bs A
Vn Bs Vn Vn Sx Cl Hn Sx
Tp C Sx Sx Ob Tp D Fl Vn Hn C
Sx C Fl E Tp Fl Cl D Hn Sx Fl C
Cl C Hn E Cl D Cl C Hn D Sx C Cl D Cl C
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C. Use of relative-amplitude spectral error to explain
the results

Although the interpolation levels have significant effects
on discrimination, these effects have significant interactions
both with the effects of primary instrument and secondary
instrument �see Tables II and III�. Intuitively, this is easy to
understand since interpolations between spectrally similar in-
struments such as the violin and viola are much more diffi-
cult to detect than interpolations between very different in-
struments such as the violin and saxophone. These
differences are better reflected in spectral error metrics such

as relative-amplitude spectral error �see Eq. �8��, which is a
more “universal” measure than spectral interpolation because
it works for time-variant cases other than spectral interpola-
tion. Recent previous work has shown that relative-
amplitude spectral error captures about 90% of the variance
in discrimination data for instruments similar to those pre-
sented in this paper �Horner et al., 2006�.

Therefore, relative spectral errors have been calculated
for each combination of primary instrument, secondary in-
strument, and interpolation level. Tests of correlation indicate
that the calculated relative spectral errors are significantly
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FIG. 1. Mean discrimination scores for the eight primary instruments. Each line of points corresponds to interpolations with one of the other seven secondary
instruments �some outlying lines are labeled�.
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correlated with interpolation level �p�0.001, Spearman cor-
relation test� as well as discrimination �p�0.001, Spear-
man�. Results of regression analyses indicate that log10 �rela-
tive error� can explain 48% of the data variance in the mean
discrimination scores of the 20 listeners �R2=0.489�. Be-
cause relative spectral error accounts for the relative differ-
ence between two interpolated tones, it is a better predictor
variable than interpolation level. In the subsequent analyses,
discrimination scores will be examined as a function of rela-
tive spectral error.

For all instruments, larger interpolation levels always
result in larger relative spectral error levels. It can also be
trivially observed that as the relative spectral level increases,
the mean discrimination increases asymptotically to between
90% and 100%. Figure 1 shows discrimination scores aver-
aged over the 20 listeners on the eight primary instruments,
where each line of points corresponds to interpolations with
one of the other seven secondary instruments.

For example, the graph labeled “clarinet” shows its in-
terpolation with the other seven instruments, and the “Vn”
line corresponds to the clarinet-violin interpolations. In par-
ticular, the leftmost point on the Vn line �at 7% relative
spectral error� is an interpolation with 95% clarinet and 5%
violin. Moving rightward, the next point along the line �at
13% error� is an interpolation with 90% clarinet and 10%
violin. The points farther to the right on this line increase the
violin to 15%, 20% 25%, 30%, 40%, and 50%, and decrease
the clarinet correspondingly downward.

Interestingly, the horn shows a consistently faster con-
vergence to a ceiling value than the other primary instru-
ments in Fig. 1 no matter which secondary instrument it is
interpolated with. The slowest convergence occurs when the
clarinet is the primary instrument and the violin is the sec-
ondary instrument—a pronounced outlier among the curves.
The other curves in the clarinet graph are very similar �with
the exception of the two leftmost flute points�, with very
little deviation. Perhaps this is due to the prominence of the
odd harmonics in the clarinet, which results in fairly uniform
discrimination changes.

Figure 2 shows a graph of average discrimination as a
function of relative spectral error for each primary instru-
ment, where points have been grouped into error bins of 5%
�e.g., 5%, 10%, 15%, 20%, etc.� using nearest-neighbor
grouping. Bins with only one element have been dropped
from the figure. The curves vary considerably from instru-
ment to instrument, with a range of 25% for error levels up
to 15%, and a range of 15% for error levels between 20%
and 30%.

Inspection of Fig. 2 indicates that the horn has signifi-
cantly higher average discrimination scores than the other
primary instruments �p�0.05, Student–Newman–Keuls
tests�, meaning that listeners found it relatively easy to detect
interpolations to the horn, in agreement with the results in
Table II. The bassoon also had significantly higher discrimi-
nation scores �p�0.05, Student–Newman–Keuls tests�.
These two instruments tend to blend or fuse with others in a
smooth way, allowing other instruments to transparently
shine through them quite readily. The saxophone and trumpet
have significantly lower average discrimination scores than

the other primary instruments �p�0.05, Student–Newman–
Keuls tests�, which basically agrees with the results in Table
II. These instruments tend to be more opaque and dominate
other instruments, making it more difficult to detect interpo-
lations to them.

These observations are also in agreement with the ad-
vice given by Rimsky-Korsakov �1964� in his classic orches-
tration book, where relative strengths of the instruments are
given for the various instruments in order to balance them
when playing at the same dynamic level. While the other
woodwinds are given a weight of 1, Rimsky-Korsakov
�1964� assigned the saxophone a weight of 3 and the trumpet
a weight of 4 reflecting their relative strength and ability to
project.

Figure 3 displays the same data as Fig. 1, but it is ar-
ranged by secondary instrument. For example, in the bassoon
graph, the “Hn” line represents interpolations with the bas-
soon as a secondary instrument and the horn as a primary
instrument. The other lines in the bassoon graph represent
interpolations with the other primary instruments �relative
spectral error is given with respect to each of the primary
instruments�.

Figure 4 shows a graph of average discrimination for
each secondary instrument. There is not as much variation
between the instruments as in Fig. 1. The clarinet has signifi-
cantly higher average discrimination scores than the other
primary instruments �p�0.05, Student–Newman–Keuls
tests�, meaning that listeners found it relatively easy to detect
the prominent odd harmonics of the clarinet when they were
interpolated with the primary instrument. This agrees with
the results in Table III. The trumpet is also significantly
higher �p�0.05, Student–Newman–Keuls tests�. On the
other hand, the violin has significantly lower average dis-
crimination scores than the other primary instruments �p
�0.05, Student–Newman–Keuls tests�, though there is con-
siderable variation among the violin scores. This differs from
the results in Table III, which found the bassoon to be the
lowest with respect to interpolation level. The unusually
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FIG. 2. Average discrimination scores for the eight primary instruments.
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strong variations probably account for the difference. The
saxophone also exhibits some unusual behavior, having
among the highest discrimination scores for low-error levels
and the lowest scores for high-error levels.

D. Correlation of spectral incoherence, normalized
centroid deviation, and spectral irregularity
with discrimination

Discrimination scores were correlated with physical
measures SI, NCD, and SIR �see Eqs. �3�, �6�, and �7�� of the

reference sounds to determine whether these measures of
spectral variation were significantly related to discrimination.
Table IV gives SI, spectral centroid deviation, SIR, and av-
erage discrimination scores for error levels of 10%, 15%, and
20% for each of the eight primary instruments. Table V gives
the same values for each of the eight secondary instruments.

For primary instruments, strong negative correlations
were found between the discrimination scores and SI with
10%, 15%, and 20% error levels �r�6�=−0.76, p�0.05 at
10%; r�6�=−0.74, p�0.05 at 15%; and r�6�=−0.74, p
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FIG. 3. Mean discrimination scores for the eight secondary instruments. Each line of points corresponds to interpolations with one of the other seven primary
instruments �some outlying lines are labeled�.
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�0.05 at 20%, Spearman correlation�. No statistically reli-
able correlation relationship was found for NCD or SIR. For
secondary instruments, no statistically reliable correlation re-
lationship was found for SI, NCD, or SIR.

VI. DISCUSSION

The results presented in Sec. V show that, for the instru-
ments tested, SI is strongly correlated with difficulty of de-
tecting spectral interpolations. It seemed reasonable to ex-
pect that increased incoherence would make detection of a
time-varying spectral change such as spectral interpolation
more difficult, especially since our previous work had found
that SI was strongly correlated with difficulty of detecting
static random spectral alterations.

On the other hand, based on our previous work, we also
expected NCD to affect discrimination, but correlations be-
tween this parameter and discrimination were found to be not
significant. Though SI and centroid deviation are theoreti-
cally quite independent, in our previous work they appeared
to be tightly correlated measures of time-variant spectral
variation. Apparently, centroid deviations in the primary in-
strument have little affect on the detection of spectral inter-
polations, perhaps because such deviations would be some-
what averaged out by interpolation with the secondary

instrument. There is no such averaging in random spectral
alteration, perhaps accounting for the difference.

Both our previous and current studies found SIR to have
no significant correlation to discrimination. Time-varying
spectral variations, especially those of SI, seem to be more
important than jaggedness of a spectrum with respect to dif-
ficulty of detecting spectral alterations and interpolations.

The results of this study can potentially lead to methods
of estimating the perception of timbral difference based on
spectral difference. For the spectral interpolation case, rela-
tive spectral error is by no means a perfect predictor of dis-
crimination. R2 correspondence was about 48% for this case
as opposed to 90% found for static spectral variations �Hor-
ner et al., 2006�. In the future, it would be interesting to
compare different measures of spectral distance in terms of
their correlations with discrimination results as well as to
results of listener judgments of timbral distance. Higher cor-
respondences may be obtained from timbral distance judg-
ments rather than discrimination, and if so, in the opinion of
these authors, such judgments would yield just as meaning-
ful, if not more meaningful results as those based on dis-
crimination. Another way to get at the problem of spectral
distance for the time-varying case would be to measure cor-
respondences for the case of data-reduced time-varying syn-
thesis of musical sounds. Three possibilities, where the fidel-
ity of synthesis can be easily varied, are �1� frequency-
modulation synthesis �Horner et al., 1993a�, �2� principal-
component synthesis �Horner et al., 1993b�, and �3� critical-
band wavetable synthesis �Beauchamp and Horner, 1995�. In
each of these cases, unlike the static spectral variation
method, ratios between original and synthetic harmonic am-
plitudes vary with time.

Our investigation provides an excellent framework for
timbre hybridization. In future work, it will be interesting to
see which instrument spaces yield the most promising
sounds. For example, it is easy to imagine that the Australian
didgeridoo would produce a fascinating blend of timbres
with almost any other instrument in small amounts. Mongo-
lian throat singing could also produce some amazingly rich
timbres as primary instrument, and a fascinating way of
“muting” other instruments when used as the secondary in-
strument.

These results may also be relevant for orchestration
theory, as well as for the identification of salient timbre di-
mensions, an important topic in music information retrieval.

TABLE IV. SI, NCD, SIR, and average 10%, 15%, and 20% error level discrimination scores for the eight
primary instruments.

Instrument
Spectral

incoherence
Normalized

centroid deviation
Spectral

irregularity
10%

discrim.
15%

discrim. 20% discrim.

Bs 0.075 0.400 0.093 0.826 0.866 0.925
Cl 0.085 0.700 0.174 0.775 0.812 0.857
Fl 0.118 0.600 0.129 0.752 0.845 0.88
Hn 0.057 0.200 0.073 0.927 0.917 0.94
Ob 0.069 0.800 0.137 0.756 0.795 0.873
Sx 0.101 0.600 0.195 0.662 0.769 0.801
Tp 0.184 1.600 0.039 0.681 0.710 0.787
Vn 0.193 1.400 0.131 0.730 0.822 0.873
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FIG. 4. Average discrimination scores for the eight secondary instruments.
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This investigation compares vocal tract dimensions and the classification of singer voices by
examining an x-ray material assembled between 1959 and 1991 of students admitted to the solo
singing education at the University of Music, Dresden, Germany. A total of 132 images were
available to analysis. Different classifications’ values of the lengths of the total vocal tract, the
pharynx, and mouth cavities as well as of the relative position of the larynx, the height of the palatal
arch, and the estimated vocal fold length were analyzed statistically, and some significant
differences were found. The length of the pharynx cavity seemed particularly influential on the total
vocal tract length, which varied systematically with classification. Also studied were the
relationships between voice classification and the body height and weight and the body mass index.
The data support the hypothesis that there are consistent morphological vocal tract differences
between singers of different voice classifications.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3026326�
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I. INTRODUCTION

Voice timbre characteristics are determined by the voice
source and the formants. While the source is determined by
the transglottal airflow, the formant frequencies are defined
by the shape of the vocal tract �VT�.

The dimensions of the VT are affected by two factors.
One is functional, and is determined by the subject’s articu-
latory settings and maneuvers. The other is the individual
morphology of the VT, which sets limits regarding the for-
mant frequency variability available by articulation.

Some voice quality differences between male and fe-
male adults and children exemplify the relevance of VT di-
mensions to formant frequencies. Peterson and Barney
�1952� revealed the systematic formant frequency differences
between these voice categories. Chiba and Kajiyama �1941�
and Fant �1966� interpreted these differences in morphologi-
cal terms. More specifically, Fant �1966� related the formant
frequency differences between male and female adults to the
fact that particularly the pharyngeal part of the female VT is
considerably shorter than that of the male VT. The relation-
ship between VT length and body dimensions was studied by
Fitch and Giedd �1999� who used magnetic resonance imag-
ing �MRI� data from children and adults and found signifi-
cant correlation between VT length and both body height and

bodyweight. Nordström �1977� used simulation for exploring
the formant frequency effects of the VT difference between
adult male, adult female, and infant VTs.

VT dimensions should be relevant also to the voice char-
acteristics of singer voices and possibly even to their classi-
fication. Cleveland �1977� analyzed sustained vowels sung
by professional singers. His results showed systematic for-
mant frequency differences between tenors, baritones, and
basses. He concluded that these differences were due to dif-
ferent dimensions of the oral and the pharyngeal cavities.
Also, the center frequency of the singer’s formant cluster,1 a
spectrum peak in male operatic singer voices, has been found
to vary between the male voice classifications tenor, bari-
tone, and bass �Sundberg, 2001�. For instance, tenors tend to
have a higher center frequency than baritones. These findings
support the assumption that there are differences in VT di-
mensions between different voice classifications.

This assumption was further supported by x-ray data
presented by Dmitriev and Kiselev �1979�. They measured
the VT length as the sum of three straight lines, one pharyn-
geal, one velar, and one oral. The results revealed a correla-
tion between voice classification and VT length and also the
center frequencies of peaks in the long term-average spectra
of singing. Their method of measuring the VT length was
further developed and accurately described by Sulter et al.
�1992�.

Not only VT length but also other properties of the VT,
e.g., the height of the maxillary dental arch, have been as-
sumed to be relevant to voice classification. Thus, Gutzmanna�Author to whom correspondence should be addressed.
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�1949, 1958� reported that he had noted a clear correlation, a
high palate typically occurring in sopranos and a flat and
wide palate in basses. In addition, he pointed out that a high
palate is characteristic of singers with a “light” timbre while
a “dark” timbre is mostly associated with a flat palate. How-
ever, Ackermann �1967� measured the impressions of the
palate of 164 singers and failed to observe any relationship
with voice classification. His results were later corroborated
by Rudolph �1969� in his analysis of 72 palate impressions.
Marunick and Menaldi �2000� analyzed the relationship be-
tween various measures of the maxillary dental arch and
voice classification in nine female singers but failed to find
any significant covariation between classification and the
height of the arch.

The above suggests that singers of different genders and
voice classifications differ with regard to VT morphology.
The classification of singers is quite important. It is a com-
mon experience among voice teachers and singers that a mis-
take in the classification may even lead to voice disorders.
The relationship between VT morphology and voice classi-
fication of singers therefore seems an important area of re-
search.

Since 1959 all students admitted to the solo singing edu-
cation at the University of Music Carl Maria von Weber,
Dresden, Germany were submitted to a detailed examination
of a variety of factors of obvious or potential relevance to
voice function �Mürbe et al., 1999; Roers et al., 2009�. The
examination, made at the beginning of the conservatory edu-
cation, was performed by a phoniatrician and a group of
singing teachers. The resulting admission records included
not only assessment of a number of voice parameters but
also data on some body characteristics, such as height and
weight. Between 1959 and 1991 they also included x-ray
imaging of the entire VT during tidal breathing. This unique
Dresden material was stored at the Voice Research Labora-
tory at the University of Music Carl Maria von Weber, Dres-
den, Germany.

In the present investigation we used this data bank for
examining the relationship between experts’ classification of
singer voices and VT measures. In particular, we asked if
there were consistent VT differences between singers of dif-
ferent voice classifications.

II. METHOD

A. Materials

The material analyzed consisted of the admission
records of 340 students, all of whom met the following in-
clusion criteria: �1� They were unanimously classified by the
singing teacher panel according to the traditional voice clas-
sification system, soprano, mezzosoprano, alto, tenor, bari-
tone, and bass �Titze, 1994�, �2� they kept the same classifi-
cation throughout their education, and �3� they graduated
after uninterrupted education as solo singers at the institute.
Of these, x-ray images were available for 132 individuals
�38.8%�, 71 females �40 sopranos, 22 mezzosopranos, and 9
altos�, and 61 males �19 tenors, 23 baritones, and 19 basses�.
The age range was 16–31 years, and the mean age 18.8 and

19.7 years, respectively. However, for various reasons de-
scribed below, it was impossible to measure all parameters in
all x-ray images.

B. Measurements

All x-ray images, taken under identical technical condi-
tions at the Radiological Department of the University Hos-
pital in Dresden, Germany, showed a sagittal projection of
the upper airways, see Fig. 1. The profiles included pharynx,
larynx, proximal trachea, cervical vertebrae, the skull base,
and mostly also the anterior part of the skull. Also included
was a metal distance measurement calibrator, inner diameter
1�1 cm2, mounted on a stand and located in front of the
laryngeal midline.

The x rays were taken with the subject in standing po-
sition, and with closed mouth. The central ray was about 3–5
cm dorsal to the laryngeal prominence. The tube–photo plate
distance was always 1 m, and the distance between the tube
and the pharyngeal midline was 25 cm. A six-valve x-ray
equipment �D800, TUR, Dresden, Germany� was used with a
voltage of 40–45 kV and a 40–75 mA current.

For practical reasons the x-ray images were measured
manually by means of a caliper. The x-ray images were
placed on a light box. When needed contrast improvement
was obtained by using a Cool Brite Illuminator �CB2,
RADX, Houston, TX�. Measurement reliability, as estimated
from the average absolute deviation from the mean of re-
peated attempts to measure identical distances, was 0.44 mm.
This value is comparable to what has been found in other
investigations �Fitch, 1997; Lieberman et al., 2001�.

Basically adopting the methods used by Dmitriev and
Kiselev �1979� and by Damsté �1968� the following dis-
tances were measured. The total VT length was measured as
the sum of three sections, a pharyngeal, a velar, and an oral;
see Fig. 2�a�. The pharyngeal section was defined as the dis-
tance from the anteriormost point of the laryngeal promi-
nence to the lowermost anterior edge �Margo anterior infe-
rior� of the second vertebra. The velar section was defined as
the distance between the latter point and the anteriormost
part of the contour of the eighth molar in the maxilla. The

FIG. 1. �Color online� Sagittal x-ray image of the upper airways including
pharynx, larynx, proximal trachea, cervical vertebrae, and parts of the skull.
Also shown is the metal distance calibrator.
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oral section was defined as the distance between the last
mentioned point and the lowermost part of the upper incisor
contour. Total VT length could not be determined in several
images, mostly because they lacked the contour of the hard
palate, thus preventing measurement of the oral section �see
Table I�. Moreover, the angle of the head relative to the spine
varied and this affected the velar section and hence also the
total VT length. To measure this angle two helplines were
drawn, see Fig. 2�b�. Helpline A was the so-called McGregor
line, which connects the posterior nasal spine with the Os
occipital, i.e., the lowermost point on the posterior base of
the skull �Hentschel et al., 1999�. Helpline B connected the
anteriormost part of the contour of the atlas �Tuberculum
anterius� and the Margo anterior superior of the seventh ver-
tebra, i.e., the uppermost anterior contour of that vertebra.
Head tilt was defined as the angle between helplines A and
B, averaging to 110° for the subjects. To reduce the influence
of head tilt on total VT length, only those images that did not
depart more than 15° from this average were accepted. Be-
cause of these various limitations of the x-ray view the total
VT length could be determined only in 59 out of the 132
cases, see Table I.

The sagittal length of the mouth cavity was measured as
the distance from the upper incisors to the atlas. Similarly,

the distance along helpline B from its upper end to a line
normal to this helpline at the glottal level, helpline C, was
used as an estimate of the length of the pharynx cavity.

Since the dimensions of the cervical vertebrae varied
between individuals, the vertical position of the larynx was
assessed using a relative rather than an absolute measure.
Each vertebra was divided into three equal segments. The
intervertebral space tended to correspond to one such seg-
ment, see Fig. 3�a�. The larynx position relative to the verte-
brae was determined as the intersection of helpline C with
helpline B.

For determining the height of the palate an additional
helpline D was constructed, see Fig. 3�b�. This helpline was
tangent to the lower contour of the upper molars. The height
of the palate was measured as the maximum distance normal
to this line up to the contour of the palate.

Comparison with vocal fold length is obviously of inter-
est. This parameter was measured in an earlier investigation
�Roers et al., 2009� of the same material as was analyzed in
the present study. There, it was found that vocal fold length
can be accurately predicted from the maximum sagittal di-
ameter of the subglottal trachea; a coefficient of determina-
tion of r2=0.718 and a trendline slope of 0.98 were found
for a material of 29 singers. This method of estimating vocal
fold length was used also in the present study for the purpose
of comparison with VT dimensions.

FIG. 2. �a� Schematic illustration of the oral, velar, and pharyngeal straight-
line sections of the VT. The oral line runs between the lowermost part of the
upper incisor contour and the anteriormost part of the contour of the eighth
molar in the maxilla, the velar line from the latter point to the lowermost
anterior edge of the second vertebra, and the pharyngeal line from the latter
point to the anteriormost point of the laryngeal prominence. �b� Illustration
of the measurement of head tilt, defined as the angle between the incisor-
atlas line and the atlas-lottis line, which, in turn, were defined by means of
helplines A, B, and C.

TABLE I. X-ray images available and allowing measurement after applying the various inclusion criteria concerning head tilt, measurable oral, velar and
pharyngeal sections, and total VT length. F and M in the classification column refer to female and male gender.

Accepted after application of criterion concerning

Classification
X rays

available
Head
tilt

Oral section
measurable

Velar section
measurable

Pharyngeal section
measurable

Total VT length
measurable

Soprano �F� 40 39 12 21 39 12
Mezzosoprano �F� 22 22 8 13 22 8
Alto �F� 9 9 5 6 8 5
Tenor �M� 19 18 12 14 18 12
Baritone �M� 23 23 10 16 22 10
Bass �M� 19 17 12 14 18 12
Sum 132 127 59 84 127 59

FIG. 3. �a� Illustration of the measurement of the relative position of the
glottis by means of helplines B and C. Each vertebra was divided into three
equal regions shown by the shadowed and white parts. �b� Illustration of the
measurement of the height of the palatal arch by means of helpline D drawn
on the lower contour of the molars.
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All measurements were made in the absence of informa-
tion about the subject’s voice classification.

C. Statistical analyses

Statistical analyses were carried out by comparison of
means by analysis of variance �ANOVA�-function of SPSS

11.5 for Windows® �Chicago, IL�. Significant differences
were identified by applying a Student-Newman-Keuls-
Procedure �a posteriori—testing for multiple comparisons of
averages�. Also Pearson’s r values were calculated by the

SPSS software. The significance level applied was at least �
=0.05.

III. RESULTS

Figure 4 shows in terms of box plots the relationship
between voice classifications and the total VT length as mea-
sured in terms of the sum of the three straight-line sections.
According to the ANOVA the differences between most of
the classifications were significant, except for the mezzoso-
pranos who did not differ significantly from sopranos or al-
tos, and for the altos who did not differ significantly from
tenors. Also, the tenors did not differ significantly from bari-
tones.

The variation of the total VT length was more dependent
on the length of the pharynx cavity than on the length of the
mouth cavity. This can be seen in Fig. 5. For the length of the
mouth cavity �left panel� defined as the upper incisor–atlas
distance, the correlation was significant �r2=0.323, p
�0.01�. This was also true both for the group of females
alone �r2=0.654, p�0.01� and for the group of males alone
�r2=0.161, p�0.05�. The correlation between the total VT
length and the length of the pharynx cavity, measured as the
atlas-glottis distance �right panel�, was stronger �r2=0.602,
p�0.01�. Again, this correlation applied also to the group of
females alone �r2=0.314, p�0.01� and to the group of
males alone �r2=0.335, p�0.01�. Also, the slope of the
trendline is much closer to 1.0 for the length of the pharynx
cavity than for the length of the mouth cavity.

Significant correlation with total VT length was found
also for some other parameters, although some of them failed
to differ significantly between voice classifications. The left
panel of Fig. 6 shows the relationship between classification
and the height of the palate. None of the classifications dif-
fered significantly to any other classification. On the other
hand, as can be seen in the right panel of Fig. 6, the palate
height itself showed a significant variation with total VT
length �all singers: r2=0.493, p�0.01; females alone: r2
=0.406, p�0.01; males alone: not significant�. Most female

FIG. 4. Box plot of the total VT length for the voice classifications soprano
�s�, mezzosoprano �m�, alto �a�, tenor �t�, baritone �Br�, and bass �Bs�. The
upper and lower limits of the shadowed areas represent the first and the third
quartiles, the line is the median, and the bars show the highest and lowest
values that were not classified as outlyers, which, in turn, are shown in terms
of open circles.

FIG. 5. �Color online� Total VT length vs length of mouth cavity, defined as distance between the upper incisors and atlas, and vs length of pharynx cavity
defined as atlas-glottis distance �left and right panels�. The dashed line represents the trendline for the female and male subjects pooled with equation and r2
given in the upper left corner.
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singers had a lower palate than the male singers. The length
of the mouth cavity and the height of the palate were signifi-
cantly correlated �all singers: r2=0.323, p�0.01; females
alone: r2=0.654, p�0.01; males alone: r2=0.161,
p�0.05�.

In a previous investigation it was revealed that vocal
fold length is strongly correlated with the maximum anterior-

posterior diameter of the trachea, henceforth referred to as
the maximum tracheal diameter. This measure could be de-
termined in 117 singers in our material �Roers et al., 2009�.
The left panel of Fig. 7 shows a box plot for this measure for
various classifications. The ANOVA revealed that each clas-
sification differed significantly from all other classifications,
except for mezzosoprano versus alto. As can be seen in the

FIG. 6. The left panel shows a box plot of the height of the palatal arch for the indicated voice classifications �acronyms as in Fig. 4�. The right panel shows
the same parameter as a function of total VT length. The dashed line represents the trendline for the female and male subjects pooled with equation and r2
given in the upper left corner.

FIG. 7. The left panel shows a box plot of the maximal sagittal diameter of the trachea for the indicated voice classifications �acronyms as in Fig. 4�. The right
panel shows the same parameter as a function of total VT length. The dashed line represents the trendline for the female and male subjects pooled with
equation and r2 given in the upper left corner.
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right panel of Fig. 7 this measure was also correlated with
total VT length �all singers: r2=0.606, p�0.01; females
alone: not significant; males alone: r2=0.429, p�0.01�.
Thus, this distance tended to be smaller in the female sing-
ers, and long VTs appeared in combination with long vocal
folds in the male singers.

The larynx position varied systematically with total VT
length, as mentioned. However, also the relative position of
the larynx showed some systematic variation, as illustrated in
the left panel of Fig. 8. The classifications did not differ
significantly although the mean values for the female singers
tended to be somewhat lower than that of the male singers.
Thus, in the females, the glottis was located at a higher rela-
tive level than in the male singers. Even though the relative
larynx position correlated with the length of the pharynx
cavity �all singers: r2=0.443, p�0.01; females alone: r2
=0.419, p�0.01; males alone: r2=0.441, p�0.01�, as illus-
trated in the right panel of Fig. 8, no significant relationship
was found between relative larynx position and total VT
length.

Mean body height showed differences between classifi-
cations, see left panel in Fig. 9. Thus, according to the
ANOVA, all classifications differed significantly except so-
pranos and mezzosopranos and baritones and basses. The
right panel of Fig. 9 illustrates the relationship between body
height and total VT length. There was a significant correla-
tion for the entire group of singers and for the males �all
singers: r2=0.543, p�0.01; females alone not significant;
males alone: r2=0.325, p�0.01�.

With respect to bodyweight, only genders differed sig-
nificantly according to the ANOVA �see Fig. 10�. Body-
weight showed a significant correlation with VT length for
the entire singer group, but not within genders �all singers:

r2=0.421, p�0.01; females alone: not significant; males
alone: not significant�; see the right panel of Fig. 10.

Figure 11 shows the data for the body mass index. The
differences between classifications were small although the
correlation with total VT length �right panel of Fig. 11� was
significant for the entire group of singers �all singers: r2
=0.114, p�0.05; females alone: not significant; males alone:
not significant�.

IV. DISCUSSION

The main finding of our investigation was that the total
VT length differed systematically between most voice clas-
sifications, so sopranos tended to have the shortest VTs and
basses the longest. The effect was more dependent on the
length of the pharynx cavity than on the length of the mouth
cavity, a tendency which seems to apply also to nonsingers
�Vorperian et al., 2005�.

Regarding gender differences in total VT length, it is
well known that female adults have shorter VTs than male
adults. According to Chiba and Kajiyama �1941� the female
VT length is on average 0.87 of the male VT length. The
ratio of our average VT length for female and male singers
was similar, 0.89. Using sagittal MRI-scans Fitch and Giedd
�1999� observed a mean VT length of 150 mm in 6 females,
aged 17–25 years, and 161 mm for 13 males in the same age
group. The mean VT lengths for our female and male singers
amounted to 152 and 171 mm, respectively. However, their
values are not fully comparable with ours, since Fitch and
Giedd �1999� measured the length as the sum of five straight-
line segments. This will shorten the length. Also they in-
cluded the lips, which will increase the length.

FIG. 8. The left panel shows a box plot of the relative position of the larynx for the indicated voice classifications �acronyms as in Fig. 4�. The right panel
shows the length of the pharynx cavity as a function of the same parameter. In both panels, Roman numbers represent vertebrae.
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On the basis of formant frequency differences between
female and male speakers Fant �1966� postulated that the
mouth and pharynx cavities were 13 and 23 mm shorter in
female than in male adults. Smaller differences were found
in our material. For our male and female singers the average
length of the incisor-atlas distance differed by no more than
2 mm. This small difference may be due to a selection crite-
rion. The difference between the female and male average
lengths of the pharyngeal cavity was greater, 13 mm. This,

too, is considerably smaller than the value postulated by Fant
�1966�. The discrepancy may be due to the fact that his data
referred to speech while our measurements refer to resting
position. Indeed, Sulter et al. �1992� found that changes of
the larynx position could cause a change of VT length of
almost 4 cm.

Total VT length can be measured in several different
manners. The acoustically relevant measure is the VT mid-
line as used by Sulter et al. �1992� and Fitch and Giedd

FIG. 9. �Color online� The left panel shows a box plot of body height for the indicated voice classifications �acronyms as in Fig. 4�. The right panel shows
the same parameter as a function of total VT length. The dashed line represents the trendline for the female and male subjects pooled with equation and r2
given in the lower right corner.

FIG. 10. The left panel shows a box plot of bodyweight for the indicated voice classifications �acronyms as in Fig. 4�. The right panel shows the same
parameter as a function of total VT length. The dashed line represents the trendline for the female and male subjects pooled with equation and r2 given in the
upper left corner.

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 Roers et al.: Singers’ voice classifications and vocal tracts 509



�1999�. In the present material, however, this was not fea-
sible since the VT walls that are constituted by soft tissues
were rarely visible clearly enough in x-ray images. Instead
we used a three line segmentation system, based on stable
structures that could easily be identified in the material. Our
method was basically identical with the straight-line alterna-
tive described by Sulter et al. �1992�. The difference was that
our oral section ran between the lower edge of the upper
incisor to the anteriormost part of the eighth molar while
their ran from the caudal part of the upper lip to the highest
part of the hard palate, which, incidentally, may be affected
by head tilt.

Our results are easier to compare with those published
by Dmitriev and Kiselev �1979� in the sense that our mea-
surement method was similar to theirs. They reported that
VT lengths varied systematically with singer classification,
just as our results show. However, the lengths that they found
were greater for all classifications. This was particularly true
for the male singers, the difference amounting to 35% for the
baritones and basses and only 8% for the sopranos. The rea-
son for this discrepancy is difficult to find since they do not
describe exactly how they obtained their results. However,
their subjects were x-rayed while singing a loud tone, while
our data refer to rest position, as mentioned. This supports
the assumption that their subjects used a larynx position
lower than at rest.

Summarizing, our data deviate somewhat from those
published in previous investigations. Some discrepancies
would be due to different definitions in VT length. Some
may be due to differences in head tilting, since a forward
tilting will shorten and a backward tilting will lengthen the
VT when measured as in the present study. In addition it
cannot be excluded that singers’ VT morphology deviates in
some systematic manners from those of a nonsinger popula-
tion.

VT dimensions determine formant frequencies. Our re-
sults have shown systematic VT length differences between
singer voice classifications, particularly with respect to the
length of the pharynx cavity. Fant �1960� showed that the
second formant frequency F2 of the vowel /i/ can be re-
garded as a standing wave in the pharynx, so pharynx length
should be related to this formant. Cleveland �1977� analyzed
the formant frequencies of professional male operatic sing-
ers. He showed that tenors and bass singers’ F2 in /i/ differed
considerably, baritone singers’ value lying in between. Our
findings regarding the pharynx length in singers seem to ex-
plain Cleveland’s �1977� observations. Sundberg �2001�
showed that the center frequency of singer’s formant was
slightly lower in bass singers than in baritone singers, tenors
having the highest values. This cluster is constituted by F3,
F4, and F5 and of these the latter two have been shown to be
particularly sensitive to the larynx tube �Sundberg 1974;
Takemoto et al., 2006�. If male singers’ systematic variation
of pharynx length is reflected also in the larynx tube length,
the difference in the center frequency of the formant cluster
could be explained.

Our results failed to provide support for Gutzmann’s
�1949, 1958� idea that the height of the palatal arch varies
systematically with singer voice classification. Rather our
findings agree with those of Ackermann �1967� and Maru-
nick and Menaldi �2000� that there is no systematic variation
of palate height and singer voice classification.

For the entire group of singers we found a significant
correlation between the total VT length and vocal fold
length, approximated from the maximum sagittal diameter of
the subglottal trachea. This correlation is interesting. As long
vocal folds are needed for producing low fundamental fre-
quencies, it suggests that voices with a low pitch range have
longer VTs than voices with a higher range. This finding

FIG. 11. The left panel shows a box plot of body mass index for the indicated voice classifications �acronyms as in Fig. 4�. The right panel shows the same
parameter as a function of total VT length. The dashed line represents the trendline for the female and male subjects pooled with equation and r2 given in the
lower left corner.
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again seems to explain Cleveland’s �1977� finding that for
the same vowel basses tended to have the lowest formant
frequencies and tenors the highest. It also seems to explain
Sundberg’s �2001� observation that basses tend to have the
lowest and tenors the highest center frequencies of the sing-
er’s formant cluster. The female subjects, on the other hand,
did not show a significant correlation between total VT
length and our estimate of vocal fold length.

Some experts on singing have reported that they have
observed a relationship between the classification of singer
voices and both body height and bodyweight �see, e.g.,
Martienssen-Lohmann, 1956; Luchsinger, 1970; Pfau 1973�.
Fitch and Giedd �1999� analyzed the VT length and body
size and weight and found strong correlations in 129 indi-
viduals in the age range of 2–25 years. For our entire group
and for our male singers we found much lower correlations
between VT length and body height, and none for the female
singers. A reason for the difference between our results and
theirs may be that our material included adults only. With
regard to body weight we found a significant correlation with
VT length for the entire group only, the reason seemingly
being the gender difference in this regard as shown by the
ANOVA. The fact that our singers were all rather young may
be relevant to this result.

Among teachers of singing a correct classification of a
singer’s voice is regarded as very important to the successful
development of a solo singer. This classification is based
mainly on subjective criteria. Hence, a possibility to support
this classification by objective data would be valuable. Our
results failed to demonstrate any VT measure that was spe-
cific to a particular classification. On the other hand our ma-
terial revealed VT length and particularly pharynx length as
factors of relevance to voice classification. This relationship
may be obscured in an image material taken during phona-
tion.

V. CONCLUSIONS

Our analysis of x-ray profiles of 132 young singers of
different voice classifications has revealed that the total VT
length differs systematically between the classifications. The
length of the pharyngeal cavity showed a particularly strong
relationship with this length. This appears to explain earlier
findings on formant frequency differences between voice
classifications. Our analyses further showed a relationship
between body length and voice classification, sopranos tend-
ing to be short and basses to be tall. In addition the VT
length showed a significant correlation with the sagittal di-
ameter of the trachea, which, in turn, is strongly correlated
with vocal fold length.
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Quantifying bat call detection performance of humans and
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Methods for detecting echolocation calls in field recordings of bats vary in performance and
influence the effective range of a recording system. In experiments using synthetic calls from five
species, human detection accuracy was 89.7�0.6%, compared to 76.3�0.8% for a model-based
detector, 72.2�0.8% for an energy-based detector, and 98.4�0.2% for an optimal linear detector.
The energy-based detector was 11 times faster than the model-based detector and 110 times faster
than humans. Human accuracy was positively correlated with test duration �R2=0.43, P�0.05�,
meaning that higher accuracy was achieved at the expense of slower performance. Species was a
significant factor determining accuracy for all detectors �P�0.001� because of call bandwidth:
Narrowband calls concentrated energy in a narrower frequency band and were easier to detect. For
a hypothetical recording system, range at 90% human detection accuracy varied from 10 to 35 m
among species, while range dropped by approximately 20% using the automated detectors. The
optimal detector outperformed humans by 5 dB and the automated methods by 9 dB. The results
quantify the tradeoff between detector speed and accuracy and are useful for designing field studies
of bats. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3025913�

PACS number�s�: 43.80.Ev, 43.60.Uv �MCH� Pages: 513–521

I. INTRODUCTION

Detecting calls in recordings of echolocating bats is fun-
damental to monitoring bat activity and distribution. Detect-
ing bat calls is required to further analyze individual calls
�i.e., global feature extraction� or to simply count calls in a
recording. Traditionally, call detection and analysis was per-
formed by hand.1–5 Calls may be detected by viewing a sig-
nal in the time domain �oscillogram� or the time-frequency
domain �spectrogram� or by listening to a recording using
techniques that move calls into the audible frequency range
for humans.6 Listening to calls in real time while recording is
useful for producing manually triggered recordings.7,8 Spec-
trograms are more useful than oscillograms for manual de-
tection of calls because they �1� display more information
about a call, �2� provide a better signal-to-noise ratio �SNR�,
and �3� handle overlapping calls better.

Several automated methods have been employed to de-
tect calls. BatSound �Pettersson Elektronik AB, Uppsala,
Sweden� uses a threshold for spectrogram pixel value for
detection.9 Masters et al.10 also used spectrogram analysis to
autodetect calls; a call was a group of maximum-energy
spectral values at least 12 dB above the noise level or within
30 dB of a local spectral peak, whichever was greater. Par-
sons and Jones11 used a Hilbert transform to compute the
amplitude envelope of a signal; an envelope sequence was
normalized between 0 and 1, and all groups of values above
a threshold constituted a call. By normalizing the envelope,
the threshold scaled relative to the peak call value �nearly
independent of the noise level�. They used a threshold of
0.003, which is 50 dB below a call’s peak power. Such a

threshold was adequate for their analysis because they only
analyzed the call with highest amplitude from each recorded
pass. Obrist et al.12 used a “simple integrating detector algo-
rithm” to automatically detect calls although no further de-
tails of the algorithm were given. Bayefsky-Anand et al.13

used a rule-based detector to automatically detect calls from
field recordings of Tadarida teniotis.

Most automated methods rely solely on signal power to
separate calls from background noise. A limitation of this
approach is that any signal of sufficient power to exceed the
various thresholds will be detected as a call �e.g., insects,
birds, rustling leaves, and rain�. Such false positives are typi-
cally removed from analysis by human screening, but this
approach requires significant expert intervention, which is
time consuming and subject to bias. Skowronski and Harris14

employed statistical models, inspired by automatic speech
recognition research, to increase the quantity of information
extracted from a recording for call detection. The models
used spectral peak energy and also frequency and local call
shape information �temporal derivatives� to separate calls
from background noise. A model-based detector was eight
times more accurate than a simple broadband energy detector
and two times more accurate than a spectral peak detector.
The same features used for detection were also useful for
species classification, demonstrating increased utility for
model-based detection. The models were trained from hand-
labeled calls, but Skowronski and Fenton15 showed that
training could be fully automated by using an energy-based
detector to replace hand-labeled calls for model initializa-
tion.

The relative detection performance of humans and auto-
mated methods has not been previously measured. A reason-
able hypothesis is that humans are more accurate but slower
than automated methods. Quantifying performance would

a�Electronic mail: mskowro2@uwo.ca
b�Electronic mail: bfenton@uwo.ca
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help bat researchers make better decisions regarding the de-
sign and scope of experiments using acoustic methods and
understand and assess the tradeoffs involved with automated
detection. We measured detection performance for humans
using a two-choice experiment and compared the accuracy
and speed of humans to two automated methods: an energy-
based detector and a model-based detector. All experiments
used synthetic echolocation calls embedded in white noise,
which allowed precise control of SNR and provided an ab-
solute ground truth for all experiments. The use of synthetic
calls also allowed us to measure optimal detector perfor-
mance using a matched-filter detector for comparison with
the other detectors. We characterized performance versus bat
species and SNR for humans and machines as well as detec-
tor threshold for machine methods. We converted detection
accuracy into effective detection range using a hypothetical
recording system, which included energy loss due to spheri-
cal spreading and atmospheric absorption to quantify detec-
tor accuracy in practical terms.

II. METHODS

A. Human detection experiment

The purpose of the detection experiment was to measure
the ability of human subjects to detect echolocation calls
embedded in noise. Synthetic signals mimicking the calls of
five common North American species, embedded in additive
white noise, were used in the experiments �Table I, Fig. 1�.
Calls were synthesized using a piecewise exponential fre-
quency modulation function15

x�n� = A�n�sin�2���n�� ,

s�n� =
1

�1/K� j=0
K−1x2�j�

10SNR/20x�n� , �1�

where A�n� is a Hamming window amplitude modulation
function of length K samples, n is discrete time, and ��n� is
the phase of a frequency modulation function. SNR is the
desired signal-to-noise ratio of the call s�n� embedded in
additive white noise w�n� of zero mean and unity variance

SNR = 10 log� 1/K�n=0
K−1s2�n�

1/K�n=0
K−1w2�n�

� . �2�

The scale factor for s�n� in Eq. �1� ensures that all calls from
all species at a given SNR have the same signal power, re-
gardless of call length, which is synonymous with having the
same sound pressure level �SPL�.16

The test was administered through a graphical user in-
terface �GUI� designed in MATLAB R2007B �The Mathworks,
Natick, MA�. The GUI contained a figure axis used to dis-
play spectrograms and two colored buttons: a green button
labeled “CALL” and a red button labeled “NO CALL” �Fig.
2�. The test began by displaying instructions for the test to
the test subject. The instructions stated that the subject would
be presented with spectrograms of synthetic recordings,
which contained either no bat call or a single bat call from
one of five Ontario species �all subjects were familiar with
the echolocation calls of the eight native Ontario species,
although they did not know which five species were repre-
sented in the test�. If the subject detected a call in a spectro-
gram, the subject was instructed to press the CALL button;
otherwise, the subject was to press the NO CALL button.
The instructions stated that each answer was final and that
the next spectrogram would be presented after each button

TABLE I. Call parameters for synthetic calls. Values are ranges for uniform distributions. Turning point
parameters, t0 and g0, are normalized time and frequency, respectively.

Species Fstart �kHz� Fend �kHz� Duration �ms� t0 g0

Eptesicus fuscus 70–80 26–30 7–11 0.35–0.45 0.24–0.34
Lasiurus cinereus 35–45 20–24 12–18 0.16–0.26 0.33–0.43
Myotis lucifugus 85–95 35–40 5–7 0.32–0.42 0.28–0.38
M. septentrionalis 110–120 39–49 3–4 0.43–0.53 0.25–0.35
Pipistrellus subflavus 85–95 39–41 9–13 0.16–0.20 0.18–0.22
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FIG. 1. Example synthetic calls from parameters in Table I. Each group of
calls, left to right, represents calls of Eptesicus fuscus, Lasiurus cinereus,
Myotis lucifugus, M. septentrionalis, and Pipistrellus subflavus. The spec-
trogram was created using 1 ms Blackman windows, 1024-point zero-
padded FFTs, and 5000 overlapping windows per second �same parameters
used in experiments with human experts�.
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FIG. 2. Test GUI used to administer detection experiment to human experts.
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push. The instructions also stated that calls at various SNRs
would be presented and that a counter in the GUI would
indicate the subject’s progress during the test. Subjects were
offered payment to take the test, and subjects were informed
before the test that the test would take approximately 30 min
to complete. No other instructions were given to the subjects.

Each test consisted of 1000 spectrograms: 500 with no
call and 500 with a single call. Calls from each of the five
species were added to white noise at ten different SNRs
�−16 to −7 dB in 1 dB increments�, and each combination
of species and SNR was repeated ten times. The order of
presentation was randomized for each subject. For each of
1000 trials, a 50 ms window of white noise �zero mean, unity
variance, and 250 kHz sampling rate� was created. If the trial
contained a call, a synthetic call from the appropriate species
and SNR was constructed using Eq. �1� and added to the
noise at a random location inside the 50 ms window.

A spectrogram of the 50 ms window was constructed
using 250-sample Blackman windows �1 ms�, with 80%
overlap between adjacent windows �5000 windows /s�, and
1024-point zero-padded fast Fourier transforms �FFTs�. The
magnitude of each spectrogram pixel value was log-
compressed, the median pixel value was determined, and all
pixels less than a threshold of 3 dB below the median were
truncated to the threshold �this procedure ensured that small
pixel values did not skew the range of color map values used
to display each spectrogram�. The size of each spectrogram
was 513 rows�246 columns. The test was administered on a
computer with a 19 in. flat-panel display with a resolution of
864 rows�1152 columns of pixels, and the size of the figure
axis in the GUI was 536 rows�973 columns of pixels, en-
suring that each spectrogram pixel was represented by at
least one display pixel. Spectrograms were displayed using a
white-yellow-red-black color map �the “hot” color map in
MATLAB� with white representing the lowest pixel value and
black representing the highest.

We performed an analysis of variance �ANOVA� to de-
termine the effects of species, SNR, and individual on detec-
tion accuracy. The dependent variable was binary: 1 for a
correct response �hits and true negatives� and 0 for an incor-
rect response �misses and false positives� to each trial. The
independent variables for species �5 levels� and SNR �10
levels� were treated as fixed factors, while individual �12
levels� was treated as a random factor.

B. Energy-based detector

The energy-based detector operated by high-pass filter-
ing each 50 ms window at a cutoff frequency of 18 kHz and
calculating the energy in 1250-sample rectangular windows
�5 ms�. Adjacent windows overlapped by 50%
�400 windows /s�; thus, each 50 ms window produced 19 en-
ergy values, which were scaled such that the median value
was 0 dB. The maximum-energy value for each 50 ms win-
dow was compared to a threshold, and the detector deter-
mined that a call was detected if the maximum energy ex-
ceeded the threshold. Different thresholds controlled the

tradeoff between high sensitivity �high hit rate� and high
specificity �low false-positive rate� for the energy-based de-
tector.

C. Model-based detector

The model-based detector employed a Gaussian mixture
model �GMM�.14 The following frame-based features were
extracted for model input: peak energy E �dB�, frequency of
most energy �FME� �kHz�, first-and second-order temporal
derivatives of E and FME, and smoothness features of E and
FME. Temporal derivatives were estimated using linear re-
gression ��3 frames�, and smoothness features were calcu-
lated using the log-compressed residual error from linear
regression.15 Features were extracted from spectrograms
constructed using 100-sample Blackman windows �0.4 ms�
with 50% overlap between adjacent windows
�5000 windows /s� and 1024-point zero-padded FFTs. Each
spectrogram was scaled such that the median value was
0 dB.

The experiment with human experts used 1 ms windows
because they produced the visually most distinct calls.
Shorter windows produced blurry spectrograms due to wider
spectral main-lobe width of the window, and longer windows
blurred call frequency characteristics and obscured call end-
points. Feature extraction for the model-based detector was
not affected by the wider main-lobe width of the 0.4 ms win-
dow, and smaller windows of frequency-modulated calls
were more pure-tone-like, which better agreed with the un-
derlying assumptions of spectral analysis.

Two GMMs were trained as part of the detector: one
model for calls and a second model for the background
noise. The training data consisted of 100 calls from each
species, each one embedded in a 50 ms window of white
noise at 0 dB SNR. Features extracted from within the end-
points of each call were used to train the call GMM; the
same number of frames was randomly selected from all
frames outside the call endpoints for each 50 ms window and
used to train the background GMM. The GMMs were trained
with full covariance matrices and five mixtures per model
using ten training epochs. During testing, features from a
50 ms window were extracted and input into each GMM,
producing a log likelihood. The maximum difference in log
likelihoods between the call and background GMMs over all
frames in the 50 ms window was compared to a likelihood
threshold, and the detector determined that a call was de-
tected if the maximum log likelihood difference exceeded the
threshold. As with the energy-based detector, different
thresholds controlled the tradeoff between sensitivity and
specificity for the model-based detector.

Both automated detectors were tested using the same
1000-trial experiment administered to humans. Each detector
performed the experiment in multiple trials to match the
number of individuals who participated in the human detec-
tion experiment, and a different set of random calls and noise
was generated for each trial. The energy-based detector used
a set of ten energy thresholds �0.1–1.0 dB in 0.1 dB incre-
ments�, while the model-based detector used a set of ten
likelihood thresholds �−10 to 12.5 dB in 2.5 dB increments�.

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 M. D. Skowronski and M. B. Fenton: Human versus machine bat call detection 515



Lower thresholds produced more hits but more false posi-
tives, while higher thresholds produced fewer false positives
but more misses. Results from the detectors were analyzed
using an ANOVA to determine the effects of species, SNR,
and threshold on detection accuracy. The dependent variable
was the same one used to analyze human detection perfor-
mance. The independent variables for species �five levels�,
SNR �ten levels�, and threshold �ten levels� were all treated
as fixed factors.

D. Optimal detector

A linear filter h�n� of length K is used to detect a signal
s�n� embedded in white noise w�n� by filtering

y�n� = �
k=0

K−1

h�k��s�n − k� + w�n − k�� = ys�n� + yw�n� , �3�

where s�n�+w�n� is the noisy signal and y�n� is the filter
output. The output is decomposed into ys�n�, the output due
to s�n�, and yw�n�, the output due to w�n�. If the filter output
exceeds a threshold, the detector outputs that a call was de-
tected; otherwise, no call was detected. The optimal filter
maximizes the output SNR 	ys	2 /E
	yw	2�. The solution is the
time-reversed signal of s�n�, called a matched filter.17 For
white noise w�n�,

h�k� = �s�K − 1 − k�, k � �0,K − 1� , �4�

where � is an arbitrary scale factor. For our experiments, we
want yw�n� to have the same variance for all species so that
the same threshold may be applied to the output regardless of
which species call, if any, was embedded in the noise. Set-
ting the variance of yw�n� to unity,

E
	yw	2� = 1,

E��
k=0

K−1

�s�k�w�k�2� = 1,

�2��2�
k=0

K−1

s2�k�� = 1.

For w�n�, �2=1, so

� =� 1

�k=0
K−1s2�k�

. �5�

We tested a matched-filter detector using the same pro-
cedure used to test the other detectors. The lower end of the
range of SNR tested was decreased to −25 dB to accommo-
date the superior noise robustness of the optimal linear de-
tector. We varied the filter output threshold from 2 to 10 in
0.1unit steps �81 thresholds total�.

III. RESULTS

A. Human detection

Twelve human subjects, all familiar with spectrogram
analysis of bat calls, took the test. The first 100 trials of each
experiment were excluded from analysis of the results to

reduce start-up effects associated with individuals becoming
familiar with the test. All main factors were significant at
P�0.001 �SNR: F=147.1, d . f . =9; species: F=303.4,
d . f . =4; individual: F=3.25, d . f . =11� as was the interac-
tion of SNR and species �F=36, d . f . =21.9�. The signifi-
cance of the individual factor means that performance varied
across the population from which the participants were
drawn �i.e., bat researchers�. However, none of the interac-
tions that included the individual factor were significant
�SNR� individual: F=0.79, d . f . =99, P=0.94; species
� individual: F=1.25, d . f . =44, P=0.13; SNR�species
� individual; F=1.05, d . f . =396, P=0.22�, indicating that
individuals with higher accuracy were equally more accurate
over all species and SNRs tested.

The significance of the species factor indicates that calls
from some species were easier to detect than calls from other
species. This result stems from the design of the experiment
because the range of tested SNR values was not large enough
for all species to exhibit the full range of detectability from
random chance to near-perfect performance �Fig. 3�.

The significance of the interaction between species and
SNR indicates that at a fixed SNR, calls from some species
were easier to detect than calls from other species. The long
narrowband calls of Lasiurus cinereus were the easiest to
detect against a white noise background, while the short
broadband calls of Myotis septentrionalis were the most dif-
ficult to detect. The disparity of detectability among species
for a given SNR reflects the fact that calls at the same signal
power from different species have significantly different
spectral peak levels �Table II�. Narrowband signals have sig-
nal power condensed into a narrow range of frequency, re-
sulting in larger spectral peaks compared to broadband sig-
nals. The larger spectral peaks extend farther above the white
noise background and are easier to detect by visual inspec-
tion. The display settings also, to a lesser degree, affected
human performance because long narrowband calls occupied
significantly more display area �more display pixels� than
short broadband calls.
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FIG. 3. Accuracy vs SNR for human experts from detection experiment.
Results are means �95% confidence intervals. Results are offset horizon-
tally for clarity.
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B. Energy-based detector

All factors and interactions were significant at P
�0.001 �SNR: F=614.7, d . f . =9; species: F=399.7, d . f .
=4; threshold: F=204.0, d . f . =9; SNR�species: F=25.8,
d . f . =36; SNR� threshold: F=20.8, d . f . =81; species
� threshold: F=11.4, d . f . =36; SNR�species� threshold:
F=3.35, d . f . =324�. The threshold factor replaced the indi-
vidual factor from the human detection experiment; however,
the significance of the threshold factor and all related inter-
action terms indicates that different thresholds produced sig-
nificantly different detection accuracies when either species
or SNR or both were held fixed. Maximum accuracy was
achieved with a threshold of 0.5 dB. Thresholds below
0.5 dB produced more hits but also more false positives, re-
sulting in overall lower accuracy. Similarly, thresholds above
0.5 dB produced more true negatives but also more misses.
Calls from Myotis septentrionalis were the most difficult to
detect for the energy-based detector �Fig. 4�. Calls from M.
lucifugus were the next difficult to detect �same for humans�,
while calls from the other three species were equally detect-
able.

Because all calls from all species at a given SNR were
normalized to have equal power �Eq. �1��, longer calls con-
tained more energy. For calls shorter than the 5 ms analysis
window, all call energies contributed to the energy calcula-
tion, and shorter calls contributed less energy. For calls

longer than the analysis window, only 5 ms of the call con-
tributed to the energy calculation. Therefore, longer calls
contributed nearly the same energy to the energy calculation,
which explains why detection performance for the three spe-
cies with longer calls was nearly identical. If a shorter analy-
sis window was used, say 1 ms, then calls from all species at
a given SNR would contribute nearly the same energy to the
energy calculation and would be equally detectable. As long
as an analysis window is “filled up” by call energy because
the window is shorter than total call duration, the SNR �cal-
culated using the entire call in Eq. �2�� does not depend on
analysis window length. Therefore, we conclude that the per-
formance curves in Fig. 4 for the three species with the long-
est calls are the best performance curves attainable by the
energy-based detector for any analysis window length.

C. Model-based detector

As with the energy-based detector, all factors and inter-
actions were significant at P�0.001 �SNR: F=1380, d . f .
=9; species: F=267, d . f . =4; threshold: F=525, d . f . =9;
SNR�species: F=21.5, d . f . =36; SNR� threshold: F
=41.2, d . f . =81; species� threshold: F=6.2, d . f . =36;
SNR�species� threshold: F=1.64, d . f . =324�. Maximum
accuracy was achieved at a threshold of 0 dB, which is not
surprising because trials with and without calls had equal
a priori probabilities in the experiment. Maximum accuracy
for the model-based detector �76.3�0.8% � was slightly
higher than that for the energy-based detector �72.2�0.8% �
but significantly lower than that for humans �89.7�0.6% �.
Similar to the energy-based detector, Myotis septentrionalis
and M. lucifugus were harder to detect, while the other three
species were nearly equally difficult to detect �Fig. 5�.

D. Optimal detector

Maximum accuracy over the same SNR range as the
other detectors was 98.4�0.2% and was achieved at a
threshold of 4.8. We extended the lower end of the SNR

TABLE II. Spectral peak values from spectrograms used in human detection
experiment. Peak level is mean�standard deviation over 100 spectrograms
of each signal source. All signals scaled to unity power.

Source Spectral peak �dB�

Eptesicus fuscus 40.8�0.2
Lasiurus cinereus 41.6�0.02
Myotis lucifugus 39.9�0.4
M. septentrionalis 36.0�0.5
Pipistrellus subflavus 41.5�0.03
White noise 29.3�0.6
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FIG. 4. Accuracy vs SNR for energy-based detector using an energy thresh-
old of 0.5 dB. Results are means �95% confidence intervals. Results are
offset horizontally for clarity.
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FIG. 5. Accuracy vs SNR for model-based detector using a likelihood
threshold of 0 dB. Results are means �95% confidence intervals. Results
are offset horizontally for clarity.

J. Acoust. Soc. Am., Vol. 125, No. 1, January 2009 M. D. Skowronski and M. B. Fenton: Human versus machine bat call detection 517



range to −25 dB to show the full range of accuracy for the
matched-filter detector �Fig. 6�. Performance varied among
species, with calls of Lasiurus cinereus being the easiest to
detect and calls of Myotis lucifugus being the most difficult
to detect. Figure 7 shows the output of the matched-filter
detector compared to other signal representations of a noisy
call repeated at several SNRs. The noisy call of M. lucifugus
at −10 dB SNR is not visible in the time domain and faintly
visible in spectrogram form, but the output of the matched
filter spikes well above the noise.

To explain the performance of the optimal filter, con-
sider the matched-filter output SNR= 	ys	2 /E
	yw	2�. We set
E
	yw	2�=�2=1 to solve for the matched-filter scale factor �
in Eq. �5�. From Eq. �3�,

ys�n� = �
k=0

K−1

h�k�s�n − k� .

When the filter and signal overlap,

	ys	2 = �
k=0

K−1

�s�k�s�k�2

=  1

�� j=0
K−1s2�j�

�
k=0

K−1

s2�k�2

= �
k=0

K−1

s2�k� .

Combining with Eq. �1�,

	ys	2 = �
k=0

K−1 � 1

�1/K� j=0
K−1x2�j�

10SNR/20x�k��2

=
K

� j=0
K−1x2�j�

10SNR/10�
k=0

K−1

x2�k� = K10SNR/10. �6�

Thus, 	ys	2 scales with call length K, and a doubling of K
allows for a decrease in SNR by 3 dB for the same 	ys	2.

E. Performance summary

Table III summarizes the performance of the four detec-
tors for each species. The SNR at which 90% accuracy was
achieved was determined for each detector using linear inter-
polation of mean values from the plots of accuracy versus
SNR. The optimal linear detector outperformed human ex-
perts by 4–5 dB, which outperformed the model-based de-
tector by 1–5 dB depending on species. The model-based
detector outperformed the broadband energy detector by
0.5–3.5 dB depending on species.

F. Speed

We measured the response time for each trial in the hu-
man detection experiment as well as the computation time
for both automated methods. While computation time is
heavily dependent on available computer resources and algo-
rithm efficiency, our findings report the current speed advan-
tage for existing computer resources that the automated
methods have over humans. We consider our algorithms to
be rather highly efficient �i.e., extensive use of matrix com-
putation and compiled MEX functions in MATLAB�, although
MATLAB, being an interpreted computer language, is consid-
ered slow compared to compiled languages such as C��.
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FIG. 6. Accuracy vs SNR for matched-filter detector using a likelihood
threshold of 4.8. Results are means �95% confidence intervals. Results are
offset horizontally for clarity.
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FIG. 7. Examples of signal representations in noise. Top pane: Noise-free
time-domain signal of a call of Myotis lucifugus repeated at various SNRs.
Second pane: White noise of zero mean and unity variance added to the
noise-free signal from the top pane. Third pane: Spectrogram of the signal in
second pane �spectrogram parameters same as those used in human detec-
tion experiment�. Bottom pane: Matched-filter output. The horizontal dotted
line marks a threshold of 4.8. Note that the variance of the noise signals in
the second and bottom panes are both unity.

TABLE III. SNR �dB� at 90% accuracy. More negative values denote better
performance. Results for humans, the energy-based detector, the model-
based detector, and the optimal detector were tabulated using the results in
Figs. 3–6, respectively. * denotes extrapolated value.

Species Human Energy Model Optimal

Eptesicus fuscus −14.0 −10.1 −10.9 −18.6
Lasiurus cinereus −16.1 −10.4 −11.1 −20.8
Myotis lucifugus −12.5 −8.4 −10.0 −16.8
M. septentrionalis −9.3 −5.0* −8.5 −14.3
Pipistrellus subflavus −14.9 −10.7 −11.2 −19.9
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Humans answered the last 900 trials of the experiment in
16.5 min on average with a range 12.1–25.7 min. The me-
dian time to respond to each trial was 1.17 s with a range
0.92–1.59 s, and linear regression between accuracy and
median time showed significant correlation �R2=0.43, P
�0.05�. The energy-based detector took approximately 10 s
to detect calls in 1000 50 ms windows, which is about 5
times faster than real time and about 110 times faster than
humans. About 90% of the energy-based detector computa-
tion time was spent on filtering. The high-pass filter im-
proved the SNR for the energy-based detector and is essen-
tial for real recordings, which are typically dominated by
low-frequency acoustic noise. The model-based detector
took approximately 110 s to detect calls in 1000 windows,
about 11 times slower than the energy-based detector and 10
times faster than humans. Thus, the energy-based detector
was the fastest yet least accurate detector; the model-based
detector was slightly more accurate yet an order of magni-
tude slower, and the performance of humans was signifi-
cantly more accurate yet another order of magnitude slower.
Humans and the model-based detector have the additional
advantage over the energy-based detector of being in posi-
tion to further analyze the detected calls �e.g., determine spe-
cies�.

G. Effective detection range

We applied our results to estimate the effective detection
range of the species under test when recorded in the field to
quantify detection accuracy in more practical terms. Calls
attenuate as they propagate away from bats because of �1�
spherical spreading and �2� atmospheric absorption. Acoustic
energy density decreases 6 dB for each distance doubling
due to spherical spreading �frequency independent�. The at-
mosphere absorbs acoustic energy roughly linearly in fre-
quency from 0.9 dB /m at 30 kHz to 3.3 dB /m at 100 kHz
at standard temperature, humidity, and pressure.18 The limit-
ing factor in detecting calls at range is noise, including back-
ground acoustic noise, electronic noise, and quantization
noise from sampling. From our experiment results, we found
that detection accuracy varied with SNR as well as call char-
acteristics �species� and detection method. By combining our
results with absorption curves and known species call inten-
sities, we created a useful tool for estimating effective detec-
tion range.

Figure 8 shows the attenuation curves for our test spe-
cies versus range. The curves include intensity of search-
phase calls in dB SPL re 20 	Pa at 10 cm: �1� Eptesicus
fuscus, 120 dB;19 �2� Lasiurus cinereus, 110 dB; �3� Myotis
lucifugus, 103 dB;20 �4� M. septentrionalis, 102 dB;20 and
�5� Pipistrellus subflavus, 110 dB. The curves were esti-
mated by constructing 100 synthetic calls for each species at
the appropriate SPL at 10 cm and calculating SPL at range
by scaling the calls to account for spherical spreading and
filtering the calls to account for atmospheric absorption. SPL
at range was determined by calculating signal power after
filtering and scaling the original call, the so-called “rms”
version of SPL, which is consistent with the ANSI standard
definition.16 Our attenuation curves include the assumption

that the bat and microphone were omnidirectional with a flat
transfer function.

Range varied widely across species. For example, as-
sume that a recording system had a noise level equivalent to
50 dB SPL. Calls from Lasiurus cinereus were detectable by
humans with at least 90% accuracy down to 34 dB SPL
�−16 dB SNR; Table III� at a range of up to 35 m. Using the
energy-based detector �−10 dB SNR�, range dropped to
30 m. Calls from Myotis septentrionalis were detectable by
humans down to 41 dB SPL �−9 dB SNR� at a range of up to
10 m. Using the energy-based detector �−5 dB SNR�, range
dropped to 8 m. These measurements assume that the spec-
tral tilt toward low frequency created by the atmospheric
absorption filter does not affect human detection perfor-
mance. Our experiments did not use atmospheric absorption
filters; we set call SNR without spectral tilt �independent of
range�.

IV. DISCUSSION

Detecting calls by hand is labor intensive and tedious.
Such difficulties are a bottleneck to current acoustic-based
bat research given the availability of high-quality commer-
cial recording systems, which easily generate an overwhelm-
ing amount of data for analysis. Researchers cope by either
reducing the amount of data collected or discarding data
based on a “usefulness” criterion �e.g., the five strongest calls
in a pass per minute of recording�. Reducing the amount of
data collected limits the scope of field experiments and
places a burden on the design of such experiments, espe-
cially for studies involving difficult-to-record or rare species.
Commercial recording systems are able to record continu-
ously all night long �limited by battery capacity� over an
entire field season �limited by data storage capacity� so that
activity can be monitored essentially uninterrupted for
months at a time. Limiting the amount of data collecting for
analysis reasons does not fully utilize the capabilities of the
recording system. The usefulness criterion, on the other
hand, selects a subset of all detectable calls according to their
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perceived value for analysis. The problem with this approach
is that the perceived value of a call or pass of calls may not
match the true value, which introduces the bias of the re-
searcher into the analysis. Put another way, conclusions
based on the subset of useful calls may not generalize to the
whole population of detectable calls.

Automated methods offer an alternative to hand analysis
that overcomes many of the limitations of human analysis.
Automated methods are tireless, fast, and apply equal rigor
in call detection from the first minute of recorded data to the
last. In a classification experiment, Jennings et al.21 showed
that neural networks classified individual bat calls to genus
and species as accurately as human experts. Our experiments
showed that the difference in detection accuracy between
humans and automated methods translated into approxi-
mately 20% reduction in effective detection range, but our
experiments did not include several real-world issues involv-
ing field recordings. Nonstationary noise sources, echoes,
and overlapping calls all contribute to automated detection
errors and lead to a shorter effective detection range. Model-
based detection can reduce detection errors compared to an
energy-based detector because the detection models can be
trained to discriminate between calls and echoes and other
noise sources.22 Our results showed a slight increase in ac-
curacy for the model-based detector compared to the energy-
based detector using only a white noise source, while a pre-
vious study using real field recordings showed a wider gap in
accuracy.14

One reason humans were significantly more accurate for
longer calls while only slightly more accurate for shorter
calls compared to the model-based detector is that the model-
based detector only employed local �frame-based� informa-
tion while humans could consider local and global features
of each call. For short calls, the neighborhood of local fea-
tures was a significant portion of the entire call but a smaller
portion for longer calls. The model-based detector could be
improved by incorporating more global information into the
model. This may be achieved by using more than �3 frames
for calculating temporal derivatives. The drawback to using
more frames is that derivative estimates at the ends of calls
are more affected by frames of background noise. The gap in
accuracy between the energy-based and model-based detec-
tors may be considered conservative given that the noise
source used in our experiments contained no burst noise or
nonstationary noise. Such noise sources are more likely to
produce false positives for the energy-based detector com-
pared to the model-based detector because the latter uses
more than just spectral energy �e.g., frequency, slope, and
smoothness� to differentiate between calls and noise.

Several factors affect effective detection range for an
echolocating bat. The most significant is directionality of the
bat and the microphone. Bats are not omnidirectional, as
assumed in our experiments, but have frequency-dependent
directional patterns that focus acoustic energy in regions in
front of them. Ghose and Moss23 measured the beam width
of several hunting Eptesicus fuscus and found that SPL
dropped by 3 dB at an angle of 35° from the center line of
the main lobe of intensity. Zhuang and Müller24 showed that
SPL varied significantly with frequency and position around

the head of a simulated Rhinolophus rouxi, forming deep
spectral notches and side lobes that may be 30 dB below the
peak main-lobe intensity �personal communication�.
Direction-dependent attenuation of SPL results in a vertical
shift downwards for the curves in Fig. 8. From the example
above, if a call from Lasiurus cinereus was attenuated by
25 dB due to directionality, then the effective detection range
would drop from 35 to 12 m. The main lobe of intensity
tends to decrease in width as frequency increases, making
high-frequency bats much more difficult to detect. Micro-
phones also have directionality, and main-lobe width also
tends to decrease as frequency increases. For example, the
CM16 condenser microphone from Avisoft at 30° off axis
drops in sensitivity by 5 dB at 40 kHz, 14 dB at 60 kHz, and
20 dB at 80 kHz.25 The drop in sensitivity due to micro-
phone directionality may be minimized by manually aiming
the microphone at a moving bat while recording.3

Our experiments measured the performance of humans
and automated methods to detect calls, a subset of which
may be considered useful calls depending on the information
needed from the acoustic data. Relevant call information in-
cludes species, frequency characteristics, and harmonic am-
plitudes. For any detected call, FME may be estimated reli-
ably since the FME has the highest SNR for any part of a call
�assuming flat stationary noise�. In our experiments, FME
may be used to estimate species although overlapping fre-
quency ranges limit classification accuracy �Table I�. Note
that FME may be estimated by humans detecting calls from
spectrograms and by the model-based detector but not by the
energy-based detector since no frequency information is used
by that detector. Skowronski and Fenton22 quantified call
feature estimation accuracy versus SPL and showed that
FME and minimum call frequency were most accurately es-
timated from detected calls, and estimate errors steadily in-
creased as detected SPL decreased. Error for maximum fre-
quency estimates was higher due to increased atmospheric
absorption.

The results of the matched-filter detector are an upper
limit of performance for linear methods of detection, and
they put the performances of the other detectors in perspec-
tive. The 4–5 dB gain above human performance translates
into an increase in effective detection range of 2 m for M.
septentrionalis and 5 m for L. cinereus. The matched filter is
not a realizable filter because the method requires knowledge
of the target noise-free call, which is not available in prac-
tice. However, near-optimal performance is attainable if the
filter nearly matches the target call, and a bank of filters
spanning the range of expected target calls would provide
near-optimal performance over the range. Degradation from
optimal performance depends on the correlation properties of
the target signal and the filter bank design,26 which also af-
fects computational cost of the detector.

V. CONCLUSIONS

In our experiments, humans were more accurate but
slower compared to automated methods in detecting syn-
thetic calls embedded in additive white noise. The energy-
based detector was fastest �five times faster than real time�
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but least accurate �72.2�0.8% � when averaged over all spe-
cies and SNRs, while the model-based detector was modestly
more accurate �76.3�0.8% � but slower �two times slower
than real time�. Humans were significantly more accurate
�89.7�0.6% � than either automated method but much
slower �20 times slower than real time�. High-bandwidth
calls were more difficult to detect compared to low-
bandwidth calls because low-bandwidth calls have energy
concentrated in a narrower bandwidth, resulting in higher
spectral peaks, which extend further above the white noise
spectrum compared to high-bandwidth calls. Calls from La-
siurus cinereus were the easiest for humans to detect and
were detectable with 90% accuracy at −16 dB SNR, while
calls from Myotis septentrionalis were the most difficult for
humans to detect and were detectable with 90% accuracy at
−9 dB SNR. The automated methods required between 0.8
and 5 dB higher SNR for comparable accuracy with humans
depending on species. A matched-filter detector outper-
formed humans by 4–5 dB, indicating the upper bound in
performance by linear automated detection algorithms.
Variation in human performance was partially explained by
median time per test trial �R2=0.43, P�0.05�, which dem-
onstrates that a tradeoff exists between human accuracy and
speed.

Our results may be used to estimate maximum effective
detection range for the species under test, assuming omnidi-
rectional bats and microphone, for a given detection method
and recording equipment noise level. Automated methods
decreased effective detection range by approximately 20%
for all species compared to human detection. Directionality
attenuation and a threshold for useful detected calls would
decrease the effective detection range depending on applica-
tion. Knowing the effective detection range is important for
designing and performing acoustic field measurements and
for interpreting the results from call analysis. Range varied
across the five species in our experiments by a factor of 3 for
low-noise recording environments and by a higher factor for
noisier environments, which translates into a range of effec-
tive detection volume of at least a factor of 27. Thus, a re-
cording system would cover a much larger volume of space
for species with easily detected calls compared to species
whose calls are more difficult to detect, which impacts the
interpretation of call analysis in terms of activity level and
species abundance.
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Adam Q. Bauer, Christian C. Anderson, Mark R. Holland, and James G. Miller
Washington University, Physics, Saint Louis, Missouri 63130

�Received 3 September 2008; revised 29 October 2008; accepted 3 November 2008�

Previous studies suggest that phase cancellation at the receiving transducer can result in the
overestimation of the frequency dependent ultrasonic attenuation of bone, a quantity that has been
shown to correlate with bone mineral density and ultimately with osteoporotic fracture risk.
Evidence supporting this interpretation is provided by phase insensitive processing of the data,
which appear to reduce the apparent overestimates of attenuation. The present study was designed
to clarify the components underlying phase aberration artifacts in such through-transmission
measurements by conducting systematic studies of the simplest possible test objects capable of
introducing phase aberration. Experimental results are presented for a Lexan phantom over the
frequency range 300–700 kHz and a Plexiglas phantom over the 3–7 MHz range. Both phantoms
were flat and parallel plates featuring a step discontinuity milled into one of their initially flat sides.
The through-transmitted signals were received by a 0.6 mm diameter membrane hydrophone that
was raster scanned over a grid coaxial with the transmitting transducer. Signals received by the
pseudoarray were processed offline to emulate phase sensitive and phase insensitive receivers with
different aperture diameters. The data processed phase sensitively were focused to demonstrate the
results of planar, geometrical, and correlation-based aberration correction methods. Results are
presented illustrating the relative roles of interference in the ultrasonic field and phase cancellation
at the receiving transducer in producing phase aberration artifacts. It was found that artifacts due to
phase cancellation or interference can only be minimized with phase insensitive summation
techniques by choosing an appropriately large receiving aperture. Data also suggest the potentially
confounding role of time-and frequency-domain artifacts on ultrasonic measurements and illustrate
the advantages of two-dimensional receiving arrays in determining the slope of attenuation �nBUA�
for the clinical assessment of osteoporosis.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3035841�

PACS number�s�: 43.80.Ev, 43.80.Jz, 43.80.Qf, 43.80.Vj �FD� Pages: 522–529

I. INTRODUCTION

Phase cancellation at a phase-sensitive �piezoelectric�
receiver has been known to result in artifacts in measure-
ments of broadband ultrasonic attenuation �BUA� in a num-
ber of studies of cancellous bone.1–7 �Normalized broadband
attenuation or nBUA is the slope of a line fit to the measured
attenuation coefficient plotted as a function of frequency, a
quantity sometimes referred to as the slope of attenuation.�
Phase cancellation effects result in the overestimation of
BUA, a quantity that has been shown to correlate with bone
mineral density1,8–14 and therefore osteoporotic fracture
risk.15–22

Measurements of bone are complicated by many factors
associated with their inhomogeneous character and irregular
shapes, making it difficult to sort out potential physical
mechanisms underlying phase aberration artifacts. In vitro
studies of calcaneus bone samples by Wear6 and Strelitizki et
al.3 and studies in human subjects by Wear4 and Petley et al.2

appear to indicate that phase insensitive processing of array
data yields improved estimates of the true ultrasonic attenu-
ation. Studies by Langton et al.7,23 and by Xia et al.5 suggest
that phase aberration artifacts in cancellous BUA measure-
ments are exacerbated by the surrounding cortical bone layer.
Techniques by Ermert et al.,24 Defontaine et al.,25 and Eddin

et al.26 incorporating the use of phased arrays, designed to
adaptively correct for phase aberration in through-
transmission and backscatter measurements of cancellous
bone, support the hypothesis that phase aberration is a source
of potential measurement artifacts.

The present study was carried out on simple phantoms
whose intrinsic attenuation coefficients could be measured
independently. This approach provides a starting point for
differentiating between contributions to phase aberration ar-
tifacts from two sources, phase cancellation at the receiving
transducer and interference effects in the ultrasonic field.

Interference in the ultrasonic field results from a spatial
redistribution of energy without energy loss. That is, for any
local reduction in the average amplitude of the pressure field
�due to partial or total destructive interference� there will
always be another region of higher-than-average amplitude
of the pressure field. Energy is only ostensibly lost to inter-
ference; it may have simply been redistributed, potentially
missing the receiving transducer.

In contrast, phase cancellation occurring at the surface
of a phase sensitive receiver is an irreversible loss of energy,
but is solely an instrumental effect. Local compressions and
expansions produce surface charge distributions of opposite
sign in the piezoelectric receiving transducer’s conductive
plating.27 The associated currents in these electrodes result in

522 J. Acoust. Soc. Am. 125 �1�, January 2009 © 2009 Acoustical Society of America0001-4966/2009/125�1�/522/8/$25.00



an irrecoverable loss of energy as a result of current flow
among locally produced positive and negative electrical sig-
nals.

The purpose of the present study is to illustrate how the
size of the receiving aperture influences estimates of appar-
ent attenuation as a result of diffraction and interference oc-
curring in the field and phase cancellation occurring at the
surface of a piezoelectric receiver. That is, artifacts due to
phase cancellation or interference can only be minimized
with phase insensitive summation techniques by appropriate
choice of receiving aperture. In the present paper, through-
transmission measurements of the apparent attenuation prop-
erties are conducted over two bandwidths, 300–700 kHz and
3–7 MHz, on the simplest possible test objects capable of
introducing phase aberration. The two phantoms studied
were flat and parallel Lexan and Plexiglas plates featuring a
step discontinuity milled into one of their initially flat sides.
Data were acquired over a two-dimensional receiving
pseudoarray and processed phase sensitively and phase in-
sensitively to emulate receiving apertures with different di-
ameters. The phase sensitive data were further processed to
represent a planar, spherical, and correlation-focused receiv-
ing phase sensitive transducer.

II. METHODS

A. Sample preparation

The two phase aberrating phantoms used in this investi-
gation were constructed from single sheets of poly�methyl-
methacrylate� �Plexiglas� and polycarbonate resin thermo-
plastic �Lexan� initially machined into flat and parallel
pieces. The piece used for the data collected over the band-
width centered at 5 MHz was 50.8 mm �2 in.� long,
50.8 mm �2 in.� wide, and 12.7 mm �0.5 in.� thick. The
piece used for data collected over a bandwidth centered at
500 kHz was 114.3 mm �4.5 in.� long, 114.3 mm �4.5 in.�
wide, and 19.1 mm �0.625 in.� thick. Step discontinuities
were then milled into the surfaces of both plates, resulting in
each plate having two distinct thicknesses. For each plate the
thinner of these two sides will be referred to as the thin side
and the thicker of the two sides will be referred to as the
thick side. The step milled into the Plexiglas sample for the
5 MHz data was approximately 0.32 mm �0.0125 in.� and
the step milled into the Lexan sample for the 500 kHz data
was approximately 4.6 mm �0.181 in.�. These step sizes
were chosen so that phase cancellation artifacts occurring at
the surface of a phase sensitive receiver would arise at ap-
proximately the midbandwidth of each frequency range,
500 kHz and 5 MHz.28,29

B. Experimental methods

1. Data centered about 500 kHz

Baseline attenuation measurements of Lexan over a
bandwidth of 300–700 kHz were made using a matched pair
of planar, 28.575 mm �1.125 in.� diam, single-element trans-
ducers nominally centered at 500 kHz �Panametrics v391,
Waltham, MA�. The two transducers were separated by
127 mm �5 in.�, approximately twice the near field distance

of either transducer. The transmitting transducer was excited
by a single-cycle 500 kHz tone burst from a pulse/function
generator �HP 8116, Palo Alto, CA� passed through a 50 dB
gain radio frequency �rf� amplifier �ENI 240L, Rochester,
NY� and a Diplexer �Ritec, Warwick, RI�. The received sig-
nal was sent to the 50 � input of an 8-bit digitizing oscillo-
scope �Techtronix 5052b, Beaverton, OR�. The resulting
time-domain signals were digitized at a rate of 125 MS /s
�800 ns /pt� and temporally averaged 256 times.

The attenuation coefficient of the Lexan sample was
measured at 25 individual sites over the flat and parallel
Lexan plate �over a 5 by 5 site grid in the center of the
sample� in through transmission mode to average over slight
thickness variations occurring in the sample. These 25 mea-
surements were then averaged to yield the true �unaberatted�
attenuation coefficient over this bandwidth �300–700 kHz�.

Apparent attenuation measurements of the stepped
Lexan plate were performed using a through-transmission
setup with the same 28.575 mm planar single-element trans-
ducer on transmit and a polyvinylidene fluoride �PVDF�
membrane hydrophone �Sonic Industries, model 804, now
Sonora Medical Systems, Longmont, CO� on receive. The
stepped plastic plate was positioned so that the transmitted
field was approximately “split in half” by the step, i.e., ap-
proximately 50% of the field insonified the thick part of the
plate, and approximately 50% of the field insonified the thin
part of the plate. This location has been found to maximize
phase cancellation artifacts occurring at the surface of a
phase sensitive receiver when transmitting through
Plexiglas,29 the subject of the current investigation. The
membrane hydrophone scanned the transverse receive plane
in steps of 0.4 mm in a raster scan axially aligned with the
transmitter from over a 57.6 by 57.6 mm area in the eleva-
tional and azimuthal directions. The transmitting transducer
was excited by a single cycle 500 kHz tone burst from a
pulse/function generator �HP 8116, Palo Alto, CA� passed
through a 50 dB gain rf amplifier �ENI 240L, Rochester,
NY�. The active element of the hydrophone was 0.6 mm in
diameter. The transmitting transducer and the receiving
membrane hydrophone were separated by 127 mm �5 in.�,
and the stepped plastic plate was placed approximately
64.5 mm �2.5 in.� away from the transmitter.

2. Data centered about 5 MHz

Baseline measurements of the attenuation coefficient of
Plexiglas over a bandwidth of 3–7 MHz were carried out
using the through transmission setup described in Bauer
et al.28 The attenuation coefficient was measured over 25
sites on the flat and parallel Plexiglas plate before it was
milled using separate transmitting and receiving 6.35 mm
�0.25 in.� diam, planar, immersion transducers nominally
centered at 5 MHz. The transmitting transducer was excited
by a pulser/receiver �Panamtrics 5800 Waltham, MA� and the
propagation path between the two transducers was approxi-
mately 76.2 mm �3 in.�.

For the data collected over the stepped region of the
plastic plate, the 6.35 mm �0.25 in.� transmitting transducer
was excited by the Panametrics 5800 pulser/receiver above,
and similar to the Lexan sample above, the incident ultra-
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sonic field was approximately split in half by the stepped
plastic plate with approximately 50% of the field insonified
the thick part of the plate, and approximately 50% of the
field insonified the thin part of the plate to maximize phase
cancellation artifacts. The PVDF membrane hydrophone de-
scribed above was scanned over a 12.8 mm by 12.8 mm area
in the transverse receive plane in steps of 0.1 mm across the
through-transmitted field.

C. Data analysis

For both bandwidths investigated in this study, the am-
plitude attenuation coefficients of the flat and parallel and the
stepped plastic plates were determined from a log-spectral
subtraction technique

���� =
20 log��Ũw����� − 20 log��Ũs����� + 10 log�Tws

I Tsw
I �

d
,

�1�

where �Ũw���� and �Ũs���� are the magnitudes of the mea-
sured response of the water �reference� and sample paths,
and Tws

I and Tsw
I are the intensity transmission coefficients of

the water-sample and sample-water interfaces, respectively.
The phase velocity and density were experimentally mea-
sured for the flat and parallel samples; these values were then
used as the input to the formula �4Z1Z2 / �Z1+Z2�2� to specify
the intensity transmission coefficient for all attenuation coef-
ficient calculations. For the stepped plastic plates, the thick-
ness d used in the calculation was the average thickness of
the thin and thick sides of each plate. The responses were
calculated offline by Fourier analysis of the processed digi-
tized time-domain signals over the bandwidths investigated
using the focusing and summation algorithms described be-
low and in the Appendix.

1. Summation of received signals
Phase sensitive analysis. Phase sensitively summing

the individual rf waveforms within the two-dimensional ar-
ray emulates the response of a larger aperture piezoelectric
receiver. The signals recorded at each array position are ap-
proximately what would be incident on a local region of this
large diameter, single element piezoelectric transducer
placed at a specific location in the field. For the phase sen-
sitive analysis performed in this study, the rf signals recorded
at each position in the array were focused one of three ways
�planar, spherical, and correlation as described in the Appen-
dix�, summed, and then normalized by the number of rf sig-
nals used for the sum. This procedure produces a single rf
waveform for the whole array. This waveform, Uarray�tk�, can
be written as Uarray�tk�= �1 /N��ijUij�tk�, where Uij�tk� is the
focused �time-shifted� rf signal at the ijth position in the
array and N is the number of positions in the array used in
the sum. Dividing the sum by N normalizes all later analysis
to the area one of the array elements. For the 500 kHz data,
sampled rf signals within a radius of 28.575 mm �1.125 in.�
from the center of the pseudoarray were used in all subse-
quent analyses in order to simulate a 57.15 mm �2.25 in.�
diameter receiving transducer. For the 5 MHz data, rf signals
within a radius of 6.35 mm �0.25 in.� from the center were
used in all subsequent analyses in order to simulate a

12.7 mm �0.5 in.� diameter receiving transducer. Therefore,
N=16 029 for the 500 kHz data and N=12 645 for the
5 MHz data. After the signals were focused and phase sen-
sitively summed, a fast Fourier transformer �FFT� was per-
formed on Uarray�tk� to obtain the squared magnitude of the
frequency domain responses for the water and sample paths
used in the amplitude attenuation coefficient calculation in
Eq. �1�.

Phase insensitive analysis. Phase insensitive analysis
was performed by calculating the squared magnitude of the
frequency domain response obtained at each location in the
two-dimensional pseudoarray and then summing these power
spectra over the pseudoarray for the different aperture diam-
eters described below. The power spectrum recorded at each
array position is approximately what would be incident on a
small, finite area of a larger power detector, or acoustoelec-
tric receiver.27 The phase insensitive analysis performed in
this study did not include any of the focusing techniques
employed in the phase sensitive analysis because when a
function is delayed �or advanced� by an amount �tij, its Fou-
rier transform is multiplied by a factor e�i��tij.30 Because the
magnitude of the frequency domain response was calculated
at each location before summation, and the temporal shifts
were not of sufficient length to move the acquired temporally
localized rf signals outside of the digitized record, the phase
insensitive responses would not have been affected by tem-
poral focusing.

The resultant phase insensitive frequency domain
response of the array can then be written as

�Ũarray����2 =
1

N
�
ij

��FFT�Uij�tk����2. �2�

For the 500 kHz data, masks of two different sizes were
implemented in the phase insensitive data analysis to simu-
late two different diameter receiving apertures: 28.58 mm
�1.125 in.� and 57.15 mm �2.25 in.�. For the 5 MHz data,
masks of two sizes were implemented in the phase insensi-
tive data analysis to simulate two different diameter receiv-
ing apertures: 6.35 mm �0.25 in.�, and 12.7 mm �0.5 in.�.

Another method of phase insensitive summation of
acquired rf data would be to sum and average the magnitudes
of the rf signals at each array point and then square the
average, essentially moving the left parenthesis in Eq. �2� to
include the summation symbol; however, only the phase in-
sensitive technique described above was performed for this
study.

Nominally, phase insensitive analysis is not subject
to artifacts due to phase cancellation at the surface of the
receiver. The PVDF membrane hydrophone used is a phase
sensitive receiver; however, the active element is only
0.6 mm in diameter. The wavelengths �in water� for the
300–700 kHz data are approximately 5–2 mm, respectively,
and 0.5–0.2 mm for the 3–7 MHz data. Phase cancellation
should be minimal across the active element of this receiver
over both bandwidths studied.

2. Transverse plane analysis

In order to illustrate the potential sources of apparent
loss from both phase cancellation and interference for the
stepped-Lexan phantom, for each position in the pseudoarray
both the water-only reference path and the through sample
path were processed to provide the magnitude, in-phase, and
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in-quadrature components for the 500 kHz component of the
received signal. Resulting plots of the magnitude, in-phase,
and in-quadrature components over the transverse cross sec-
tion were analyzed by examining line profiles of each com-
ponent for that frequency. For purposes of illustration, only
the 500 kHz component is displayed in Figs. 4 and 5 because
the size of the step discontinuity in the Lexan sample was
specifically chosen to nominally cancel this particular fre-
quency. The source of this apparent loss should therefore be
made most clear at this frequency.

III. RESULTS

Figure 1 displays the apparent attenuation coefficient ob-
tained with phase sensitive planar, spherical, and correlation
focusing as a function of frequency for the data collected
over the stepped region of each plate. The anticipated large
phase cancellation artifact near band center observed with
planar focusing is somewhat reduced by spherical focusing,
and is significantly reduced with correlation focusing.

The results obtained with correlation focusing and those
obtained with phase insensitive processing are compared
with the results of measurements of the flat and parallel plate
obtained prior to machining the step in Fig. 2. Error bars are
too small to be seen and are not shown. For the relatively
large aperture employed �twice the transmitting transducer’s
aperture�, both phase insensitive detection and correlation
focusing with the maximum intensity through-sample signal
yield values for the apparent attenuation coefficient that are
quite comparable to the values obtained in a flat and parallel
specimen free from the phase aberration-inducing artifact.

Figure 3 displays data obtained by using a receiving
aperture equal to that of the transmitting transducer �that is,
one-half the diameter of that employed in Fig. 2�. In contrast
with the results shown in Fig. 2, neither phase insensitive
processing nor correlation focusing is capable of producing
results consistent with those obtained from the gold-standard
flat and parallel sample. As discussed in Sec. IV, these over-
estimates of the attenuation coefficient presumably occur as
a result of interference in the ultrasonic field that redistrib-
utes the energy in a fashion that cannot be overcome by
phase insensitive or correlation processing.

Figures 4 and 5 show the magnitude, in-phase, and in-
quadrature components of the transverse, receive-plane sig-
nals detected by the entire 57.6 mm by 57.6 mm �2.25 in. by
2.25 in.� area hydrophone scan for both the water path signal
and the through-sample path signal for the stepped Lexan
phantom at 500 kHz. The range of the color map for each
figure is different and scaled relative to the maximum ampli-
tude of the magnitude profile at 0 mm elevation. The maxi-
mum red and blue value for each figure is the negative maxi-
mum amplitude and positive maximum amplitude value
respectively. Line profiles taken across the receiver aperture
are denoted by the dashed line at 0 mm elevation for all plots
and shown below each magnitude, in-phase, and in-
quadrature component.

Losses due to phase cancellation arise from the summa-
tion over the aperture of positive and negative values in ei-
ther the in-phase or the in-quadrature components at a given
frequency. For phase sensitive detection, the in-phase and
in-quadrature components of the incident pressure field are
summed separately across the surface, yielding the overall
detected field. This instrumental effect is the source of phase
cancellation occurring at the surface of a phase sensitive re-
ceiver.

Losses due to interference occurring in the ultrasonic
field are attributed to local minima or maxima in the magni-
tude of the detect field. Regions of positive and negative
pressures occurring in the field at a specific spatial location
simultaneously will partially cancel, leaving a local pressure
field of lower magnitude, while regions of same-signed pres-
sures will additively contribute to the local magnitude of the
pressure field. This interference that occurs in the field re-
sults in an overall redistribution of the total energy and not a
loss in energy; any local region possessing a smaller than
average pressure field will always be compensated by an-
other region that contains a higher than average pressure
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FIG. 1. Phase sensitively processed data collected over stepped plastic
plates using three focusing algorithms: spherical, correlation, and planar.
The pseudoarray scanned a diameter twice that of the transmitting trans-
ducer used for each bandwidth. The data centered at 500 kHz are from a
Lexan sample, and the data centered at 5 MHz were collected from a Plexi-
glas sample.
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FIG. 2. Phase sensitively processed correlation data and phase insensitively
processed planar data collected through the stepped region of each plate.
The pseudo-array scanned a diameter twice that of the transmitting trans-
ducer used for each bandwidth. Data are plotted along with the results of
insonifying a flat and parallel Lexan �500 kHz� and Plexiglas �5 MHz�
sample.
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FIG. 3. Phase sensitively processed correlation data and phase insensitively
processed planar data collected through the stepped region of each plate for
a pseudo-array scanning a diameter equal to that used on transmit for each
bandwidth. Data are plotted along with the results of insonifying a flat and
parallel Lexan �500 kHz� and Plexiglas �5 MHz� sample.
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field. This can be clearly seen in the magnitude panel of Fig.
5. Again, for purposes of illustration, only the 500 kHz sig-
nal is displayed to depict the effects of interference and
phase cancellation occurring at the surface of the receiver.

Figure 6 shows the relative impact of aperture size on
phase insensitive measurements of the apparent attenuation
of the stepped-Lexan phantom compared with the measure-
ment of the true attenuation coefficient of flat-and-parallel
Lexan. The four apertures investigated for this figure were
0.6 mm �point-like�, 14.28 mm �0.5625 in.�, 28.58 mm
�1.125 in.�, and 57.15 mm �2.25 in.� to simulate four differ-
ent diameter receiving apertures. Although Figs. 1 and 6 are
qualitatively similar, the source of apparent loss is quite dif-
ferent. Figure 1 displays the results of phase sensitively sum-
ming rf data over a 2.25-in. aperture, while Fig. 6 shows the
results of phase insensitively summing rf signals over differ-
ent aperture sizes.

For the point-like aperture axially aligned with the trans-
mitter in Fig. 6 apparent losses are largely due to interference
effects because little phase cancellation can occur across the
face of this 0.6 mm �0.023 in.� aperture. This can be seen by
looking at the 0 mm elevational line profile of Fig. 5. The
amplitude measured at this center location �0 mm azimuth�

is very small. As the size of the aperture is increased, arti-
facts due to interference occurring in the field are reduced as
the local minima in the pressure field are countered by local
maxima in the pressure field. Therefore, artifacts due to
phase cancellation become increasingly dominant for the
larger aperture sizes, as more positive and negative �blue and
red� pressures are incident over the aperture, as seen in Fig.
5. Measuring the true attenuation coefficient of the Lexan is
only possible by scanning a sufficiently large cross-sectional
area to recover all of the redistributed ultrasonic energy in
conjunction with a phase insensitive detector to eliminate
phase cancellation errors. This same behavior was seen in the
5 MHz data for Plexiglas and is not shown.

IV. DISCUSSION

Studies of trabecular bone are complicated by the inho-
mogeneous structure and irregular shape. Differences in the
speed of sound between the solid structure and the marrow
�or water� result in significant aberration of the incident ul-
trasonic beam. Previous investigators have identified phase
cancellation at the receiving transducer as a source of artifact
in attenuation measurements such as BUA and have illus-

1.01.0

0.80.8

0.60.6

0.40.4

0.20.2

0.00.0

-20-20 00 2020 -20-20 0 2020

-1.0-1.0

-0.5-0.5

0.00.0

0.50.5

1.01.0

-20-20 0 2020

2
0

2
0

1
0

1
0

0
-1

0
-1

0
-2

0
-2

0
202010100-10-10-20-20 202010100-10-10-20-20

2
0

2
0

1
0

1
0

0
-1

0
-1

0
-2

0
-2

0

202010100-10-10-20-20

Magnitude In-Phase In-Quadrature

Azimuth (mm) Azimuth (mm)Azimuth (mm)
E
le

v
a

ti
o

n
(m

m
)

E
le

v
a

ti
o

n
(m

m
)

A
m

p
li
tu

d
e

(m
V

)

Azimuth (mm) Azimuth (mm) Azimuth (mm)

A
m

p
li
tu

d
e

(m
V

)

FIG. 4. Magnitude, in-phase, and in-quadrature compo-
nents of the 500 kHz component of the water reference
path. The three line profiles illustrate the symmetry in
the pressure field as a function of aperture coordinate
for an unaberated field.
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FIG. 5. Magnitude, in-phase, and in-quadrature compo-
nents of the 500 kHz component in the transverse plane
as a result of insonifying a stepped �Lexan� plate. Inter-
ference artifacts result from local minima and maxima
in the pressure field, while phase cancellation effects
result from local positive and negative pressures simul-
taneously incident on the receiver.
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trated the use of phase insensitive and alternative forms of
processing to reduce phase aberration effects.1–7,23–29 In stud-
ies of very complicated structures represented by bone, it
would be difficult to segregate effects arising from the irre-
versible loss of energy associated with phase cancellation at
the receiving transducer from those arising from lossless re-
distribution of energy in the ultrasonic field. The present
study was designed to permit the segregation of those effects
and to illustrate the influence of the size of the receiving
aperture on the interplay between these related but distinct
phenomena.

Results presented in Figs. 1 and 2 establish that for these
specimens phase insensitive detection and phase sensitive
correlation processing are capable of minimizing artifacts
arising from phase cancellation at the receiver, consistent
with results previously reported in studies of bone.1–7 The
data presented in Figs. 3 and 6, however, indicate that such
processing is not sufficient to obtain the true attenuation co-
efficient if the receiver aperture is not of sufficient size. The
presumption is that lossless redistribution arising from inter-
ference, and not phase cancellation at the receiver, is the
source of the overestimation of the attenuation coefficient
shown in Figs. 3 and 6. It is also interesting that for this
smaller aperture size �Fig. 3�, the slope of the measured ap-
parent attenuation coefficient �nBUA� at 5 MHz appears to
be underestimated, which counters the presumption that
phase cancellation artifacts result in overestimations of
nBUA, even though the attenuation coefficient at specific
frequencies is still overestimated.

The phase insensitively processed data are in slightly
better agreement with the flat and parallel data at 5 MHz
than at 500 kHz. This might be due to the difference in the
ratio of wavelength to aperture size at each center frequency.
The wavelength �in water� to aperture ratio is larger at
5 MHz than at 500 kHz for the two largest apertures used in
this experiment �12.7 and 57.15 mm�. To compare properly
the data at 5 MHz over the 12.7 mm aperture size, one
would need a 127 mm �5 in.� diameter receiving aperture for
the data centered at 500 kHz. It would be very difficult to
employ this large aperture in a clinical setting. Therefore, for

specific clinical or experimental investigations, a systematic
study may be required to determine the appropriate dimen-
sions for the receiving aperture.

V. SUMMARY

It has been shown that artifacts due to phase cancellation
at the surface of a phase sensitive single element receiver can
be minimized using pseudoarray data. The different focusing
techniques used in this study reduce substantially the over-
estimation of the apparent attenuation of both Lexan and
Plexiglas over two different bandwidths separated by a de-
cade in frequency. A phase sensitive correlation technique
yielded measurements comparable to those from a phase in-
sensitive receiver thus avoiding artifacts arising from the
processing of a multicomponent signal as if it were a single
component signal. Results presented indicate that even phase
insensitively processed data are subject to artifacts due to
interference occurring in the field if an insufficiently large
receiving aperture is chosen.
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APPENDIX: FOCUSING ALGORITHMS

Stored ultrasonic waveforms acquired by the two-
dimensional pseudoarray were processed using three focus-
ing techniques: planar focusing, spherical focusing, and cor-
relation focusing. Focusing of the array was achieved by
applying the appropriate time shift to the individually ac-
quired rf signals according to their position in the array and
type of focusing employed. For the ijth position in the array,
the acquired signal is represented by Uij�tk�, where tk is some
timing marker of the captured rf waveform. Then the focused

waveform,Ūij�tk�, can be written Ūij�tk�=Uij�tk+�tij�, where
�tij is the focusing time shift applied to the array element.

1. Planar focusing. For planar focusing of the two-
dimensional receiver array, a time shift of zero was applied
to each signal in the two-dimensional array, i.e., �tij =0. The
data approximately represent what a single-element, planar
transducer would measure in the field in place of the mem-
brane hydrophone.

2. Spherical focusing. Spherical focusing was achieved
by shifting the rf signals in the two-dimensional pseudoarray
by the appropriate time delays according to their positions in
the array and the desired focal distance. The time delays
were determined by subtracting the time-of-flight of an ultra-
sonic wave in water from each element in the array to the
focal point and the time-of-flight of an ultrasonic wave from
the center of the array to the focal point. For the data cen-
tered about 500 kHz, the focal point was 63.4 mm �2.5 in.�
from the center of the array, and for the data centered around
5 MHz, the focal distance was 38.1 mm �1.5 in.�. These fo-
cal distances correspond to the distances from the sample to
the center of the array in each experiment.

If the focal distance R represents the distance from
the center of the array to a point along a line perpendicular to
the plane of the array and r� is the distance between the
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center of the array and another point on the array, then the
distance between any position in the array and the focal point
is r=�r�2+R2. The difference in distance between any array
position and the focal point and the center array position and
the focal point is then �r=r−R=�r�2+R2−R. Thus, the time
shift �tij required to focus any ultrasonic wave on the array
to the specified focal point is then �tij =�r /cw= ��r�2+R2

−R� /cw, where cw is the speed of sound in water.
3. Correlation focusing. The correlation focusing

method employed to focus the two-dimensional pseudoarray
is based in part on techniques introduced previously by
others.31–33 The correlation time shift applied to the rf wave-
form at each array position in the pseudoarray was chosen by
maximizing the cross correlation between the waveform ac-
quired at a given array position and the waveform at a ref-
erence position, that of the position of maximum intensity.

The cross-correlation function, Cij�s� can be written
as

Cij�s� = �
tk=0

N−I

U��tk�Uij�tk + s� ,

where U��tk� is the time domain response at the reference
position, Uij�tk� is the response at the ijth position in the
array, tk is a time index corresponding to the sampled points
in the rf waveform, and s is the time shift of an integer
number of sample points applied to the waveform. The cor-
relation focusing time shift applied to the waveform recorded
in each array position, �tij, is then found by maximizing the
correlation function, Cij�s�.
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I. INTRODUCTION

Due to its clinical interest, several applied research dis-
ciplines have focused on the blood clotting process, a very
complex phenomenon. Recent studies1,2 have revealed an
important need to develop accurate and global standard in
vitro coagulation tests using whole blood samples. These
new tests should complement existing standard tests per-
formed with plasma samples. Due to the nature of acoustic
waves, ultrasound measurement techniques have the major
advantages of allowing the use of whole blood samples and
providing a description of the clotting process in terms of
mechanical properties.

In previous studies,3–5 our contribution was to propose
an in vitro high frequency ultrasound �beyond 20 MHz�
analysis of this complex process by the simultaneous mea-
surement of the longitudinal wave velocity in double-
transmission �DT� mode, and integrated backscatter coeffi-
cient �IBC� and effective scatterer size �ESS� in backscatter
�BS� mode. We demonstrated that simultaneous measure-
ment of such BS and DT parameters permitted the monitor-
ing of different stages of the blood clotting process, both in
terms of mechanical properties �blood gelation� and spatial
distribution of scattering structures red blood cells �RBC ag-
gregates�.

In this study, we focused on studying the attenuation
coefficient in order to provide additional information regard-
ing coagulation stages. Most measurements of the attenua-

tion coefficient have previously been performed using trans-
mission measurement methods. Studies of the evolution of
the attenuation coefficient in whole unclotting blood as a
function of the frequency, the hematocrit, and the amount of
plasma proteins have been reported in the literature.6–10

Shung et al.11 proposed an ultrasound technique capable of
measuring a coagulation time �thrombin time� for the human
blood coagulation process, based on the study of the scat-
tered field from coagulating blood. Other studies12,13 by the
same team were performed with 7.5 MHz ultrasound. They
simultaneously estimated the BS coefficient, acoustic veloc-
ity, and attenuation coefficient over 24 h after initiating co-
agulation, with 1 h time resolution. They found monotonic
variations in attenuation coefficient correlated with those in
other acoustic parameters. Other studies of the coagulation
process were performed with porcine whole blood over
50 min, including respectively those of Huang et al. and
Wang et al.,14,15 at 5 and 10 MHz. As a result, very few
studies have studied the evolution of the ultrasound attenua-
tion coefficient for frequencies beyond 20 MHz during
whole blood coagulation. Wavelengths were much greater
than structure size in blood at low frequencies, i.e., RBC
aggregates and consequently RBC, and this may have in-
duced differences in the kinetics of acoustic parameters.

However, Calor-Filho and Machado16,17 studied the
plasma coagulation process by measurement of the attenua-
tion coefficient at frequencies between 8 and 22 MHz. They
reported a slow decrease in attenuation of less than
0.2 dB /cm during the process. It appears that measurement
of the attenuation coefficient in clotting plasma provides less
information than in the case of clotting whole blood. More-a�Electronic mail: rachel.libgot@univ-tours.fr
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over, the isolated study of BS or DT parameters provided

only incomplete information and interpretation of variations

in these parameters was more difficult.
In another approach, Gennisson et al.18 studied the evo-

lution of velocity and attenuation of shear waves in porcine

clotting blood. They also measured kinetics of the elasticity

� and viscosity � of blood clots. They defined tB as the time

from which the state of coagulating blood changed from liq-
uid to solid.

In this study, we measured and analyzed the kinetics of

the attenuation coefficient, assessed by DT measurement, in

a frequency bandwidth from 10 to 30 MHz. This parameter
was compared to the acoustic velocity and to BS parameters

for clotting and nonclotting blood in order to identify specific

stages of the coagulation process. Assessment of the attenu-
ation coefficient allowed us to explore an intermediate stage

between the phase of RBC aggregation �during the first min-
utes of the process� and the phase of liquid/gel state transi-
tion that occurred up to 10 min after the start of the process.

Measurement of this parameter could provide valuable infor-
mation about fibrin polymerization and formation which are
crucial phases of the process.

II. MATERIALS AND METHODS

A. Transducer characteristics and measurement cell

The characteristics of transducers and the measurement
cell have already been reported in detail.4 We summarize the
main data below.

For DT measurements, we used a 30 MHz focused
transducer �PI 50-2 200171, Panametrics� with a broadband
�200 MHz� pulser/receiver �model 5900 PR, Panametrics�.
Each signal was digitized at 2 GHz with 8-bit resolution.

For BS measurements, we used a high frequency echo-
graphic device19 �Dermcup2020™� with a 20 MHz central
frequency oscillating single element transducer. This device
provided real time images of 5 mm�6 mm composed of
256 radio frequency �rf� lines sampled at 500 MHz.

The measurement cell was made from polymethyl-
methacrylate �PMMA extrudé, Weber Métaux et Plastiques,
France� material with a 4 ml blood chamber and placed in an
incubator regulated at 37 °C�0.1 �Memmert® model 200,
Schwabach, Germany� �Fig. 1�. Blood and water chambers
were separated by a thin layer of plastic �15 �m in the case
of BS measurement and a 1 mm layer of PMMA material in
the case of DT measurement�. To avoid liquid evaporation
and to maintain a constant temperature in the measurement
cell, a lid of molded silicon was placed over the cell during
measurements. Measurements were performed at midheight
of the blood chamber.

B. Ultrasound DT-mode parameters

Definition of acoustic parameters and their measurement
have already been described.3–5 We summarize the main
guidelines below.

1. Acoustic velocity

In DT mode, acoustic velocity Vb was estimated using a
classical pulse echo method �Eq. �1� and Fig. 2�,

Vb =
2Lb

t2 − t1
. �1�

FIG. 1. Photograph of the measurement cell.

FIG. 2. Experimental device �top view�.
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The ultrasound pulse was transmitted into the blood sample
through the water/blood division and reflected by the side of
the blood chamber. We then measured the time interval be-
tween ultrasound pulses reflected from the water/blood divi-
sion �t1� and the side of the blood chamber �t2� �Fig. 2�. As
the time t1 was constant �for a constant temperature�, varia-
tions in the difference between the two time intervals were
due to changes in velocity in the blood sample along the
propagation path �Lb�. Time delays were estimated using in-
tercorrelation and interpolation methods.20 Precision of ve-
locity measurement was estimated to 1 cm /s. Lb, the sepa-
rating distance between both sides of the blood chamber, was
initially determined by measuring the two arrival times �t1

and t2� in pure water at 37 °C. The ultrasound velocity in
pure water at 37 °C was fixed at 1524.29 m /s.21

2. Integrated attenuation coefficient

The attenuation coefficient ��f� was assessed using a
substitution method by comparing the power spectrum ob-
tained in blood with that obtained in a reference medium
placed in the measurement path �pure water at 37 °C in our
case�. Power spectra in blood and in the reference medium
were deduced from the echo signal of the left side of the
blood chamber �at t2�. The attenuation coefficient was de-
duced according to Eq. �2�,

��f� = −
1

2Lb
10 log� S�f�

Sref�f�
� , �2�

where S�f� was the power spectrum measured with the blood
sample, Sref was the power spectrum of the same reflector
obtained with pure water at 37 °C, and 2Lb was the length of
the acoustic path.

The integrated attenuation coefficient �IAC �dB/cm��
was calculated according to Eq. �3�,

IAC = �
fmin

fmax ��f�
fmin − fmax

df , �3�

where IAC was estimated in the 10–30 MHz frequency
range.

C. Ultrasound BS-mode parameters

For BS measurement, parameters were estimated in a
region of interest �ROI� with 800�296 pixels �i.e., 8 mm2�
positioned 100 �m after the 15 �m layers of plastic separat-
ing blood and water chambers. The focal depth of the probe
was positioned in the middle of the ROI. In order to reduce
the amount of data, BS parameters acquisition was decom-
posed in two successive times: the first time lasted 4 min
meanwhile each rf image was recorded every 5 s, and the
second time lasted from 4 to 120 min meanwhile each rf im-
age was recorded every 30 s. They were deduced from the
calculation of BS coefficient �b, as described by Insana et
al.,22 and attenuation and diffraction corrected.

The ROI was subdivided into ten windows, each win-
dow representing 160�296 pixels in which the signal was
assumed to be stationary, the windows overlapping by 50%.

Each parameter was averaged on the ten values estimated on
the ten windows. IBC and ESS were estimated in the
10–30 MHz frequency range.

1. IBC

The IBC �/sr/cm� was calculated according to Eq. �4�,

IBC = �
fmin

fmax �b�f ,z�
fmax − fmin

df . �4�

2. ESS

Effective scatterer size ��m� was determined from the
frequency dependence of the BS coefficient following the
method described by Insana,23 by using a Gaussian correla-
tion model.

D. Blood protocols

Blood samples were obtained from 14 healthy volun-
teers in compliance with the Ethics Committee of the Uni-
versity Hospital of Tours.

1. Clotting blood experiment

Sixty-four blood samples were collected in 3.5 ml
vacuum sodium citrate tubes �3.2%� previously heated to
37�0.1 °C in an incubator. Tubes with whole blood were
then kept at 37 °C for 30 min, and coagulation was initiated
by adding calcium chloride �100 �l at 0.5 M concentration�.
Blood was immediately transferred to the blood chamber of
the cell, just after stirring �Labquake® model 1419, Barn-
stead International, Dubuque, IA�, and acoustic measurement
began. All measurements were performed in static condi-
tions.

In vitro blood coagulation is a rapid phenomenon24 that
lasts between a few seconds and a few minutes, depending
on the blood protocol applied. It is well known that most of
the useful information about this phenomenon occurs before
clot retraction due to fibrin retraction, considered as the end
of the coagulation process. It was therefore necessary to
adapt the blood protocol to the observation duration of the
process. The advantage of choosing sodium citrate as antico-
agulant and calcium chloride to recalcify blood samples in-
stead of heparin and thrombin was to increase the duration of
coagulation and to be able to monitor BS parameters during
the first few minutes with sufficient time resolution.

2. Nonclotting blood experiment

Whole blood samples from healthy volunteers were also
collected in 3.5 ml citrated tubes under the same temperature
conditions as above. Blood samples were then transferred
from the citrated tubes to the measurement chamber and me-
chanically stirred �Labquake® model 1419, Barnstead Inter-
national, Dubuque, IA� just before acoustic measurements,
also performed at 37�0.1 °C.
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III. RESULTS

A. Comparison between variations in velocity and
IAC

In order to better analyze variations in the IAC param-
eter, we compared them with the variations in velocity.

1. Coagulation process

Figure 3 presents typical evolutions of the acoustic ve-
locity and IAC parameter during the blood clotting process
for two different volunteers.

We showed in previous studies3–5 that the variations in
acoustic velocity were linked to changes in state of the me-
dium and were represented by sigmoid shape curve charac-
terized by three stages. The first stage corresponded to a
plateau, the second stage corresponded to several 10 m /s
increase in velocity, and the third stage corresponded to an-
other plateau. The beginning of the second stage was noted t0

�Fig. 3�.

The main variations in IAC �Fig. 3� with good reproduc-
ibility occurred during the first minutes before t0 and took
place before the main variations in velocity. After t0, there
were noisy variations in IAC. These variations were not re-
producible and were presumably associated with clot move-
ments due to retraction. We therefore only explored the ki-
netics of IAC during the first minutes of the process until t
= t0.

Before t0, variations in IAC were typical: one increase
until a maximum value at time ta, and then one decrease until
t0. The amplitude of these variations was about a few dB/cm.

These variations suggest that IAC values could provide
complementary information regarding velocity, particularly
to describe the first minutes of the blood clotting process.

2. Comparison between clotting and nonclotting
blood

Figure 4 presents the typical evolution of the acoustic
velocity and IAC parameter for clotting and nonclotting
blood.

FIG. 3. Velocity and IAC parameters vs time �min� for volunteer 1 �dash-dotted line� and volunteer 2 �solid line� during the coagulation process with standard
deviations at ta.
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Variations in velocity were different between clotting
and nonclotting blood. For clotting blood, as seen above, the
mean amplitude of the variations in velocity was about sev-
eral 10 m /s, including one stage with strong variations and
two stages with no or very small variations of around a few
m/s. For nonclotting blood, the mean amplitude of the varia-
tions in velocity was less than 10 m /s, characterized by
regular increases.

Different tendencies of the variations in IAC were also
noted for clotting and nonclotting blood. Variations in IAC
were about 3.5 dB /cm for clotting blood, a maximum value
being reached before 20 min, and less than 0.5 dB /cm for
nonclotting blood, during 100 min of observation. A maxi-
mum value for IAC reached at time ta �Fig. 3� did not occur
in the case of nonclotting blood.

B. Comparison between BS and DT modes

In order to show the advantage of simultaneous mea-
surement, we compared the variations in every acoustic pa-
rameter obtained in DT and BS modes. Figure 5 shows two
typical examples of the variations in velocity, IAC, ESS, and
IBC, during blood coagulation for two different volunteers.

Four phases were identified, the first phase correspond-
ing to the increase in IBC and ESS up to a maximum value
of IBC, the second phase corresponding to where ESS and
IAC values increased to reach a maximum at the same in-
stant �t= ta� while IBC values decreased, the third phase cor-
responding to which ESS values were stable while IAC val-

ues decreased, and the fourth phase associated with a strong
variation in velocity. Beyond phase 4, all parameters were
almost stable.

C. Statistical study of acoustic parameters

1. Intra- and interindividual dispersions

In a previous study,4 we estimated dispersion of the ve-
locity parameter. We defined three criteria in order to char-
acterize this dispersion: I, the final increase in velocity after
120 min of observation, t0, corresponding to the time when
the velocity reached 5% of I, and the slope S estimated be-
tween the times when the velocity reached 10% and 80% of
I �Fig. 6�. We found that interindividual variations were two
times greater than intraindividual variations.

In this study, we estimated dispersions of the IAC pa-
rameter. The criterion ta was chosen as corresponding to the
time to reach a maximum IAC value �Fig. 7�.

All criterion values were obtained from fourteen volun-
teers �64 samples�. Table I presents criteria obtained from
IAC curves in terms of mean and standard deviation values.
These values showed that the relative standard deviation of ta

was 1.8 times greater for interindividual than for intraindi-
vidual variations.

In practical terms, standard deviations were computed
for intra- and interindividual variations respectively, as de-
scribed in Eq. �5�,

SDintra�X� = SDi,

SDinter�X� = SD�Xi� , �5�

where Xi and SDi are the mean and standard deviation of
criterion X �ta, for example� respectively, obtained for volun-
teer i �64 samples�.

2. Correlation between statistical criteria

We measured the correlation coefficient between the two
specific times ta and t0 �Fig. 8� and found no correlation
�r2=0.2 �p�0.001�� for 14 volunteers, corresponding to 64
blood samples.

IV. DISCUSSION

Hemostasis is a well known process composed of three
stages: primary hemostasis, coagulation, and fibrinolysis.
This is a complex chain reaction process involving proteins,
called coagulation factors, designed to form a plug, to clot,
and to stop bleeding from vascular injury24–26 when in vivo.
The biology of these factors has been studied for many years
by performing in vitro coagulation tests using plasma
samples. The use of high frequency ultrasound to character-
ize in vitro blood coagulation could provide information on
the mechanics of the process.

The following points emphasize a few comments and
some interpretations about the variations in every high fre-
quency acoustic parameter assessed simultaneously. First of
all, we compared parameters estimated from DT measure-
ment. Second, we confronted every acoustic parameter syn-
chronously measured. And then, we discussed the statistics
of these parameters.

FIG. 4. Velocity and IAC parameters vs time �min� for clotting and non-
clotting blood with standard deviations at ta.
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A. Comparison between variations in velocity and
IAC for clotting and nonclotting blood

In a previous study,4 we focused on acoustic velocity for
DT measurement. We concluded that this parameter provided

an indirect measurement of the liquid-gel transition phase, as
suggested by other authors,27 these variations being charac-
teristic of the transition phase in different media.28,29 By
comparison, it can be seen in Fig. 4 that the amplitudes of

FIG. 5. Comparative study of variations in acoustic parameters estimated in DT �two curves at the top� with standard deviations at ta and BS �two curves at
the bottom� modes during the blood clotting process for two volunteers ��a� and b��.
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the variations in velocity for nonclotting blood were small
and showed regular increase from 1580 to 1590 m /s, during
the 100 min of the experiment. No irreversible changes in
physical structure occurred in this case, and the only me-
chanical changes that likely influenced velocity arose from
the sedimentation of the RBC at the bottom of the measure-
ment cell.30

In the case of the IAC parameter �Fig. 4�, the kinetics
were also different between clotting and nonclotting blood.
The IAC parameter showed a maximum value at time ta, and
this characteristic time was measurable for clotting but not
for nonclotting blood. The amplitudes of the variations in
IAC for both media were also not comparable �3.5 dB /cm
for clotting blood versus 0.5 dB for nonclotting blood�. Be-
cause of its reproducible character, these results suggested
that these variations in IAC could be linked to specific trans-
formations of the medium during the coagulation process.

Moreover, variations in IAC obtained on plasma
samples by other researchers16,17 emphasized small and non-
comparable variations in IAC during the coagulation pro-
cess, for frequencies between 8 and 22 MHz. They reported

a slow monotonic decrease in attenuation during the coagu-
lation process which did not allow detection of a specific
moment of coagulation. These results showed that our
present results were specific to the whole blood clotting pro-
cess, in particular for the high frequency ultrasound attenua-
tion coefficient. These results emphasized the interest of us-
ing ultrasound at frequencies around 20 MHz �size structure
closer to the wavelength than in the case of plasma samples�
and could be an interesting way to emphasize the significant
role of RBC in the coagulation process,1,2 with whole blood
samples.

B. Comparison of all acoustic parameters during the
four phases of the coagulation process

During phase 1 �Fig. 5�, IBC and ESS increased simul-
taneously. Several investigations9,31–36 have already shown
that echogenicity increases whereas the shear rate decreases
during the very first minutes, and most reports associated this
buildup mainly with RBC aggregation.4

When we looked at these two parameters during phase
2, the variations were reversed: the simultaneous increase in
ESS values and decrease in IBC values could not have been
due only to the spatial arrangement of the RBC, but to bio-
chemical transformations of the plasma which changed the
acoustic contrast between the RBC and plasma. We therefore
associated these specific modifications with the beginning of
fibrin polymerization, i.e., the first steps of the transforma-
tion of soluble fibrin monomers into insoluble fibrin.37,38

Phase 3 was characterized by a decrease in IAC and IBC
parameters and stabilization of the ESS parameter. This led
to a few hypotheses. As RBC were no longer aggregating
and there was stabilization of the speckle of the rf image, we
suggest that the structural arrangement was then immobilized

TABLE I. Statistics of criterion for the intra- and interindividual dispersions
in IAC parameter.

ta

Mean
�min�

SD/mean �%�

Intra Inter

17 �18 �32

FIG. 6. Criteria of variations in velocity.

FIG. 7. Criterion of the variations in IAC. FIG. 8. Correlation between t0 and ta criteria.
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in the blood, both in terms of size of RBC aggregates and in
terms of the relative motion of these aggregates. This could
be related to results previously reported by Shung et al.11

where the time interval until the cessation of the fluctuations
in the received scattered signal �mode A� was associated with
the coagulation time �thrombin time�. Phase 3 could there-
fore be identified as another important stage in fibrin poly-
merization in view of the decrease in IAC and the stabiliza-
tion in size of the RBC aggregates and the speckle of the rf
image. Moreover, the decrease in IBC confirmed that this
polymerization could modify the acoustic contrast between
RBC and the surrounding medium. The hypotheses sug-
gested for phases 2 and 3 must be confirmed with further
experiments. In this context, the IAC parameter seemed to be
a key to describing some important stages in the coagulation
process.

Finally, variations in IAC during phase 4 were not rel-
evant and not reproducible, due to strong clot movements
during and after serum expulsion. Major variations in veloc-
ity showed typical transformations during a liquid/gel transi-
tion. The results described above seemed to show that this
transition could be initiated earlier �during phases 2 and 3�
by biochemical transformations of the plasma. The variations
in BS parameters during this phase have already been dis-
cussed in a previous study4 and were not reproducible due to
clot motion and inhomogeneity.

C. Statistics of DT parameters

We have previously4 reported that the relative standard
deviation of t0 was 1.5 times greater for interindividual than
for intraindividual variations. We presented here a new cri-
terion linked to the IAC parameter, i.e., time ta, which was
1.8 times greater for interindividual than for intraindividual
variations. It thus appeared that this criterion is potentially
able to discriminate between intra- and interindividual varia-
tions. These results suggest that they might be at least partly
linked to the intrinsic properties of blood coagulation. More-
over, the lack of correlation between criteria t0 and ta �Fig. 8�
suggested that they were not governed by the same phenom-
enon and thus would provide complementary information.

V. CONCLUSION

This study confirmed that high frequency acoustic analy-
sis simultaneously using BS and DT modes was a promising
approach to studying the whole blood clotting process. In
particular, the variations in IAC were associated with fibrin
polymerization and complemented the variations in velocity,
IBC, and ESS. The important role played by RBC in the
whole blood coagulation process was also emphasized by the
evolution of the IAC parameter. Moreover, the discriminat-
ing potential of the acoustic parameters was evaluated by
comparing intra- and interindividual variations in these pa-
rameters. Criteria linked to the intrinsic properties of the co-
agulability of blood were proposed to discriminate between
these variations. In conclusion, it appeared that this system
provided different specific times of the transformations in
blood during coagulation.
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Groups of spinner dolphins have been shown to cooperatively herd small prey. It was hypothesized
that the strong group coordination is maintained by acoustic communication, specifically by
frequency-modulated whistles. Observations of groups of spinner dolphins foraging at night within
a sound-scattering layer were made with a multibeam echosounder while the rates of dolphin sounds
were measured using four hydrophones at 6 m depth intervals. Whistles were only detected when
dolphins were not foraging and when animals were surfacing. Differences in click rates were found
between depths and between different foraging stages but were relatively low when observations
indicated that dolphins were actively feeding despite the consistency of these clicks with
echolocation signals. Highest click rates occurred within the scattering layer, during transitions
between foraging states. This suggests that clicks may be used directly or indirectly to cue group
movement during foraging, potentially by detecting other individuals’ positions in the group or
serving a direct communicative role which would be contrary to the existing assumption that
echolocation and communication are compartmentalized. Communicating via clicks would be
beneficial as the signal’s characteristics minimize the chance of eavesdropping by competing
dolphins and large fish. Our results are unable to support the established paradigm for dolphin
acoustic communication and suggest an alternate coordination mechanism in foraging spinner
dolphins. © 2009 Acoustical Society of America. �DOI: 10.1121/1.2967477�

PACS number�s�: 43.80.Ka, 43.30.Sf �JAS� Pages: 539–546

I. INTRODUCTION

Spinner dolphins, Stenella longirostris, are a pelagic
subtropical species that feed on small mesopelagic prey one
at a time �Cadenat and Doutre, 1959; Fitch and Brownell,
1968; Norris and Dohl, 1980; Perrin et al., 1999�. In Hawai-
ian waters, their prey migrate both vertically and horizontally
and are only accessible to foraging dolphins for a limited
amount of time during the night �Benoit-Bird and Au, 2003;
Benoit-Bird et al., 2001�. Yet, spinner dolphins, as mammals,
have relatively high energetic needs. Benoit-Bird �2004�
used simple models to predict foraging needs of spinner dol-
phins in Hawaii and found that to meet its basic energetic
needs, the average dolphin would need to consume 3–4 av-
erage sized prey/min during the time that the prey is shallow
enough for feeding. This work suggests that spinner dolphins
are limited by their feeding efficiency rather than by the
abundance of food so that the density of prey rather than its
total biomass determines feeding success �Benoit-Bird,
2004�. Spinner dolphins in Hawaii seem to deal with this
problem by actively aggregating their prey �Benoit-Bird and
Au, 2003; Benoit-Bird and Au, 2009� They do so in highly
stereotyped social behavior, foraging cooperatively at night
in groups of 16–28 �Benoit-Bird and Au, 2009�. Benoit-Bird
and Au �2009� showed that groups of spinner dolphins used
precise coordination in strict four-dimensional patterns to in-

crease prey density by up to 200 times using the prey’s own
avoidance behavior �Fig. 1�. Dolphins then took turns feed-
ing within the aggregation they created. As a result, each
dolphin had more access to prey than it would if feeding
individually, despite the costs of participating in the group,
meeting the criteria for cooperation.

The highly coordinated foraging behavior of spinner
dolphins leads us to ask how they facilitate these interac-
tions. Vision is of limited utility underwater where light is
attenuated rapidly and is probably particularly ineffective for
these nocturnally foraging animals. Sound, however, travels
well in the ocean and is important in mediating odontocete
social interactions �Tyack, 1999�. Delphinids produce sounds
that can be classified into two categories; �1� tonal
frequency-modulated whistles and �2� short broadband clicks
�Herman and Tavolga, 1980�. Whistles are used primarily in
social contexts �Herman and Tavolga, 1980� and may play a
key role in maintaining contact between individuals �Janik,
2000b�. Broadband clicks can be further broken down into
two groups based on both their acoustic characteristics and
their hypothesized functions. Clicks can be used by dolphins
to perceive their environment: to find prey, avoid obstacles
and predators, termed echolocation �Au, 1993�. Clicks used
for echolocation are typically temporally spaced to allow the
sound to travel to the object of interest, return to the dolphin,
and be processed �Au, 1993�. Clicks are also produced much
more quickly in trains termed “burst pulses” �Herman and
Tavolga, 1980� which are thought to play a role in social
interactions and are often observed in agonistic interactions
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�Caldwell and Caldwell, 1967; Dawson, 1991; Norris et al.,
1994�. Clicks may also produce in rapid trains in an echolo-
cation role. Termed “terminal buzzes,” these short interclick
interval pulsed signals are produced when a dolphin is within
a few body lengths of a target and are thought to provide
rapid information updates in the terminal phase of food cap-
ture �Madsen et al., 2005�. We hypothesize that foraging
spinner dolphins maintain social cohesion through acoustic
communication. We predict that the maintenance of group
contact will lead to the production of many whistles within
foraging groups and that echolocation clicks will be detected
most often when animals are attempting to capture prey.

The relationship between dolphin vocalizations and be-
havior is difficult to assess because most behavior and acous-
tic signaling by wild dolphins occur underwater. A variety of
approaches have been utilized to associate behavior with
acoustic signals in natural settings. For example, tags ca-
pable of recording acoustic signals along with dive depth and
orientation have elucidated much about beaked whale behav-
ior �see Madsen et al., 2005, for example�. Towed hydro-
phone arrays have been combined with observations of sur-
face behavior to observe spatial relationships between
animals and associated behaviors �Lammers et al., 2006�.
Acoustic recordings have been combined with underwater
video observations to associate specific sounds with behav-
iors �Herzing, 1996; Thomas et al., 2003�. Each of these
approaches has strengths and limitations. Tagging requires
that the animal be capable of carrying the instrument pack-
age and is relatively invasive. Both the video and surface
observation approaches require that animals be visually ob-
served. Because of the small size of spinner dolphins and the
limited success of previous tagging attempts in Hawaii �Nor-
ris et al., 1994�, tags are not currently a viable approach for
studying the use of sound by foraging spinner dolphins.
Their nocturnal habit and primarily underwater feeding make
any visual approach ineffective as well. We used new sonar
techniques to quantitatively track foraging dolphins and their
prey simultaneously �Benoit-Bird and Au, 2009� while re-

cording their acoustic signals at four different depths. Our
objective was to determine what sounds were being pro-
duced by foraging spinner dolphins and how these sounds
were associated with various stages in their foraging pattern.

II. METHODS

To measure the distribution of dolphins and their prey,
two sites along the leeward coast of Oahu were surveyed
with active sonar techniques. Surveys were conducted be-
tween 2100 and 0300 h local time during ten nights in May
and June of 2003. Sampling covered approximately 11 km
surrounding Makua Bay and 10 km surrounding Electric
Beach. All sampling was conducted on linear transects run-
ning parallel to the shoreline. These transects were located
between 1.0 and 2.2 km from the shoreline and a total of
186 km were surveyed.

Surveying alternated between a 200 kHz Kongsberg-
Simrad-Mesotech MS 2000 multibeam sonar and a Simrad
EK-60 echosounder at 200 kHz. The instruments were se-
lected because 200 kHz is outside the hearing range of this
genus of dolphin and thus is likely to have the least impact
�Kastelein et al., 2003�. The multibeam sonar provided three-
dimensional information on the distribution of dolphins and
their prey while the vessel was moving. The head of the
multibeam sonar was mounted off the starboard side of the
vessel, approximately 0.5 m below the water’s surface, at a
45° angle to the right of the direction of travel and 30° up
from the vertical plane perpendicular to the bottom rather
than looking directly downward from the vessel. This per-
mitted us to observe animals from the side, rather than hav-
ing to drive directly over them, which, based on previous
experience, limits the potential impacts of the survey on the
dolphins. The multibeam system used a 150 �s long outgo-
ing pulse transmitted at a rate of 5.6 /s with a source level of
215 dB re 1 �Pa. The system had a resolution of 0.22 m in
the direction 30° from vertical resulting in a true depth res-
olution of 0.19 m. The system had 120, 1.5° �20° beams
that overlapped by 0.25° in the narrower, nearly across-track
direction, providing an angular coverage 120° with a 1° res-
olution in this direction. Data were taken using the external
imaging transducer of the sonar, thus forming a Mills Cross
to provide the greatest spatial resolution, giving a received
beam width of 1.5° in the direction 45° from along track. The
sonar system was set to cover a range of 65 m. In the geom-
etry used, the instrument thus had a maximum range of
37.5 m from the vessel, giving a swath width of 113 m at the
furthest point in its range and a depth range of 50 m. Further
technical details about the sonar can be found in Cochrane et
al. �2003�. As in Benoit-Bird and Au �2009�, the multibeam
echosounder system was calibrated using a reference sphere
following the protocol established by Foote et al. �2005�.

Data from the multibeam were displayed in real time
using the system’s native software. The prey were suffi-
ciently dense to be measured as volume scattering rather than
as individual targets �Benoit-Bird and Au, 2009� while the
dolphins were detected as single targets. The scattering char-
acteristics of prey in terms of individual target strength can
be found in Benoit-Bird and Au �2001� and in terms of vol-

FIG. 1. Reprinted from Benoit-Bird and Au �2009� showing the four phases
observed during spinner dolphin foraging from the top and side views. For
the top view, scattering was integrated through the entire water column for
each m2. For the side view, scattering was integrated for the 20 m immedi-
ately in front of the dolphin group. The relative scattering intensity of prey
is indicated by grayscale. Prey density can be related to the scattering in-
tensity with each 3 dB increase in scattering representing a doubling of prey
density. The positions of the air passage echoes from dolphins are shown as
dots. In the side view, the dolphins behind the integration plane are shown a
darker shade.
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ume scattering in several other papers �Benoit-Bird and Au,
2006; Benoit-Bird and Au, 2009; Benoit-Bird et al., 2001�.
Previous active sonar studies have found that spinner dol-
phins have a unique set of scattering characteristics that al-
low them to be separated from other animals in the environ-
ment �Benoit-Bird and Au, 2003�. The scattering strength of
dolphins is much higher than that of their prey because of the
difference in size between them ��2 m versus �10 cm� and
the air-filled lungs and sinus cavities of the dolphins. This
permitted dolphins to be detected in real time with the multi-
beam sonar. A total of 323 groups of dolphins were detected
with the multibeam sonar. During some of these real-time
detections, movement of the vessel was stopped with the
dolphins within range of the multibeam and a series of hy-
drophones was used to record sounds produced by dolphins.
Four BM8263 wideband omnidirectional hydrophones
�Biomon, Santa Barbara, CA�, each consisting of a 1.3 cm
diameter PST spherical element with a sensitivity of
−155 dB re 1V /�PA, were deployed at 6.4 m depth inter-
vals. The first hydrophone was deployed at a depth of 17 m
if the top of the layer was at least 15 m deep or 3 m if the
layer was close to the surface. The signals were low pass
filtered at 50 kHz before recordings from each of the four
hydrophones were made using a Measurement Computing
PCI-DAS4020/12 analog to digital converter capable of si-
multaneous sampling on four channels. This board was op-
erated using custom LABVIEW 6I software and a transportable
computer. Each channel was sampled simultaneously for
34 s at a rate of 125 000 samples /s. This provided a Nyquist
frequency of 64.5 kHz, precluding full spectral analysis of
signals but not affecting temporal identification of clicks.
Data collection alternated between recording from the hydro-
phones and the multibeam. The multibeam sonar collected
for approximately 20 s of data between each of the hydro-
phone recordings. These combined hydrophone and multi-
beam sonar recordings were made from 56 groups of dol-
phins with each session lasting between 2 and 16 min
�mean=7 min�.

A. Multibeam sonar analysis

Details of data analysis can be found in Benoit-Bird and
Au �2009�. Briefly, raw data from the multibeam sonar were
saved to hard disk, beam formed, and the amplitude and
range of echoes in each beam were extracted using a MATLAB

program. The range versus azimuth data were transformed
into a rectangular coordinate system where one axis is along
the direction of travel, the second is across the direction of
travel, and the third is depth. To obtain three-dimensional
information, six successive sonar returns, or about 1 s of
data, were combined. All position data were corrected using
coupled differential global positioning system �GPS� to
eliminate the movement of the vessel. GPS readings were
taken with each sonar signal, at a rate of 5.6 /s. Using this
transformed, averaged, and position corrected data, isoscat-
tering surfaces could then be identified.

Dolphins were identified from the data based on their
unique set of acoustic scattering characteristics �Benoit-Bird
and Au, 2003�, most notably, a very strong echo that is

caused by their air filled lungs �Au, 1996� and possibly their
nasal passages that is surrounded by remarkably low-
amplitude echoes presumably by their blubber which is
nearly impedance matched to seawater. Echoes from spinner
dolphins identified during daylight surfacings were taken
nearly simultaneously with a calibrated 200 kHz echo-
sounder �Simrad EK60� and the SM2000. Echoes from spin-
ner dolphins SM2000 had values between −25.9 and −28.2
while the values measured with the EK60 were within
0.3 dB of −27.1 dB. The SM2000 echoes showed more vari-
ance in their amplitude, likely because of the increase in the
variability in insonified angle relative to the narrow beam
EK60. In both systems, the presumptive lung echo provided
an extremely high target strength within this field of �
−27 dB echoes. The length of animals measured with the
multibeam was consistent with the size for adult spinner dol-
phins in Hawaiian waters. For analysis of dolphin position,
the single strongest echo from each animal, likely its lungs,
was utilized, creating a standardized method of locating the
animal in space and measuring distance between animals.

The sonar system has a resolution of 1.5° in the azimuth
and range direction and 9.6 cm in the range direction. To
increase the resolution of measurement of animal spacing,
information from six successive pings was used to calculate
interanimal distances. Changes in spacing in this 1 s time
period were assumed to be negligible. The movement of the
sonar relative to the animals during this time, however, de-
creased the minimum interspacing distance that could be
measured in all dimensions to approximately 10 cm.

Benoit-Bird and Au �2009� categorized the foraging be-
havior of these animals using the multibeam sonar into four
distinct stages, summarized briefly here �Fig. 1, reprinted
from Benoit-Bird and Au �2009��. First, 8–14 pairs of dol-
phins swam in a widely space line in which they search for
an existing patch within the prey field. Second, dolphins re-
duced their interpair spacing, a stage termed “tight line,” and
began to undulate their swimming path up and down. During
this phase of foraging, the density of prey began to increase
as the prey avoided the dolphins and piled up on itself as
snow in front of a plow. During the third phase of foraging,
dolphins formed a circle around the increased density prey
patch which distributed the prey more evenly over the circle.
Finally, individual pairs of dolphins moved inside the circle
to actively feed on the most dense regions of the patch while
other animals continued to maintain the patch by swimming
around it. Two pairs of dolphins moved into the circle at the
same time, from opposite sides of the circle for about 10 s of
feeding before taking their place at the circle’s edge and
allowing the pairs behind them into the circle. Each pair of
dolphins got an average of 45 s inside the region of most
dense prey in each approximately 5 min foraging bout.

We used these categories to characterize the observed
dolphins’ foraging stage observed with multibeam data taken
immediately before and after each recording. If the stage
before and after the recording was the same, the recording
was labeled using that stage. If, however, the stage changed
during the recording, the recording was labeled as the tran-
sition between the stages.
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B. Dolphin signal analysis

The waveforms and spectra from each hydrophone of
34 s recordings from 56 recording sessions were displayed
using COOL EDIT software. Echolocation clicks and whistles
were confirmed aurally and counted from the spectra. Any
signal detected on more than one hydrophone was attributed
to the hydrophone that received the highest amplitude
whistle. Clicks were only rarely detected on more than one
hydrophone and the number of whistles detected was low so
no localizations were attempted.

Univariate analyses of variance �ANOVAs� were used to
test the effects of the depth of the hydrophones, the position
of hydrophones relative to the scattering layer, sampling day,
sampling hour, the number of dolphins, and the foraging
state of the dolphins on click and whistle rates �Tables I and
II�. Dunnett’s C post hoc tests with Bonferonni corrections
for multiple comparisons were used to test the effects of the
position of hydrophones relative to the scattering layer on
measured echolocation rates. Dunnett’s C post hoc tests with
Bonferonni corrections for multiple comparisons were con-
ducted to test differences between foraging states using only
the data from hydrophones within the scattering layer.

III. RESULTS

Direct testing of potential effects of the vessel and the
sonars was not possible. Indications of changes in dolphin
behavior—e.g., increases in audible surfacing rate, bowrid-
ing, playing at the surface, and swimming around the boat—
were noticed during a few times when the vessel was moving
unpredictably for reasons unassociated with sampling. How-
ever, these types of behaviors were not detected during nor-

mal transect sampling, suggesting limited effects of the ves-
sel or the instruments on the dolphins during sampling.

Univariate ANOVAs were used to test the effects of the
depth of the hydrophones, the position of hydrophones rela-
tive to the scattering layer, sampling day, sampling hour, the
number of dolphins, and the foraging state of the dolphins on
click and whistle rates �Tables I and II�. For both clicks and
whistles, there was a significant difference in their detected
rate as a function of foraging stage. Note that there is no
significant effect of the depth of the hydrophones on either
click or whistle rate but there is a significant effect of the
position of the hydrophones relative to the scattering layer on
the rate of detected clicks.

Dunnett’s C post hoc tests with Bonferonni corrections
for multiple comparisons were used to test the effects of the
position of hydrophones relative to the scattering layer on
measured echolocation rates �Fig. 2�. Echolocation rates
measured by hydrophones within the scattering layer were
significantly higher than the rates measured by hydrophones
above and below the layer. No significant differences in
echolocation rates were observed between hydrophones
above and below the scattering layer �Fig. 3�.

Dunnett’s C post hoc tests with Bonferonni corrections
for multiple comparisons were conducted to test differences

TABLE I. Univariate analysis of variance for dolphin click rate �clicks /hydrophone /30 s�.

Source SS df MS F p

Foraging stage 1 211 232 8 15 140
4

150.7
7

�0.001

Time 1 253 5 251 0.25 0.94
Date 6 800 8 850 0.85 0.56
Depth 10 338 7 1477 1.47 0.17
Hydrophone position 819 930 2 40 996

5
408.2

4
�0.001

Number of dolphins 10 030 6 1 672 1.66 0.13
Error 1 901 000 1893 1 004
Total 7 117 561 1972

TABLE II. Univariate analysis of variance for dolphin whistle rate
�whistles /hydrophone /30 s�.

Source SS df MS F p

Foraging stage 37.53 8 4.7 138.02 �0.001
Time 0.01 5 0.0 0.04 0.99
Date 0.04 8 0.0 0.14 0.99
Depth 0.50 7 0.1 2.10 0.04
Hydrophone position 0.16 2 0.1 2.35 0.10
Number of dolphins 2.05 6 0.3 10.07 �0.001
Error 64.34 1 893 0.0
Total 117.00 1 972

FIG. 2. A sample echogram showing the scattering layer over approximately
2 min while dolphins were circling. Local time was 22:18 h. The depths of
deployed hydrophones are shown. Only the two lower hydrophones were
within the scattering layer. Waveforms recorded from each of the four hy-
drophones are shown. The high amplitude pulses from the two deeper hy-
drophones are consistent with clicks from spinner dolphins.
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in click and whistle detections between foraging states using
only the data from hydrophones within the scattering layer.
Results are shown in Figs. 4 and 5.

The interval between clicks in series was measured to
determine if clicks were consistent with echolocation or
burst pulses and terminal buzzes. Because we were unable to
record long click trains, the interclick interval was only mea-
sured when at least one other interval was observable before
and after it. These beginning and end intervals were dis-
carded. A histogram of the measured intervals is shown in
Fig. 6.

The potential relationship between the spacing of cir-
cling dolphins and the spacing of clicks recorded during our
observations was examined. The amount of time between
pairs of dolphins passing a stationary point was compared
with the time between recorded groups or bursts of clicks.
Note that the term “click train” is not used here because we
cannot be certain that entire trains were indeed recorded. The
center of each recorded click series was used in this measure-
ment �Fig. 7�. The relationship between the spacing of dol-
phins and the spacing of clicks was linear with a slope of

approximately 1 �interval between click bursts=1.09 interval
between dolphin pairs—0.19; R2=0.56; F test of slope p
�0.01�.

IV. DISCUSSION

As detailed in Benoit-Bird and Au �2009�, the observed
behavior of spinner dolphins is highly suggestive of forag-
ing. The highly coordinated behavior of spinner dolphins
during presumptive foraging suggests that there must be
some method of synchronizing the activity of these coopera-
tive groups. Animals were observed to transition from one
distinct behavior to another nearly simultaneously with ani-
mals spread out over a distance of about 40 m. Vision is
unlikely to be effective at these ranges underwater, especially
at night. Based on previous studies of dolphin behavior, we
propose that spinner dolphin acoustic methods of maintain-
ing group cohesion while foraging. We hypothesized that
whistles, shown to play a role in maintaining contact over
these distances �Lammers et al. 2006�, would be the primary
type of acoustic signal used.

However, we recorded very few whistles and none when
animals were engaged in behaviors identified with foraging.

FIG. 3. Mean click rate recorded as a function of hydrophone position. Data
that were statistically indistinguishable from each other but statistically dis-
tinct from other categories in the analysis are designated by lowercase letters
�p�0.05�.

FIG. 4. Click rate as a function of foraging stage. Error bars represent the
95% confidence interval about the mean. Data that were statistically indis-
tinguishable from each other but statistically distinct from other categories
in the analysis are designated by lowercase letters �p�0.05�.

FIG. 5. Whistle rate as a function of foraging stage. Error bars represent the
95% confidence interval about the mean. Data that were statistically indis-
tinguishable from each other but statistically distinct from other categories
in the analysis are designated by lowercase letters �p�0.05�.

FIG. 6. Histogram of all measured interclick intervals. More than 95% of
the clicks are at least 10 ms apart, indicated by the dashed line, consistent
with echolocation signals rather than burst pulses.
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This result is not likely an artifact of measurement technique
or signal propagation. Spinner dolphin whistles are relatively
low in frequency, tens of kilohertz �Bazua-Duran and Au,
2002�, and are attenuated relatively slowly in seawater.
While whistles have mixed directionality �Lammers and Au,
2003�, they are omnidirectional at their lower frequencies
which were well within our recording bandwidth. All of this
suggests that if whistles were being produced by the ob-
served groups, they would have been detected. The hypoth-
esis that whistles are used for group coordination cannot be
supported. However, this does not rule out acoustic signaling
as a means of maintaining the behavior.

Click signals from spinner dolphins were recorded.
Clicks in rapid repetition rate “burst pulsed” click trains have
been observed to have a communicative function �Herman
and Tavolga, 1980�. These clicks are distinctive from clicks
typically observed in echolocating animals in that their inter-
click interval is extremely short. Lammers et al. �2003�
found that burst pulsed clicks in spinner dolphins typically
had an interval less than 10 ms. Less than 2% of the clicks
recorded had an interclick interval less than this threshold,
suggesting that burst pulses are not a large component of
signaling in these foraging groups. These results also suggest
that terminal buzzes found which have been observed in
other species of dolphins while feeding were either not pro-
duced or not recorded.

More than 98% of the clicks were consistent with
echolocation based on their interclick interval. We hypoth-
esized that echolocation would be used primarily to target
individual prey before capture as spinner dolphins feed on
prey one at a time. This would suggest that clicks should be
identified most often when animals were inside the circle and
actively feeding �Benoit-Bird and Au, 2009�. However, the
number of clicks detected when animals were inside the
circle was amongst the lowest measured. In addition, inter-
click interval showed modes at 55, 80, and 100 ms. Given an
approximately 20 ms processing lag time associated with
echolocation clicks �Au, 1993�, this suggests a two-way tran-
sit time equivalent to targets at approximately 26, 45, and
60 m, respectively. If these are indeed echolocation clicks,
they are more consistent with animals echolocating off fea-

tures at the opposite side of the circle of dolphins �and the
patch of prey� than with targets at close range that they are
attempting to capture.

Further examination of the timing of click detection sug-
gests another use for the detected clicks. Clicks were not
produced most often within the discreet foraging stages but
rather during the transitions between stages when animals
were changing formation. A large number of clicks were de-
tected when animals were moving from the wide line to the
tight line and then again when the tight line began to form a
circle. This suggests that clicks may be important in coordi-
nating the group. Dolphins may be using clicks to gain in-
formation about the prey field at these critical decision
points. Perhaps a threshold rule of prey density or distribu-
tion is employed for changing foraging stages and the ani-
mals are collectively testing for this threshold. They may
also be using echolocation to track the changing positions of
other members of the group which could be supported by the
relatively long target ranges indicated by the measured inter-
click intervals. Another possibility is that the clicks them-
selves are being used to transfer information between indi-
viduals, serving as a form of communication rather than a
sense. Information could be contained in any number of sig-
nal parameters of clicks including their temporal spacing that
could serve to direct the movements of the group. Social
communication via echolocationlike clicks has been sug-
gested in cetaceans that do not produce whistles �Amundin,
1991; Dawson and Thorpe, 1990; Dawson, 1991� and in
sperm whales �Watkins, 1980� supporting the hypothesis that
these click signals that evolved for one purpose could be
developed for others �Tyack, 1997�.

The two possibilities raised here for the use of clicks in
foraging spinner dolphins are difficult to test. While we were
able to record clicks, we were unable to record single clicks
on multiple hydrophones which would have allowed us to
localize the signal to its production site and perhaps correlate
that with the multibeam sonar observations to identify the
individual signaler. This suggests that we likely missed many
of the clicks produced. Dolphin clicks are high in frequency,
typically with a peak frequency over 100 kHz, and thus at-
tenuate rather quickly in water. In addition, clicks are highly
directional with a half power �3 dB� beam angle of about 10°
�Au, 1993�, meaning that clicks are difficult to detect unless
the receiver is within this narrow transmission cone. Further
evidence of this can be seen in the depth at which clicks were
recorded. Clicks were only recorded when the hydrophones
were within the scattering layer which was also the depth
range at which dolphins were present, suggesting we were
only collecting clicks from animals close to the depth of each
hydrophone. In addition, we were likely only recording
clicks from animals directing their beam at the hydrophone.
This is evidenced by the data shown in Fig. 7 relating the
time interval between pairs of dolphins swimming in a circle
past a fixed point and the interval between successive bursts
of clicks. Individual pairs of dolphins within a foraging
circle were probably each clicking in a directly relative to
their position in the circle so as one pair passed, the hydro-

FIG. 7. The relationship between the interval between dolphin pairs swim-
ming in a circle and the interval between detected click bursts. The relation-
ship is linear with a slope of approximately 1.
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phone near that depth would be within the beams of those
animals for a short period of time related to their distance
and swimming speed.

After passing out of those individuals’ beams, another
pair slightly deeper in depth would pass similarly, providing
a regular pattern to the collection of clicks as observed. De-
spite these difficulties in detecting clicks, the observed dif-
ferences in click rate between different foraging stages likely
represent important differences in how clicks are being used
with these different behaviors, either through changes in
click production rate or other changes such as sweeping of
clicks over a wider area that might be detected as rate
changes.

The potential use of clicks directly for communication
has not been investigated. Most studies in dolphin echoloca-
tion have taken place under carefully controlled conditions
with captive animals and artificial targets. We know very
little about how wild dolphins use echolocation to solve tasks
such as avoiding obstacles or detecting, selecting, and cap-
turing prey �Tyack, 1999�. Relatively recent field observa-
tions using arrays �e.g., Lammers et al., 2006� and acoustic
recording tags �e.g., Madsen et al., 2005� are beginning to
change this. However, concurrent observations of underwater
behavior and acoustics of dolphins and prey behavior remain
limited. The idea that dolphins could use existing signals for
multiple purposes should not be surprising. Clicks have sig-
nificant advantages for communication over whistles as
pointed out specifically for burst pulsed signals by Lammers
et al. �2006�. For the same reasons that we had a difficult
time detecting clicks, so would other animals in the habitat.
Communication with clicks that have a relatively short active
space, or radius of effective communication, of a few hun-
dreds of meters at most �Au, 1993� and can be directed to-
ward a recipient seems highly advantageous over using
whistles which have a potential active space of a few tens of
kilometers �Janik, 2000a� and cannot be focused when relay-
ing information about a highly valuable resource. The ani-
mals in this group may keep noncooperative individuals
from finding the highly dense prey patch they created by
reducing eavesdropping. The mesopelagic prey layer that
spinner dolphins feed upon is also an important food re-
source for a variety of fish including snappers �Haight et al.,
1993�, tunas �He et al., 1997�, and billfish �Skillman, 1998�.
Most fish do not hear well at the high frequencies in dolphin
clicks though they can likely hear the low-frequency compo-
nents of whistles �Popper and Fay, 1999�. Competing preda-
tory fish would have even more difficulty than conspecifics
using eavesdropping on a cooperating group of dolphins
communicating via clicks, limiting the potential for the dol-
phins to lose the dense patch of prey they created. No infor-
mation is available on the hearing of myctophid fishes, the
primary prey found in these dense patches. However, most
fish can only hear at frequencies up to a few kilohertz so it is
possible that the use of high-frequency communication sig-
nals could limit the ability of the prey to detect the dolphins
as well.

Group coordination of spinner dolphins during foraging
may be maintained by other sensory modalities that cannot
be examined in these data. For example, the prey of spinner

dolphins is bioluminescent with photophores that emit light
when they are disturbed. Perhaps dolphins create a “wake of
light” as they swim through the layer of prey. Dolphin-
stimulated bioluminescence has been observed in biolumi-
nescent zooplankton �Rohr et al., 1998�; however, there is no
evidence available for the induction of bioluminescence by
predators for the animals that serve as dolphin prey. Perhaps
a combination of sensory stimuli play a role in both the
decision making processes involved in prey herding and the
communication, either intentional or as a by-product of other
behavior, that occurs between individuals to maintain group
coordination.

Our results suggest that while the acoustic signals that
have been shown in other studies to serve a communicative
role were noticeably absent, clicks consistent with echoloca-
tion were correlated with changes in coordinated groups of
foraging spinner dolphins. These data cannot separate the use
of these click signals for sensing of the prey field, leading to
a decision of all individuals to exhibit a behavior from the
direct use of the signals for communication. However, the
extremely rapid and tightly synchronized movements ob-
served among up to 28 individuals suggest that the mecha-
nism is highly efficient. The changes in prey density ob-
served were graded and varied over space which would make
synchronized decision making via a threshold difficult. Some
form of communication would seem necessary to coordinate
the group unless the behavior is so highly stereotyped that no
variability in the prey field is considered once the herding
behavior begins and all individuals simply fulfill their ex-
pected roll. This is not supported by the variability in the
timing between transitions in the greater data set presented in
Benoit-Bird and Au �2009� Communication might be limited
to a few simple cues at transitions, similar to a coach’s com-
mand for a new play in a football game. All players �ani-
mals� would know what to do based on a single short com-
mand. This communication method would suggest that
animals play a consistent part in the foraging from one bout
to another and that groups are maintained over some time
period longer than a single, 5 min foraging bout. Data are
not available to evaluate these predictions. Whatever the
mechanism by which clicks are involved in group coordina-
tion, the results highlight the potential flexibility of delphinid
acoustic signals, contrary to the existing assumption that
echolocation and communication are separate and compart-
mentalized �Tyack, 1997�. Our results are unable to support
the established paradigm for dolphin acoustic communica-
tion and suggest an alternate communication mechanism for
foraging spinner dolphins.
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The detection performance regarding stationary acoustic monitoring of Yangtze finless porpoises
Neophocaena phocaenoides asiaeorientalis was compared to visual observations. Three stereo
acoustic data loggers �A-tag� were placed at different locations near the confluence of Poyang Lake
and the Yangtze River, China. The presence and number of porpoises were determined acoustically
and visually during each 1-min time bin. On average, porpoises were acoustically detected
81.7�9.7% of the entire effective observation time, while the presence of animals was confirmed
visually 12.7�11.0% of the entire time. Acoustic monitoring indicated areas of high and low
porpoise densities that were consistent with visual observations. The direction of porpoise
movement was monitored using stereo beams, which agreed with visual observations at all
monitoring locations. Acoustic and visual methods could determine group sizes up to five and ten
individuals, respectively. While the acoustic monitoring method had the advantage of high detection
probability, it tended to underestimate group size due to the limited resolution of sound source
bearing angles. The stationary acoustic monitoring method proved to be a practical and useful
alternative to visual observations, especially in areas of low porpoise density for long-term
monitoring. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3021302�

PACS number�s�: 43.80.Ka, 43.80.Jz, 43.66.Hg �WWA� Pages: 547–553

I. INTRODUCTION

Visual observation of surfaced cetaceans is well estab-
lished and has been applied widely to species ranging from
small odontocetes to large baleen whales. However, data
gathered using visual surveys are limited to daytime since
this is the only time visual observation is possible. Weather
conditions such as fog and glare also have considerable ef-
fects on the visibility of animals. Patient long-term visual
observation can be very costly, particularly under the very
low-density conditions of endangered species.

The Yangtze finless porpoise �Neophocaena phocae-
noides asiaeorientalis�, a freshwater porpoise subspecies
unique to the Yangtze River in China, is a typical example.
In the early 1990s, the population size was estimated at ap-
proximately 2700 individuals �Zhang et al., 1993�. By 2006,
estimates had decreased to as low as 1800 over the por-
poise’s entire distribution range �Zhao et al., 2008�. Recent
genetic studies have confirmed that populations of the
Yangtze finless porpoise are scattered throughout the habitat
area �Zheng et al., 2005�, so monitoring them requires a
great deal of effort. In addition, the Yangtze finless porpoise

is one of the most difficult species to observe visually due to
the turbid river’s low visibility �less than 1 m� and the por-
poise’s lack of dorsal fin and rostrum.

Use of acoustic monitoring can avoid some major diffi-
culties related to visual observation. Researchers have re-
cently applied stationary acoustic monitoring methods to ob-
serve many species of aquatic mammals in various water
systems. These methods are considered to be suitable for
long-term automatic monitoring. The underwater sounds pro-
duced by aquatic animals can be used to monitor various
characteristics of a species, including presence, behavior, and
distribution �Nishimura and Conlon, 1994; Janik, 2000; Janik
et al., 2000; van Parijs et al., 2002; Au and Benoit-Bird,
2003; Ichikawa et al., 2006; Tsutsumi et al., 2006�. For ex-
ample, researchers have used the T-POD �a passive acoustic
porpoise or dolphin detector system� to monitor harbor por-
poises and bottlenose dolphins �Thomsen et al., 2005;
Philpott et al., 2007�. The T-POD system can detect the pres-
ence and sensing effort of echolocating animals, indicated by
the detection rate of clicks per hour or day �Thomsen et al.,
2005; Verfuß et al., 2007�, the number of minutes containing
clicks �Carstensen et al., 2006�, the click characteristics of
animals �Philpott et al., 2007�, and the length of interclick
intervals �Leeney et al., 2007�. However, unlike visual ob-
servation, the T-POD system is not suitable for counting the

a�Electronic mail: sk0130@bre.soc.i.kyoto-u.ac.jp
b�Electronic mail: wangk@ihb.ac.cn

J. Acoust. Soc. Am. 125 �1�, January 2009 © 2009 Acoustical Society of America 5470001-4966/2009/125�1�/547/7/$25.00



specific number of animals because it is a monaural system.
Wang et al. �2005� used the stereo acoustic data logger, A-tag
�Little Leonardo, Tokyo, Japan�, in an oxbow of the Yangtze
River that contained an ex situ conservation area for finless
porpoises. The researches found a weak positive linear cor-
relation between the number of recorded signals and the
group size of sighted porpoises. The number of signals may
be an indicator of the number of individuals in a group, but
because the sound production ratio varies between animals,
Wang et al. �2005� were not successful in using stationary
acoustic data to determine the exact number of porpoises.

Counting the number of finless porpoises from a moving
boat is possible using the sound source bearing angle, moni-
tored by a stereo acoustic system �Akamatsu et al., 2008�.
Acoustic transect observation from a moving platform effec-
tively prevents double-counting of animals, whereas station-
ary acoustic observations require additional evaluation by
comparing with ground truth data such as visually observed
number of animals to determine the number of animals. In
this study, we used a stereo acoustic monitoring system to
conduct a stationary counting of finless porpoises in the
channel where Poyang Lake flows into the Yangtze River.
We compared the detection performance of a stationary
acoustic monitoring system to that of visual observations.

II. MATERIALS AND METHODS

A. Study area

We conducted simultaneous acoustic and visual observa-
tions from boats at the confluence of the Yangtze River and
Poyang Lake located in the middle reaches of the Yangtze
River in South-Central China �Fig. 1�. Three stations were
used in the study area in April 27–29, 2006 and May 9 and
10, 2007. Data were collected over a summed period of
5 days. Station 0 �29°45�06� N, 116°12�41� E� was located
at the point where the lake joined the main channel of the
Yangtze River. Station 1 �29°44�34� N, 116°12�10� E� was
located at the mouth of the lake approximately 1300 m up-
stream from Station 0. Station 2 �29°44�02� N, 116°11�47�
E� was situated between two bridges and was located ap-
proximately 1100 m upstream from Station 1. During obser-
vation, boats at each station were fixed using double anchors
to minimize drifting. Each boat engine was completely
stopped. Water depth was approximately 3 m at all stations.

B. Acoustic data logger

We used stereo acoustic data loggers, A-tag �Little Le-
onardo Ltd., Tokyo, Japan, in 2006; Marine Micro Technol-
ogy, Saitama, Japan, in 2007�, for the acoustic observations.
An A-tag is an event data logger that records sound pressure
and the difference in time arrival between two hydrophones.
It does not record the waveforms of received sound.

An A-tag consists of a stereo hydrophone, preamplifier
with bandpass filter, CPU �PIC18F6620�, flash memory
�128 Mbytes�, and lithium battery cell �CR2�. The hydro-
phones had a sensitivity of MHP-140 �Marine Micro Tech-
nology� −201 dB �1 V /�Pa� and a resonant frequency of
130 kHz, similar to the dominant frequency of finless por-
poise sonar signals. This setting reduced noise outside the
sensitive band of the hydrophone at sound reception. Hydro-
phone sensitivity was calibrated using an acoustical measure-
ment tank �10 m in width, 15 m in length, and 10 m in
depth� at the Fisheries Research Agency in Ibaraki, Japan.
The ultrasonic sound transmission system used in calibration
consisted of a function generator �NF1930A, NF Corp., To-
kyo, Japan� and a transducer �B&K8103, Brüel & Kjaer,
Naerum, Denmark�; the system generated a 10-cycle tone
burst for any frequency. A-tags were also confirmed to be
able to record sounds made by free-ranging porpoises in an
ex situ oxbow of the Yangtze River �Akamatsu et al., 2005a�.

Each A-tag had two hydrophones, approximately
170 mm apart, which were used to identify the sound source
direction. Electronic bandpass filters at the preamplification
stage were adjusted to 70–300 kHz �in 2006� or
55–235 kHz �in 2007� to match the frequency band of
Yangtze finless porpoise sonar signals, which ranges from
87 to 145 kHz and averages at 125�6.92 kHz �Li et al.,
2005a�. The acoustic data logger recorded sound pressure at
the primary and secondary hydrophones, as well as the dif-
ference in sound arrival times between the two hydrophones,
every 0.5 ms �2 kHz event sampling frequency�. The three
data sets and the absolute time were recorded automatically
only when the received sound pressure was greater than the
trigger level of the primary hydrophone. Otherwise, no data
were stored to conserve memory capacity. An A-tag can
record information up to 30–40 h, depending on the number
of pulses stored.

Peak-to-peak source levels for this species were
163.7–185.6 dB, referred to 1 �Pa �Li et al., 2006�, and the
sound pressure level off the beam axis at 90° reached a maxi-
mum of 162 dB �Akamatsu et al., 2005b�. Transmitted sound
pressure levels can be highly variable, but off-axis signals
still reached significant levels during this study, and it was
possible to observe them using the data logger. We set the
detection threshold level of the data logger at 135.3 dB. Our
calibration experiment revealed that each A-tag had a
slightly different threshold level, but the threshold level of
135.3 dB was higher than any one A-tag threshold. Our of-
fline analysis used recorded pulses greater than 135.3 dB
�5.85 Pa�. We allowed a maximum of 50.3 dB propagation
loss for detecting signals. Assuming a simple spherical
propagation model based on the freshwater values set out by
Fisher and Simmons �1977� �absorption coefficient of

FIG. 1. �Color online� Study area around the junction of the Yangtze River
and Poyang Lake, China. The solid line in the left panel indicates the his-
torical habitat of Yangtze finless porpoises �Wei et al., 2002�. The dashed
arrows in the right panel indicate the direction of the current.
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0.004 dB /m at 125 kHz�, the maximum detection distance of
the stereo acoustic data logger was approximately 290 m.

The bearing angle of a sound was calculated using the
difference in time arrival between the two hydrophones. The
triggering time of both hydrophones was monitored every
271 ns, which was sufficiently fast to determine the onset of
a pulse wave. Sounds traveled 0.4 mm in 271 ns, while the
baseline �the separation between the two hydrophones� was
170 mm. Therefore, even this short baseline system allowed
a fair bearing angle resolution. Signal processing and struc-
ture are described in more detail in Akamatsu et al. �2005a�.

C. Acoustic observations

We used a bamboo rod to fix the acoustic data logger at
a 1-m depth from the side of each anchored boat. In 2006,
we fixed two A-tags underwater from boats at Stations 1 and
2, and we fixed an additional A-tag at Station 0 in 2007. The
stations were spaced more than 1000 m apart, well outside
the A-tag detection range of 290 m. This design ensured that
the observations at each station were independent. We as-
sumed no simultaneous detection of individual animals. The
two hydrophones of each A-tag were set parallel to the cur-
rent direction to monitor the direction of porpoise movement
between the river and the lake. The primary hydrophone of
the A-tag was directed upstream of the site �Poyang Lake
side�, and the secondary hydrophone was directed down-
stream �the Yangtze River side�.

D. Visual observations

During acoustic observations, we conducted simulta-
neous visual observations from the same anchored boat; four
observers each covered a 90° arc from the boats. Observers
watched for 1 h and rested for 30 min; eye height was ap-
proximately 2 m above the water surface. When porpoises
were sighted, the observer recorded the minimum group size,
the direction of movement �upstream or downstream�, and
the distance and bearing angle from the bow of the survey
boat. These parameters were the same as those measured by
the stereo acoustic data logger, with the exception of dis-
tance. To ensure that these results could be compared with
those obtained by acoustic detection, we only recorded visual
observation data detected within 300 m, similar to the acous-
tical detection range. The minimum group size was defined
as the number of the animals that respired successively
within a few seconds because this species has an average
shallow dive time of 4.86�4.72 s �Akamatsu et al., 2002�.
For the purposes of analysis, groups separated by more than
1 min were considered to be different sightings because this
species has an average deep dive time of 70.9�22.9 s �Aka-
matsu et al., 2002�. Currents and winds affected the direction
of the observation boat; this parameter was identical with the
direction of the data logger. The direction of the boat’s bow
was used as a reference to synchronize data collected
through acoustic and visual observations.

E. Acoustic signal processing

We eliminated contamination from noise and reflection
and calculated the interclick intervals and relative angles of
sound sources using a custom-made program developed us-
ing IGOR PRO 5.03 �WaveMetrics, Lake Oswego, OR�. Rela-
tive angles to the sound source were calculated using the
difference in time arrival between the two hydrophones.

Sample data shown in Fig. 2 illustrate sound pressure,
relative bearing angle, and the interclick interval of porpoise
clicks. We were able to track porpoises easily because they
phonated frequently. As shown in the figure, interclick inter-
vals and sound pressure levels changed smoothly �Akamatsu
et al., 2005c�, while background or boat noise caused ran-
domly changing patterns in the interclick interval and sound
pressure. We were unable to use frequency information to
exclude noise because A-tags do not record waveform. In-
stead, we used interclick intervals to discriminate signals
from noise. We excluded any successive clicks greater than
twice or less than half the previous interclick intervals �Aka-
matsu et al., 1998, 2001�.

The multipath propagation in the Yangtze River can
cause echolocation signals to have a multipulse structure �Li
et al., 2005b�. In this shallow freshwater system, reflected
signals came just after the direct path signal. Because the
animals had a very shallow depth, the surface reflection had
an angle similar to the direct path signal; this resulted in the
echo’s very short delay time. Pulses within 2 ms after a di-
rect path pulse were eliminated during offline signal process-
ing. Since the mean minimum lag time to process returning
echoes inside an animal brain is 2.5 ms �Au, 1993�, por-
poises’ sound is considered to be not excluded in this pro-
cessing.

F. Number and movement direction of animals

The number and movement direction of animals were
determined manually from click trains. This species usually
produces an interclick interval shorter than 130 ms �Li et al.,

FIG. 2. �Color online� Example of time series data of porpoise sounds
recorded by the stereo acoustic data logger. The vertical axes show the
received sound pressure �SP�, relative bearing angle to the porpoise, and
interclick interval �ICI�. In the center graph, 180° indicates upstream from
the survey boat and 0° means downstream. The porpoise ICIs and sound
pressure levels changed smoothly �Akamatsu et al., 2005c�.
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2005a; Akamatsu et al., 2007�, as shown in Fig. 2. We de-
fined a click train as a series of clicks in which intervals were
130 ms or shorter. We considered some click trains 10 s or
less apart and within a similar bearing angle to have been
produced by the same individual; these were defined as a
single track. The number of independent traces of sound
source bearing angle in a 1-min time bin was defined as the
observed number of animals in a unit time �or group size�.
When click trains were separated by intervals longer than
10 s, determining the number of porpoises within a detection
area was not possible; one or more porpoises may have pho-
nated. In these cases, we underestimated the number of por-
poises. This was used as a conservative criterion to avoid
double-counting of animals.

Simultaneous phonation of two individuals swimming
close together could be identified through the double differ-
ent cyclic characteristics of the sound pressure and/or inter-
click intervals within a single trace, so we counted these as
originating from two porpoises. This phenomenon was rela-
tively easy to discriminate from reflections because reflection
sound always involves a separation time after the direct path
click.

In contrast, when single periodicity in interclick inter-
vals and/or a smoothly changing sound pressure accompa-
nied close parallel traces, we counted only one porpoise.
These parallel traces were caused by an error in the trigger
point among multiple wavelengths in a click. The trigger
point of primary and secondary hydrophones could differ
when the sound pressure at the onset of a click is comparable
to the detection threshold level. Among finless porpoises,
click amplitude rises gradually. Therefore, the second wave
highlight next to the first onset wave tends to be triggered by
the secondary hydrophone, even if the first onset was trig-
gered by the primary hydrophone. One wavelength ambigu-
ity of the trigger point occurred, resulting in close parallel
traces of a single phonating animal.

Animals were counted visually through observation
around the survey boat during the same time bin as they were
counted using the acoustic method. If porpoises passed near
the observation station, they were likely to be observed once
within a 1-min time bin, which is close to the average respi-
ration interval of an adult finless porpoise engaged in deep
diving activity.

We also compared the visually and acoustically mea-
sured movement directions of animals. In the acoustic
method, direction was determined by changes in the bearing
angles of received sounds. A change in bearing angle from
positive to negative indicated that the porpoise moved from
the lake side to the river side, and vice versa. The difference
in time arrival between the two hydrophones, correlated with
the bearing angles, had a minimum resolution 13.6 �s. When
the difference in time arrival was considerably greater than
13.6 �s, the swimming direction was determined to be either
upstream toward Poyang Lake or downstream toward the
Yangtze River. Otherwise, we did not record a swimming
direction. When the trace consisted of only one click train,
determining the swimming direction was impossible. When
the primary hydrophone of the data logger was triggered but
the secondary hydrophone received an insufficient sound

level, the difference in time arrival was 0 and indicated as a
line at 90°, as shown in Fig. 3. We did not use these mea-
surements to count individuals but used them instead to iden-
tify simultaneous phonation of multiple individuals.

III. RESULTS

We obtained 1216 min of effective visually and acousti-
cally measured data at Station 1 and 504 min at Station 2 in
2006, and 464 min at Station 0 in 2007, for an overall total
of 2184 min of observations.

In total, 2987 and 591 animals were detected acousti-
cally and visually. At Stations 0, 1, and 2, respectively, ani-
mals were detected acoustically in 92.9%, 76.2%, and 76.0%
of all time bins, whereas animals were detected visually in
23.5%, 13.1%, and 1.6% of all time bins. On average, por-
poises were detected acoustically in 81.7% �9.7% and visu-
ally in 12.7% �11.0% of all observation times; the acoustic
detection rate during the total observation time was signifi-
cantly higher than the visual detection rate �Scheffe’s test,
P�0.01�. As shown in Fig. 4, both methods detected the
most porpoises at Station 0 and the least at Station 2 �Schef-
fe’s test, P�0.01�. Detection rates differed among observa-
tion sites.

We monitored the swimming direction of porpoises us-
ing bearing angles and compared the results of acoustic ob-
servations of swimming direction with visual observations.
At each station, the number of positive swimming direction
identifications divided by the total observation time was
similar for both observation methods �Fig. 5�.

Figure 6 shows the number and size of detected groups
by time bin. Note that the ordinate is logarithmic. Over the
total observation time �2184 min�, both methods determined
the same group size for only 458 min. The most detected
numbers of animals were zero by the visual method
�1881 min� and one by the acoustic one �866 min�. The

FIG. 3. Number of porpoises counted acoustically in each time bin. This
example shows two porpoises. One porpoise continued phonating and swam
upstream from the river to the lake. The second porpoise appeared in the
observable area at 11:21. The number of animals and movement direction
were counted as one upstream at 11:20 and two upstream at 11:21. Within
the one track, click trains were not separated by more than 10 s.
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acoustic data logger could count group sizes to a maximum
of five individuals, whereas visual observation could count
group sizes to a maximum of ten individuals.

IV. DISCUSSION

Stationary acoustic monitoring was effective for count-
ing Yangtze finless porpoises that were echolocating; this
method yielded a detection rate seven times higher than vi-
sual observation �Fig. 4�. The results clearly show that the
acoustic method was more effective at detecting the presence
of animals than the visual method.

We were able to detect porpoises frequently using the
acoustic method, while only occasionally using visual obser-
vation. This was a result of different visual and acoustic cues
from porpoises. Porpoises can be recorded acoustically when
they produce sonar phonates within a detection range.
Yangtze finless porpoises produce sonar click trains every
5–6 s on average �Akamatsu et al., 2005c, 2007�, so their
frequent phonation resulted in a high detection rate using the
acoustic method. In contrast, we were only able to observe
the porpoises visually when they surfaced in the turbid water
of the Yangtze River. Among adult Yangtze finless porpoises,

long dive duration averages 70.9 s �Akamatsu et al., 2002�.
The acoustic and visual detection methods used cues of dif-
fering intervals. In addition, because finless porpoises are
small cetaceans, do not have dorsal fins, and exhibit little
aerial behavior, they are easily overlooked even when they
are near the surface.

The stereo acoustic data logger systems revealed high
and low porpoise density areas, which agreed with visual
observations �Fig. 4�. The average number of detected por-
poises was highest at Station 0, which was near the conflu-
ence of the lake and the river. This finding is consistent with
previous research indicating that Yangtze finless porpoises
tend to aggregate in that area �Wei et al., 2003�.

Acoustic observations were used successfully to detect
the movement direction of porpoises underwater �Fig. 5�.
The stereo system was more powerful than a monaural sys-
tem because it could separate sound sources to count the
number of animals and also identify their swimming direc-
tion. This feature is most suitable for long-term monitoring
of porpoise migration by using several A-tags.

The number of time bins in which no porpoises were
detected acoustically �447 min� was about one-quarter the
number in which none were detected visually �1881 min�.
Therefore, the acoustic method missed fewer porpoises than
the visual method. A towed acoustic survey also resulted in a
large ratio of individual animals that were missed �Akamatsu
et al., 2008�. The acoustic method could detect group sizes to
a maximum of five individuals but tended to underestimate
the size of larger groups �Fig. 6�. When the group size was
fewer than four individuals, the acoustic method detected
porpoises in 1728 1-min bins, approximately four times the
number of bins in which porpoises were detected visually
�286 min�.

The inability of the acoustic method to detect more than
five individuals in a 1-min bin was probably due to the lim-
ited resolution of the stereo acoustic data logger’s bearing
angle. The short distance between the two hydrophones
�170 mm� was a possible cause for this limitation. A longer
baseline should improve the bearing angle resolution. Other

FIG. 5. Average number of moving porpoises per time bin at each station.
Positive numbers indicate movement upstream toward Poyang Lake. Nega-
tive bars indicate movement downstream toward the Yangtze River. Both
methods showed similar trends at all stations.

FIG. 6. Comparison of group sizes as determined acoustically and visually.
The total of all observations comprised 2184 min. The acoustic data logger
could count groups up to five, whereas visual observation could count up to
ten individuals at a time. Acoustic detection was greater than visual detec-
tion for groups sized 1–5.

FIG. 4. �Color online� Number of porpoises detected in 1 min at the three
stations. The greatest number of porpoises was detected at Station 0 and the
fewest at Station 2 �Scheffé’s test, P�0.01�.
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possible causes may have been the small source level of
porpoises �including off-axis sounds�, alternate phonations of
multiple individuals near each other, or eavesdropping to
maintain silence. In addition, previous research has sug-
gested that large groups may not vocalize as much as small
groups �Götz et al., 2006�. Several porpoises swimming to-
gether within the detection range phonate alternately, but our
passive acoustic system was unable to differentiate them.
Yangtze finless porpoises, however, often swim alone or in
very small groups and in areas in which visual observations
may not be practical, as indicated in Fig. 6. The results indi-
cate that our acoustic monitoring system would have a lim-
ited application to species that form larger groups. We used a
conservative criterion when counting the number of por-
poises to avoid double-counting.

In conclusion, the stationary acoustic monitoring system
using stereo acoustic data loggers performed more efficiently
than the visual method, especially in areas of low-density
echolocating animals. Stationary acoustic observation is suit-
able for use in areas in which porpoises appear infrequently
and form small groups, where visual observation may not be
practical. The acoustic system appears to be powerful at
monitoring porpoises in a narrow channel such as a river
system. In future research, we will monitor porpoise migra-
tion using multiple acoustic monitoring systems.
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6–7 kHz sonar signals and killer whale feeding sounds
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Military antisubmarine sonars produce intense sounds within the hearing range of most clupeid fish.
The behavioral reactions of overwintering herring �Clupea harengus� to sonar signals of two
different frequency ranges �1–2 and 6–7 kHz�, and to playback of killer whale feeding sounds, were
tested in controlled exposure experiments in Vestfjorden, Norway, November 2006. The behavior of
free ranging herring was monitored by two upward-looking echosounders. A vessel towing an
operational naval sonar source approached and passed over one of them in a block design setup. No
significant escape reactions, either vertically or horizontally, were detected in response to sonar
transmissions. Killer whale feeding sounds induced vertical and horizontal movements of herring.
The results indicate that neither transmission of 1–2 kHz nor 6–7 kHz have significant negative
influence on herring on the received sound pressure level tested �127–197 and 139–209 dBrms re
1 �Pa, respectively�. Military sonars of such frequencies and source levels may thus be operated in
areas of overwintering herring without substantially affecting herring behavior or herring fishery.
The avoidance during playback of killer whale sounds demonstrates the nature of an avoidance
reaction and the ability of the experimental design to reveal it.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3021301�

PACS number�s�: 43.80.Nd, 43.50.Rq, 43.50.Sr �WWA� Pages: 554–564

I. INTRODUCTION

The interest in how human generated sound might affect
marine organisms has grown considerably over the past de-
cade �Richardson et al., 1995�. The main focus has been on
marine mammals, although other aquatic animals such as fish
and some invertebrates may also be affected �Hofman, 2004;
Popper et al., 2004�. Fish have sensitive hearing organs
�Ladich and Popper, 2004� and use sound for communication
and to perceive their acoustic environment �Fay and Popper,
2000; Popper, 2003�. A wide range of anthropogenic sound
sources are present in the marine environment, the most in-
tense being vessel traffic, seismic airguns, pile driving, and
military sonars �Hofman, 2004; Popper et al., 2004; Hastings
and Popper, 2005�. One of the earliest studies to demonstrate
the possibility of hearing injury in fish was Enger �1981�,
who showed that sensory cells in the ears of cod �Gadus
morhua� were damaged when exposed to high-intensity

sounds. Similar effects have also been demonstrated in
cichlids �Hastings et al., 1996�, snappers �McCauley et al.,
2003�, and clupeids �Denton and Gray, 1993�. Exposure to
intense sound may also lead to temporary loss of hearing
�temporal threshold shifts �TTSs�� and has been documented
for various species of fish in response to seismic shooting
�Popper et al., 2005�, military sonars �Popper et al., 2007�
and simulated white noise �Smith et al., 2004�. However,
experiments on physical damage and TTS need to be con-
ducted in enclosed environments, with no possibility for the
fish to escape from or avoid the sound. Avoidance reactions
in the wild have been observed in response to vessel noise
�Olsen et al., 1983; Vabø et al., 2002� and seismic shooting
�Engås et al., 1996; Engås and Løkkeborg, 2002�. Intense
sound may also lead to physiological stress �Smith et al.,
2004� or prevent fish from hearing biologically relevant
sounds �masking� �Popper, 2003�.

How anthropogenic sound affects fish will depend on
the species, as hearing thresholds among fish are highly vari-
able. Most teleosts are only able to detect frequencies below
500 Hz, called “hearing generalists” �e.g., Chapman and

a�Author to whom correspondence should be addressed. Electronic mail:
lise.doksaeter@imr.no
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Hawkins, 1973; Hawkins and Johnstone, 1978; Mann et al.,
1998�. Others, the “hearing specialists,” are sensitive to
sounds over a wider frequency range �e.g., Popper, 1972;
Kenyon et al., 1998�. Herring �Clupea harengus� is such a
hearing specialist and is able to detect frequencies up to at
least 4000 Hz �Enger, 1967; Mann et al., 2005� due to a gas
filled channel that connects the swimbladder to the otolith
organs �Blaxter et al., 1979; Denton and Gray, 1979; Popper
et al., 2004�.

Norwegian Spring Spawning �NSS� herring is by far the
largest herring stock in the northeast Atlantic. It is an impor-
tant stock both in terms of fisheries and as prey for many
other species �Hamre, 1990; Holst et al., 2004; Røttingen
and Slotte, 2001�. A negative anthropogenic impact would
thus potentially have large consequences for the fishery as
well as the ecosystem. The annual distribution of NSS her-
ring is divided into three main parts separated by more or
less well defined migrations �Holst et al., 2002�; spawning
along the Norwegian coast in February–March �Johannessen
et al., 1995; Røttingen and Slotte, 2001�, feeding in the Nor-
wegian Sea in April–September �Holst et al., 2004�, and
overwintering in October–January �Dragesund et al., 1997�.
Since the mid-1980s, almost the entire stock has been over-
wintering in Vestfjorden, Northern Norway �Dragesund
et al., 1997�. This area has also frequently been used for
military antisubmarine warfare exercises, which have in-
volved use of active sonars transmitting at 5–8 kHz. Modern
long-range active sonar also covers a frequency band below
2 kHz. Even though signals above 5 kHz would hardly be
audible to NSS herring, the lower frequency bands of these
sonars are well within their hearing range �Enger, 1967�.
Behavioral effects of sonars on marine organisms have been
suggested �Hofman, 2004�, but very few studies have been
carried out on their effects on fish. An examination and a
quantification of herring behavior in response to military so-
nars are therefore of high importance to establish environ-
mentally safe sonar operation procedures in areas of high
herring density.

Killer whales �Orcinus orca� prey on herring during the
overwintering period �Similä and Ugarte, 1993; Similä,
1997; Nøttestad, 1998�. Feeding killer whales use communi-
cation calls which could resemble the sonar signals tested in
this study in both frequency and frequency modulation
�Stranger, 1995; Van Opzeeland et al., 2005; Miller, 2006�.
This similarity could potentially cause confusion in herring
between sonar pings and killer whale calls and thus induce
an antipredator response during sonar exposure.

The objectives of this study were to investigate whether
sonar transmission of two different frequency bands;
1–2 kHz �F1� and 6–7 kHz �F2� elicited any behavioral re-
sponses in NSS herring. Controlled exposure experiments
were conducted on herring in Vestfjorden in November 2006
using a sonar source representative of an operational naval
sonar system. In addition, as a control experiment, herring
were exposed to playbacks of sounds of herring-feeding
killer whales. Herring behavior was monitored by two
upward-looking, bottom-mounted echosounders, in an ex-
perimental design similar to a vessel avoidance experiment
on herring �Ona et al., 2007�.

II. METHODS

Controlled exposure experiments were conducted be-
tween 12 and 30 November 2006, onboard the research ves-
sel R/V H. U. Sverdrup II �Kvadsheim et al., 2007�.

A. Experimental design

The behavioral response of herring to sonar signals of
two different frequency bands were tested: 1–2 kHz �F1�
and 6–7 kHz �F2�. Herring behavior was monitored acous-
tically by a system of two upward-looking, bottom-mounted
echosounders �Simrad EK 60, Kongsberg Maritime AS,
Horten, Norway� placed 400 m apart in a small fjord inside
Vestfjorden �Patel, 2007�. The echosounders transmitted a
narrow beamed 38 kHz signal at a ping frequency of 1 Hz.
The northern echosounder �A� was placed at a depth of ap-
proximately 400 m, while the southern �B� is at approxi-
mately 500 m. The system was connected onshore by an
underwater data transmission and power cable. Data were
collected in a cabin onshore by a PC running EK60 software,
and echograms were continuously steamed to the internet,
enabling real-time monitoring onboard the vessel during the
experiments. The vessel passed directly above one of the two
echosounders �later referred to as “passed echosounder”�,
while towing the sonar source, transmitting either F1 signals,
F2 signals, or no signal �silent control�. The echosounder �A
or B� having the higher herring density was passed by the
vessel in a straight line. Transmission started 1 nmi �nautical
mile� from the position of the echosounder, and continued
1 nmi beyond it �referred to as one “passage”�. The exact
positions of the echosounders are given as their latitude and
longitude, and GPS was used to ensure direct passage. Dur-
ing the experiment, the entire ship was darkened in order to
prevent any light stimuli from affecting herring behavior.
The 38 kHz echosounder of the ship was set in passive mode
to avoid interference with the bottom-mounted echosound-
ers. The vessel kept a constant speed ��8 kn� during the run.
Killer whale feeding sounds were presented by lowering an
underwater speaker �Lubell Labs model LL916, Columbus
OH, www.lubell.com� to a depth of 27 m from a small boat,
while the vessel made a silent control passage. The sounds
played to the herring were monitored by hydrophone to as-
sure that sounds were faithfully played back by the system
and that the sounds were not in any way distorted. During
passage, the small boat passed within a distance of 5–10 m
of the source ship.

The experiment was conducted in a block design. Each
block consisted of three passages of the echosounder, with
each passage transmitting either F1 signals, F2 signals, or no
transmission �silent control� �Table I�. When killer whale
feeding sounds were played, this stimulus replaced F2 in the
block. The order of the different transmission types was ran-
domized to distinguish between presentation order and sonar
frequency. One experiment consisted of three blocks, with
1 h between each block. Experiments were conducted at dif-
ferent times of the day in order to separate exposure effects
from natural day/night variations associated with diel vertical
migration of herring �described in Huse and Korneliussen,
2000�. Sound speed profiles through the water column were
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recorded after each experiment using an STD/CTD �model
SD204, SAIV AS, Bergen, Norway�. The profiles and sonar
source specifications were used as input into an acoustic
model �LYBIN, Royal Norwegian Navy and FFI� to estimate
received sound pressure levels at the observation point of the
echosounders during the experiments �Fig. 1�.

B. Sonar source

Sonar signals were transmitted using a multipurpose
towed acoustic source �Socrates, TNO-Defence, Security and
Safety, The Hague, NL�, a military experimental sonar cur-
rently used for the sonar research carried out for the Royal

TABLE I. Controlled exposure experiments carried out with herring. Experiments 1, 2, 3, and 6 consisted of three blocks each, and herring were exposed to
F1 �1–2 kHz� and F2 �6–7 kHz� frequency sonar signals as well as a control run without transmission. Experiments 4 and 5 consisted of one block each,
consisting of playback of killer whale feeding sounds �Orca�, F1, and a control run. The order of transmission types within each block was randomized.

Experiment Block Date Start time �UTC� Stop time �UTC� Transmission order Echosounder passed

1 1 Nov. 12, 2006 21:05:00 22:16:23 F1-F2-control A
1 2 Nov. 12, 2006 22:59:29 0:45:04 F2-control-F1 A
1 3 Nov. 13, 2006 1:24:31 3:07:50 control-F2-F1 A
2 1 Nov. 16, 2006 22:40:38 23:54:50 F2-F1-control B
2 2 Nov. 17, 2006 0:46:31 2:02:04 control-F2-F1 B
2 3 Nov. 17, 2006 2:42:46 3:53:48 F1-control-F2 B
3 1 Nov. 18, 2006 13:21:54 14:34:40 F2-F1-control A
3 2 Nov. 18, 2006 14:44:05 15:55:48 control-F2-F1 B
3 3 Nov. 18, 2006 16:44:50 17:50:07 F1-F2-control A
4 1 Nov. 22, 2006 18:21:51 19:32:24 control-Orca-f1 B
5 1 Nov. 25, 2006 18:50:09 19:57:55 F1-control-Orca B
6 1 Nov. 29, 2006 16:18:15 17:38:19 F1-control-F2 B
6 2 Nov. 29, 2006 18:28:14 17:38:19 F2-control-F1 B
6 3 Nov. 29, 2006 20:32:14 21:43:21 control-F1-F2 B

FIG. 1. Typical example of transmis-
sion loss �given in figure as TL� from
the sonar source to the observation
point of the echosounders as a func-
tion of time. Transmission started
1 nmi away from the observation
point �the echosounder�, and the
source ship took 10 min �600 s� to
pass the echosounder. The herring
layer was usually distributed at depths
between 10 and 50 m. Data are there-
fore presented for the individual
depths; 15, 25, 35, 45, and 55 m. The
source levels were 209 and 197 dBrms

�re 1 �Pa at 1 m� for F1 and F2 trans-
missions, respectively, and received
levels can be calculated as the differ-
ence between source level and TL.
Transmission loss were calculated us-
ing the acoustic model LYBIN, with
input parameters being the measured
sound speed profiles and sonar source
characteristics. The upper panel shows
the received sound pressure levels at
the echosounder being passed by the
source ship, and the lower panel
shows the received levels at the sec-
ond echosounder, located �400 m fur-
ther south.
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Netherlands Navy. Socrates is equipped with two free-
flooded ring transducers, one for each of the frequency bands
�F1 and F2�, installed in a towed body, and the system was
operated from within the vessel’s laboratory. The depth of
the towed source was approximately 35 m in all experi-
ments. Both the F1 and F2 signals were hyperbolic up-
sweeps with signal duration of 1.0 s �Fig. 2�. Pulse repetition
time was 20 s. These signals are commonly used signals in
naval sonar operations. The source levels were 209 dBrms

and 197 dBrms �re 1 �Pa at 1 m� for F1 and F2 signals, re-
spectively. Before transmitting at full power, a ramp-up pro-
cedure was performed in order to mitigate potential impacts
of sonar transmission on any marine mammals in the area.
This procedure consisted of a gradually increasing the source
level from 150 to 209 dBrms �re 1 �Pa at 1 m� for 10 min
before F1 transmission, and from 138 to 197 dBrms �re
1 �Pa at 1 m� for 3 min before F2 transmission. Pulse length
was 1.0 s and pulse repetition time 10 s during ramp-up.
After ramp-up, full power transmission was initiated with 1 s
pulses and 20 s pulse-repetition time.

The killer whale feeding sounds played to the herring
were recorded using a digital acoustic recording tag attached
to killer whales �“Dtag,” Johnson and Tyack, 2003�. The
sound sequence was extracted from a Dtag recording of a
killer whale that had been feeding on herring in the same
general area a few days earlier. The Dtag contains a 400 Hz
one pole high-pass filter and has a flat frequency response up
to 45 kHz. Tag recordings also contained surfacing sounds,
which were cut out of the record, and low-frequency flow
noise due to the tagged animal movements, which were re-
duced by high-pass filtering at 800 Hz. The Lubell speaker

has a response �8 dB from 600 Hz to 20 kHz. Therefore,
the feedings sounds are only representative of actual killer
whale feeding sounds over the frequency band of
800 Hz–20 kHz. During feeding, killer whales produce
whistles, pulsed calls, and echolocation clicks, as well as
intense sounds such as tail-slaps �Van Opzeeland, 2005; Si-
mon et al., 2007a�. The feeding sounds played back included
calls, echolocation clicks, and tail-slaps �Fig. 3� produced
both by the tagged whale and other nearby whales. Because
the feeding group in which the whale was tagged consisted
of at least 20 animals, most sounds are likely from other
whales than the tagged animal. The frequency content of
most calls and whistles predominates above 800 Hz, but
some low-frequency components of tail-slap sounds were
likely removed due to the high-pass filter of the sound se-
quence. The source levels of the feeding sounds played from
the speaker corresponded to previously described source lev-
els of feeding killer whale calls �150–160 dBrms �re 1 �Pa at
1 m�� �Miller, 2006; Simon et al., 2006�.

C. Data analysis

One of the two echosounders was passed during each
experiment. Herring at the other echosounder, positioned
400 m away, was thus exposed to a lower received sound
pressure level. The passed and nonpassed echosounders were
therefore compared with respect to the reactions of herring.

The echosounders recorded the acoustic volume back-
scatter strength by time and depth at a sampling frequency of
1 Hz over a 100 m range that spanned the main herring
layer. Volume backscattering strength is defined as sv
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FIG. 2. �Color online� Spectogram and waveform of the transmitted sonar signals: F1 and F2. The left panel shows the spectrogram for F1 �lower curve� and
F2 �upper curve�, with frequency as a function of time. The scale on the left indicates intensity �dB�. The right panel shows the corresponding waveforms, with
relative amplitude as a function of time. The transmitted signals were hyperbolic frequency modulated waveforms from 1 to 2 kHz for F1, 6 to 7 kHz for F2,
both with duration of 1 s.
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=��bs /V �m−1�, where V is volume, and �bs is the back-
scattering cross sections of individual targets within V �defi-
nitions given in MacLennan et al., 2002�. Two response vari-
ables, depth and sv, are derived from the data for each
passage. One passage is defined as the time interval from
when the approaching vessel is 1 nmi away until 1 nmi be-
yond the bottom-mounted transducer. The depth variable is
defined as the sv weighted median depth throughout the pas-
sage, and sv is defined as the mean volume backscattering sv
over each passing both within the 100 m range. Four differ-
ent explanatory variables were used to model these response
variables: �1� transmission type �F1/F2/control/killer whale
playback �orca��, �2� order of the transmission types, �3� ex-
periment, and �4� block number within an experiment. Gen-
eralized linear mixed models �GLMMs� �Littell et al., 1996�
were fitted to the data. These do not require errors to be
independent, and permit a distinction to be made between
random and fixed effects, where the errors may be condi-
tional on a set of normally distributed random factors �Mc-
Culloch and Searle, 2001�. Order and experiment were ini-
tially specified as random effects, but due to statistically
negligible variance these were fitted as fixed in addition to
the initial fixed factors: transmission type and block. In this
model, the explanatory variable is linked to the response
variable according to

g�E�y�� = X� + � , �1�

where y is the response vector �depth or sv�, X is the matrix
of the fixed factors, � is the column vector of the fixed effect
parameters to be estimated, and � is the vector of the random
errors. The function g is called a link function, a nonlinear
function that relates E�yi� to the linear component Xi �. For
the depth response, a normal-error model with an identity
link function was used, while for the sv response a gamma-
error model with a log link function. The GLMMs were fit-
ted in SAS® Version 9.1 using the GLIMMIX procedure

�SAS Institute Inc., 2003�. The model estimates �, and prob-
ability limits �p-values� of less than 0.05 were used to indi-
cate whether this represented a significant factor in explain-
ing the response. Multiple comparisons �Tukey’s� were
performed on those factors found to be significant.

III. RESULTS

Six experiments comprising a total of 14 blocks were
performed. Four of the experiments consisted of F1-F2-
control blocks, with three blocks in each experiment. The
last two experiments each consisted of only one block, and
the transmission was F1—killer whale playback �orca�—
control �Table I�.

Depth and sv values from the passed and the nonpassed
echosounder were compared, but neither were significantly
different �p�0.05� in any of the experiments or transmission
types. During those passages that produced significant avoid-
ance reactions �killer whale playback passages, see Sec.
III B�, a reaction was detected on both echosounders, indi-
cating that the produced sound was fully detectable for the
herring at this range. Data from both echosounders were
therefore included in the analysis.

A. Herring reactions to sonar transmission

No obvious difference between the two types of trans-
mission �F1 and F2� and the control could be seen when
inspecting the echograms �Fig. 4�. However, there was a lo-
cal effect around the towed body during passage �Fig. 4�,
regardless of transmission type.

1. Depth response

Experiment was the only significant factor in explaining
the average depth response �p�0.001�, with Experiment 4
having a herring layer significantly deeper and Experiment 5

FIG. 3. �Color online� Waveform �top
panel� and spectrogram �bottom panel�
of a representative segment of the
killer whale feeding sounds recorded
during playback to herring. Note that
the signals from the echosounder used
to monitor the behavior of the herring
are apparent at 38 kHz. The killer
whale sounds include a number of
calls, and a tail-slap sound �starting at
7 s�. The call around 1 s is a typical
example of a call resembling the sonar
signals in duration and frequency con-
tent �see Fig. 2�.
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significantly shallower than the rest �Table II, Fig. 5�a��. No
significant effects were found for the following factors:

transmission type �p=0.247�, block �p=0.268�, or order of
transmission types within a block �p=0.840�.

2. Density response

Significant factors in explaining the average sv response
were experiment �p�0.001� and block �p=0.0003�. Post
hoc �Tukey� comparisons showed which of the different ex-
periments and blocks that differed �Table II�. Experiment 3
had a significantly higher sv, and Experiment 4 had signifi-
cantly lower sv than the rest �Fig. 5�a��. Within the experi-
ments, block 3 had a significantly lower sv than the first two
�p=0.0003� �Fig. 5�b��. There was neither significant effect
of the order of the transmission types �p=0.914� �Fig. 5�d��
nor between the three types of transmission �F1-F2 control�
�p=0.529� �Fig. 5�c��; hence the sonar signals �F1 and F2�
did not cause any reaction different from that of a passage
without any transmission �control�.

B. Herring reactions to playback of killer whale
feeding sounds

The sonar transmission passages, F1 and F2, were not
significantly different from the control passages of no trans-

FIG. 4. �Color online� Typical echogram examples. Responses to the sounds were measured as herring density, sv and herring vertical distribution, depth, and
are presented as a function of time. Thick lines represent the particular experiment that the echogram is taken from, while thin lines are the average of all
passages of this transmission type. The vessel wash from the passing vessel as well as the towed body sonar can be seen as strong distinct echoes around
time=0. �a� Control; passage with vessel and sonar source without any transmission. The upper line is sv experiment, followed by depth experiment, depth
average, and sv average on the bottom. �b� Playback of killer whale feeding sounds. The vertical lines indicate start and stop of playback. The two upper lines
indicate depth experiment and depth average, respectively, the lower ones indicate average and experiment, respectively. �c� F2 transmission �6–7 kHz�. The
upper line is depth experiment, followed by sv average, depth average, and sv experiment on the bottom. �d� F1 transmission �1–2 kHz�. The upper line is
depth experiment, followed by depth average, sv average, and sv experiment on the bottom. No clear differences between sonar transmission �F1/F2� and the
control can be detected by inspecting the echograms. A small vertical drop in the herring layer is seen at the point in time when the towed body sonar passes,
but this reaction is similar for all types of transmission, and hence probably an avoidance to the source rather than the sound. In response to the passage
involving playback of killer whale feeding sounds �b�, there is a reduction in density that starts before passage of the source, almost immediately after onset
of the sound, indicating that this reaction is to the sound. Echograms �a�, �c�, and �d� are from November 12, 2006, while �b� is from November 22, 2006.

TABLE II. Significant Tukey comparisons of the four factors included in the
statistical model �experiment, block, transmission type, and order of trans-
missions�, three factors had significant effect in explaining the average hori-
zontal �Sv� and vertical �depth� response of herring; experiment �significant
for depth and Sv�, block, and transmission �significant for Sv�.

Factor
Significant differences,

sv-response
Significant differences,

depth-response

Experiment Exp. 1-Exp. 3 Exp. 1-Exp. 4
Exp. 2-Exp. 3 Exp. 2-Exp. 4
Exp. 2-Exp. 4 Exp. 3-Exp. 4
Exp. 3-Exp. 4 Exp. 5-Exp. 4
Exp. 3-Exp. 5
Exp. 4-Exp. 2
Exp. 4-Exp. 5

Block Block 1-Block 3
Block 2-Block 3

Transmission Control-Orca
F2-Orca
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mission. The passages involving playback of killer whale
feeding sound did, however, produce significantly lower sv
than the control passages �p=0.016�, indicating a reduced
density in herring when exposed to the killer whale sounds.
Killer whale playback passages also had clearly lower sv
than those of the F1 and F2 passages, but this was significant
only for F2 �p=0.046 for F2, p=0.067 for F1�. Visual in-
spection of the echograms involving killer whale passages
clearly shows a reduction in herring density �sv� almost im-
mediately after the start of playback �Fig. 4�b��. The average
depth associated with the killer whale playback passages was
notably lower than during other transmission types �Fig.
5�c��. However, this difference was not significant �p
=0.335�. The estimate for killer whale playbacks had far
lower precision both for sv and depth, a natural consequence
of having only two experiments of this type, compared to 12
for the other transmission types.

IV. DISCUSSION

This study has documented how overwintering NSS her-
ring react to typical military sonar signals in the frequency
band of 1–7 kHz, and has important implications for estab-
lishing guidelines for a safe operation of military sonars in
areas densely populated by herring.

A. Experimental methods

The present results demonstrate that overwintering her-
ring do not avoid sonar sounds at the tested received levels
by neither horizontal nor vertical escape reactions. The reli-
ability of these findings is strengthened by the immediate
reduction in density and vertical movement seen during pas-
sages involving playback of killer whale feeding sounds.
These passages demonstrate the nature of herring avoidance
reactions, as well as the capability of the experimental setup
to detect and describe such reactions.

We used experimental setups similar to those employed
by Vabø et al. �2001� and Ona et al. �2007� for studying
herring reactions to vessel noise. In the present study, it was
essential to know the avoidance effects caused by the vessel
and the towed sonar source, in order to separate behavioral
reactions caused by an emitted signal from that caused by the
vessel. Our results shows an intermittent drop in the herring
layer at the time the vessel with the towed sonar passed the
echosounder �visible effect in echograms in Fig. 4 at around
time=0�. This reaction lasted less than a few minutes and
resembles the response characterized as vessel avoidance by
Ona et al. �2007�. This avoidance was the same for all types
of passages, including the silent controls with no sonar trans-
mission. This reaction is therefore likely to be caused by

FIG. 5. Estimates and 95% confidence bounds for the predicted average density response, sv �left bars in black�, and vertical response, depth �right bars in
gray�, for the following factors: �a� experiment, �b� block within experiment, �c� transmission type, and �d� order of the types of transmission. �a� There were
significant differences between the experiments. Experiment 4 produced significantly lower values than the other days regarding both sv and depth. Experiment
3 had significantly higher sv than the other days. �b� Block 3 had a significantly lower sv than blocks 1 and 2 within an experiment, but no significant
differences were found with respect to depth. �c� There were no significant differences between the two sonar transmission types �F1 and F2� and the control
either for sv or depth. Playback of killer whale feeding sounds �Orca�, however, had significantly lower sv values than F2 and control. �d� There was no
significant effect of the order of the types of transmission, nor for sv nor depth.
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avoidance to the passing vessel. It might also be an avoid-
ance of the wire towing the sonar, as has been previously
described by Handegard and Tjøstheim �2005�, or possibly
an avoidance of the towed body itself. The observed reaction
also occurred within the same time interval as the measured
vessel avoidance �within 2 min before vessel passage� �Ona
et al., 2007�. With the source levels tested, sonar sound was
well within the detection range of herring from the onset of
transmission �approximately 10 min before vessel passage�
�Fig. 1�. The reaction to killer whale playback showed an
avoidance reaction starting at about the time of sound onset,
and a similar reaction should thus be expected for a potential
sonar reaction. The statistical analysis was conducted on sv
and depth values averaged over the entire period of full
power transmission, totally approximately 20 min. The ves-
sel effect was detected only by the passed echosounder, but
there was no significant difference in average sv and depth
between the two echosounders, indicating no confounding
effect on the statistical analyses. The experimental setup was
therefore considered adequate to separate a reaction to the
sonar from that caused by a vessel/wire reaction.

B. Herring reactions to sonar transmission and killer
whale playback

There was no significant reduction of herring density
�sv� or vertical position �depth� of the herring layers during
runs involving sonar transmission �F1 or F2� compared to the
control runs without any transmission. The daytime experi-
ment �Experiment 3� produced significant differences in her-
ring distribution �Table II, Fig. 5�a��, attributable to the ob-
served typical diel variation �Huse and Korneliussen, 2000�.
Such variations, however, were taken into account in the
models. There was also a significant reduction in herring
density in the last block of each experiment �Fig. 5�b��. The
results presented here suggest that this is more likely to have
been caused by diel variation or an adaptive response to the
vessel and towed body than exposure to sonar.

The playback of killer whale feeding sounds induced an
immediate dispersal response and downward movement of
the herring, clearly visible in the echograms �Fig. 4�b��. Both
the average sv and depth values were noticeably lower than
during the control passages �Fig. 5�c��, although the effect
was only significant for sv, and the power relatively weak.
However, the experimental effort was unbalanced with re-
spect to the playback of killer whale sounds, with only ap-
proximately 1 /6 of the effort used on measuring responses
compared to the other types of transmission. It is compelling
to speculate in that a study with equal effort put into the
killer whale playbacks as to the other transmission types
might provide a strong statistical case for differences. More
studies of killer whale playback experiments of similar setup
should therefore be performed.

In this study, source levels during full power transmis-
sion were 197 and 209 dBrms re 1 �Pa at 1 m for F1 and F2,
respectively. With a maximum transmission loss of −70 dB
�see Fig. 1�, herring were exposed to a minimum received
sound pressure level of 127 dBrms �F1� and 139 dBrms �F2� re
1 �Pa. Received level increased as the source ship moved

closer to the observation point at the echosounder, as a func-
tion of distance/time �Fig. 1�. At night, when most of the
experiments were carried out, high-density layers of herring
were located between 10 and 50 m, and the source was
towed at 35 m. At the closest point of drive-by, some herring
were thus within a few meters range of the source, and re-
ceived sound pressure levels will thus approximately equal
the source levels �197 and 209 dBrms re 1 �Pa at 1 m for F1
and F2, respectively�. The precise source level of operational
military sonars within the different nations navies are often
regarded classified information, but are likely to exceed the
level used in the present experiment. We can thus not ex-
clude the possibility of an effect when received levels exceed
those tested here. However, the volume of water exposed to
such levels is relatively small, and the fish biomass exposed
to levels above 209 dBrms re 1 �Pa would be too small to
have any effect on the population level �Kvadsheim and
Sevaldsen, 2005�.

Herring in the area are primarily caught by purse seine
vessels, with herring catchability being strongly dependent
on the diel migration toward the surface at night �described
by Huse and Koreliussen, 2000�. The present results show
that naval sonar does not affect this behavior and is therefore
not expected to have any negative influence on the fishing
fleet’s ability to catch herring. It is also unlikely that the
specific conditions in the test location including background
noise levels, the presence of shipping or other factors, would
decrease the sensitivity of the fish.

Very few studies have examined how military sonars
may affect fish. Jørgensen et al. �2005� investigated the ef-
fect of 1.5–6.5 kHz sonar signals on juvenile fish of differ-
ent developmental stages and species, including herring. No
tissue damage was found and postexposure development was
normal, but juvenile herring showed strong behavioral reac-
tions when exposed to sonar signals close to the assumed
resonance frequency of the swimbladder. When exposed to
levels above 180–190 dBrms re 1 �Pa, significant mortality
was observed in juvenile herring �Jørgensen et al., 2005�, but
Kvadsheim and Sevaldsen �2005� showed that this mortality
would constitute less than 1% of the daily mortality of juve-
nile herring. Compared to natural mortality, even large scale
military exercises would thus not significantly impact stocks
of juvenile herring significantly at a population level. Thus,
apparently herring is particularly sensitive to acoustic stimuli
when they are exposed to sound corresponding to the reso-
nance frequency band of the swimbladder. This resonance
frequency band will depend somewhat on the species mor-
phology but is mainly determined by the size of the fish and
the depth �Løvik and Hovem, 1979�. Adult herring at
10–50 m depth, which is the depth of the herring layer in
most of the present experiments, is expected to have a reso-
nance frequency between 1.0 and 2.5 kHz �Løvik and
Hovem, 1979�, corresponding to F1. Thus, this study has
shown that even when exposed to sonar signals correspond-
ing to swimbladder resonance, adult herring does not appear
to react significant to such signals. However, the signal type
used was frequency modulated sweeps, which will barely
touch on the resonance frequency band for a very short mo-
ment. Long duration continuous wave signals may have a
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different effect. Popper et al. �2007� studied the effect of
very low-frequency sonar signals �below 1 kHz� and found a
minor auditory temporary threshold shift, but no mortality,
nor damage on tissue or sensory cells in the rainbow trout
�Oncorhynchus mykiss�. The present results are supported by
those of Popper et al. �2007� that fish do not avoid a military
sonar transmitting within their hearing range. Slotte et al.
�2004� studied the behavioral effects of seismic shooting on
herring and found no short term effects. A long-term de-
crease in biomass following a period of seismic shooting was
observed, but they pointed out that this might just as well
have been caused by feeding migration or natural fluctua-
tions.

The reaction to the killer whale feeding sounds did cause
an avoidance reaction by the herring, suggesting the intrigu-
ing possibility that fish were able to distinguish the killer
whale feeding sounds from the sonar sounds. Reactions by
clupeid fish to sounds of odontocete predators are also docu-
mented in previous studies �Mann et al., 1998; Wilson and
Dill, 2002�.

Killer whales are the main predator on overwintering
herring in Vestfjorden �Similä and Ugarte, 1993; Similä,
1997; Nøttestad, 1998�, and such avoidance reactions as ob-
served here are often seen in response to attacks �Nøttestad,
1998; Nøttestad and Axelsen, 1999�, with hearing assumed
to be an important cue inducing predator avoidance �Similä
and Ugarte, 1993�. Predation pressure by killer whales dur-
ing overwintering is severe �Nøttestad and Axelsen, 1999�,
and awareness and vigilance are important to be able to es-
cape from a predator. On the other hand, herring do not feed
during overwintering, and energy minimization is thus of
great importance �Slotte, 1999�. Overwintering herring
should thus be in a state of high sensitivity to predator calls,
but escape reactions, with high energetic costs, should be
avoided when unnecessary. Being able to discriminate preda-
tor sounds from other similar sounds will offer a great ad-
vantage and maximize energy conservation by limiting reac-
tions to real threats. It is, however, not known which sound
component in the recording used during the killer whale
playback that triggered the escape reactions. In addition to
the F1 signals, which are of high similarity in frequency and
frequency modulation characteristics as some killer whale
feeding calls �Miller, 2006; VanParijs et al., 2004; Moore et
al., 1988�, the sounds played back also included tail slaps
and echolocation clicks. However, the majority of the energy
in the echolocation clicks �Simon et al. 2007b� is above the
hearing capability of herring �Enger, 1967; Mann et al.,
2005�. Tail slaps �Simon et al., 2005� on the other hand will
be highly audible to herring, but potential sounds of frequen-
cies lower than 800 Hz will be cut off due to the high-pass
filter of the speaker. Hence, the sounds that the herring re-
acted to were mainly in a similar frequency range as the
sonar signals. In addition to frequency and waveform, fish
may be able to evaluate the repetition rate of a sound signal
representing an odontocete predator �Astrup and Møhl,
1998�. Which characteristic of the sound is played back can-
not be determined in this study. Some of the difference in the
reaction to the killer whale sounds playbacks may have been
due to differences in how they were presented. The killer

whale sounds were played back from a speaker located
within the herring layer from the start of the playback, while
the sonar source was gradually approaching the herring.
However, the present results show that the experimental
setup used in this study were adequate to reveal a potential
escape reaction, thus acting as a negative control for the lack
of response to the sonar signals.

Even though the present results demonstrate that over-
wintering herring show a lack of avoidance when exposed to
sonar signals above 1 kHz, herring are known to change
their behavior according to their functional, physiological,
and motivational states �feeding, spawning, overwintering,
and migrating� in terms of catchability �Mohr, 1964; Mohr,
1971� schooling dynamics, swimming speed, and reactions
to different stimuli �Nøttestad et al., 1999�. Reactions to ves-
sel noise also differed from being strong during the overwin-
tering period �Vabø et al., 2001� to relatively weak during
prespawning �Skaret et al., 2006�. This may indicate that
herring in different stages of their life history phase perhaps
also may react differently to a military sonar. Such differ-
ences in reactions are controlled by trade-offs between pre-
dation risk, spawning success, and feeding, all of which dif-
fer between functional states �Nøttestad et al., 1999�. This
demonstrates the need for more studies of how herring in
different life history stages may react to military sonars. Nøt-
testad et al. �1999� found the most pronounced difference in
behavior between herring in the nonfeeding state and during
feeding after spawning was terminated. The present study
concerned nonfeeding, overwintering herring, and a future
study should thus focus on postspawned, feeding herring.

V. CONCLUSIONS

The results presented in this study leads to the conclu-
sion that the operation of sonar systems at the tested frequen-
cies and source levels �above 1 kHz and 209 dBrms re 1 �Pa
at 1 m� will not have any large scale detrimental effects on
overwintering herring populations or on the commercial her-
ring fishery. Thus, such sonar systems may be safely oper-
ated in areas of overwintering herring, such as in
Vestfjorden. More studies of similar character should be per-
formed, involving both sonar transmission and killer whale
playback, on herring during parts of their yearly cycle, such
as, e.g., during the feeding or spawning period in order to
allow the results to be more widely generalized.
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ACOUSTICAL NEWS—USA

Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

Announcement of the 2009 Election
In accordance with the provisions of the bylaws, the following Nomi-

nating Committee was appointed to prepare a slate for the election to take
place on 8 May 2009: Anthony A. Atchley, Chair; Fredericka Bell-Berti;
Courtney B. Burroughs; Brandon Tinianov; Lisa Zurk.

The bylaws of the Society require that the Executive Director publish
in the Journal, at least 90 days prior to the election date, an announcement
of the election and the Nominating Committee’s nominations for the offices
to be filled. Additional candidates for these offices may be provided by any

Member or Fellow in good standing by letter received by the Executive
Director not less than 60 days prior to the election date, and the name of any
eligible candidate so proposed by 50 Members or Fellows shall be entered
on the ballot. Biographical information about the candidates and statements
of objectives of the candidates for President-Elect and Vice President-Elect
will be mailed with the ballots.

CHARLES E. SCHMID
Executive Director

The Nominating Committee has submitted the following slate:

For President-Elect

For Vice President-Elect

George V. Frisk Donna L. Neff

James V. Candy Judy R. Dubno
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For Members of the Executive Council

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2009
18–22 May 157th Meeting of the Acoustical Society of America,

Portland, OR �Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
Email: asa@aip.org; WWW: http://asa.aip.org�.

24–28 June 5th International Middle-Ear Mechanics in Research and
Otology �MEMRO�, Stanford University, Stanford, CA
�http://memro2009.stanford.edu�.

26–30 Oct 158th Meeting of the Acoustical Society of America, San
Antonio, TX �Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
Email: asa@aip.org; WWW: http://asa.aip.org�.

2010
19–23 Apr 158th Meeting of the Acoustical Society of America,

Baltimore, MD �Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
Email: asa@aip.org; WWW: http://asa.aip.org�.

15–19 Nov 2nd Iberoamerican Conference on Acoustics �Joint
Meeting of the Acoustical Society of America, Mexican
Institute of Acoustics, and Iberoamerican Federation on
Acoustics�, Cancun, Mexico �Acoustical Society of
America, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY11747-4502; Tel.: 516-576-2360; Fax:
516-576-2377; Email: asa@aip.org; WWW: http://
asa.aip.org�.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,

Juan I. Arvelo Damian J. Doria Brenda L. Lonsbury-Martin

James H. Miller Shrikanth Narayanan Scott D. Sommerfeldt
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American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
Volumes 1-10, 1929-1938: JASA, and Contemporary Literature, 1937-
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10
Volumes 11-20, 1939-1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print
Volumes 21-30, 1949-1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75
Volumes 31-35, 1959-1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90
Volumes 36-44, 1964-1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36-44, 1964-1968: Contemporary Literature. Classified by subject
and indexed by author. Pp. 1060. Out of Print
Volumes 45-54, 1969-1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20 �paperbound�; ASA

members $25 �clothbound�; Nonmembers $60 �clothbound�
Volumes 55-64, 1974-1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20 �paperbound�; ASA
members $25 �clothbound�; Nonmembers $60 �clothbound�
Volumes 65-74, 1979-1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25 �paper-
bound�; Nonmembers $75 �clothbound�
Volumes 75-84, 1984-1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30 �paper-
bound�; Nonmembers $80 �clothbound�
Volumes 85-94, 1989-1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30 �paper-
bound�; Nonmembers $80 �clothbound�
Volumes 95-104, 1994-1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632, Price: ASA members $40 �paper-
bound�; Nonmembers $90 �clothbound�
Volumes 105-114, 1999-2003: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp.616, Price: ASA members $50; Non-
members $90 �paperbound�
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ACOUSTICAL STANDARDS NEWS

Susan B. Blaeser, Standards Manager
ASA Standards Secretariat, Acoustical Society of America, 35 Pinelawn Rd., Suite 114E, Melville, NY
11747 �Tel.: �631� 390-0215; Fax: �631� 390-0217; e-mail: asastds@aip.org�

Paul D. Schomer, Standards Director
Schomer and Associates, 2117 Robert Drive, Champaign, IL 61821 �Tel.: �217� 359-6602; Fax: �217� 359-
3303; e-mail: schomer@schomerandassociates.com�

American National Standards (ANSI Standards) developed by Accredited Standards Committees S1, S2,
S3, and S12 in the areas of acoustics, mechanical vibration and shock, bioacoustics, and noise, respec-
tively, are published by the Acoustical Society of America (ASA). In addition to these standards, ASA
publishes catalogs of Acoustical Standards, both National and International. To receive copies of the latest
Standards Catalogs, please contact Susan B. Blaeser.

Comments are welcomed on all material in Acoustical Standards News.

This Acoustical Standards News section in JASA, as well as the National and International Catalogs of
Acoustical Standards, and other information on the Standards Program of the Acoustical Society of
America, are available via the ASA home page: http://asa.aip.org.

Standards Meetings Calendar

National Standards Meetings
• May 18–22, 2009
Meetings of the National Standards Committees S1–Acoustics, S2–
Mechanical Vibration and Shock, S3–Bioacoustics, S3/SC 1–Animal Bioa-
coustics, and S12–Noise, and the 10 U.S. TAGs administered by ASA will
be held in conjunction with the 157th meeting of the Acoustical Society of
America in Portland, Oregon.

International Standards Committee Meetings
• March 30–April 3, 2009
Meetings of ISO/TC 108/SC 2 will be held in London, UK.
• June 15–19, 2009

Meetings of ISO/TC 108/SC 5 will be held in Charlottenlund �Denmark�.

Thanks to our Volunteers!
The ASA Standards Secretariat would like to thank the following

people for volunteering their time and expertise to coordinate comments and
formulate recommendations for the U.S. vote on numerous ISO and IEC
documents throughout the past year. Their efforts are greatly appreciated
and extremely valuable.

William Ahroon Arnold Konheim
Michael Bahtiarian Kaleen X. C. Man
Raymond Bankert J. Adin Mann
Vesta I. Bateman Walter Madigosky
Philip Battenberg Alan H. Marsh
Kenneth Bever Eric H. Maslen
Bennett M. Brooks Macinissa Mezache
Mahlon D. Burkhard Douglas B. Moore
Kerry Cone William J. Murphy
Mattew Craun Anthony P. Nash
Kenneth J. Culverson Victor Nedzelnitsky
Thomas M. Disch John Niemkiewicz
Renguang G. Dong Gary Orlove
Bruce E. Douglas Larry Pater
Egons Dunens Richard J. Peppin
Neil H. W. Eklund Christine Peterson
Ronald L. Eshleman John K. Pollard
David J. Evans David A. Preves

William C. Foiles Douglas D. Reynolds
Mark Goodman Daniel G. Roley
R. Lee Grason Paul D. Schomer
Robert D. Hellweg Christopher J. Struck
J. J. Henry David J. Vendittis
Ali T. Herfat Michael J. White
Thomas Jetzer Laura Ann Wilber
Arthur F. Kilcullen K. Allen Woo

A listing of the Accredited Standards Committees, their Working Groups,
their Chairs �listed in parenthesis�, and published standards; Chair and Vice
Chair of the ASA Committees on Standards �ASACOS�; and the U.S.
Technical Advisory Group �TAG� Chairs for the International Standards

Committees are given here for reference:

ACCREDITED STANDARDS COMMITTEE ON
ACOUSTICS, S1

�P. Battenberg, Chair; R.J. Peppin, Vice Chair�
Scope: Standards, specifications, methods of measurement and test,

and terminology in the field of physical acoustics including architectural
acoustics, electroacoustics, sonics and ultrasonics, and underwater sound,
but excluding those aspects which pertain to biological safety, tolerances,
and comfort.

S1 Working Groups
S1/Advisory—Advisory Planning Committee to S1 �P. Battenberg, Chair;
R.J. Peppin, Vice Chair�;
S1/WG1—Standard Microphones and their Calibration �V. Nedzelnitsky�;
S1/WG4—Measurement of Sound Pressure Levels in Air �E. Dunens�;
S1/WG5—Band Filter Sets �A.H. Marsh�;
S1/WG9—Calibration of Underwater Electroacoustic Transducers �R.M.
Drake�;
S1/WG17—Sound Level Meters and Integrating Sound Level Meters �G.R.
Stephany�;
S1/WG19—Insertion Loss of Windscreens �A.J. Campanella�;
S1/WG20—Ground Impedance �Measurement of Ground Impedance and
Attenuation of Sound Due to the Ground� �K. Attenborough, Chair; J. Sa-
batier, Vice Chair�;
S1/WG22—Bubble Detection and Cavitation Monitoring �Vacant�;
S1/WG26—High Frequency Calibration of the Pressure Sensitivity of Mi-
crophones �A. Zuckerwar�;
S1/WG27—Acoustical Terminology �J.S. Vipperman�.
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S1 Inactive Working Groups
S1/WG15—Noise Canceling Microphones �R.L. McKinley�;
S1/WG16—FFT Acoustical Analyzers �R.J. Peppin�;
S1/WG21—Electromagnetic Susceptibility �EMS� of Acoustical Instru-
ments �J.P. Seiler�;
S1/WG24—Design Response of Weighting Networks for Acoustical Mea-
surements �G.S.K. Wong�;
S1/WG25—Specification for Acoustical Calibrators �P. Battenberg�.

S1 Standards on Acoustics
ANSI S1.1-1994 (R 2004) American National Standard Acoustical Termi-
nology
ANSI S1.4-1983 (R 2006) American National Standard Specification for
Sound Level Meters �This Standard includes ANSI S1.4A-1985 (R 2001)
Amendment to ANSI S1.4-1983.�
ANSI S1.6-1984 (R 2006) American National Standard Preferred Frequen-
cies, Frequency Levels, and Band Numbers for Acoustical Measurements
ANSI S1.8-1989 (R 2006) American National Standard Reference Quanti-
ties for Acoustical Levels
ANSI S1.9-1996 (R 2006) American National Standard Instruments for the
Measurement of Sound Intensity
ANSI S1.11-2004 American National Standard Specification for Octave-
Band and Fractional-Octave-Band Analog and Digital Filters
ANSI S1.13-2005 American National Standard Measurement of Sound
Pressure Levels in Air
ANSI/ASA S1.14-1998 (R 2008) American National Standard Recommen-
dations for Specifying and Testing the Susceptibility of Acoustical Instru-
ments to Radiated Radio-Frequency Electromagnetic Fields,
25 MHz to 1 GHz
ANSI S1.15/Part 1-1997 (R 2006) American National Standard Measure-
ment Microphones, Part 1: Specifications for Laboratory Standard Micro-
phones
ANSI S1.15/Part 2-2005 American National Standard Measurement Micro-
phones, Part 2: Primary Method for Pressure Calibration of Laboratory Stan-
dard Microphones by the Reciprocity Technique
ANSI S1.16-2000 (R 2005) American National Standard Method for Mea-
suring the Performance of Noise Discriminating and Noise Canceling Mi-
crophones
ANSI S1.17/Part 1-2004 American National Standard Microphone
Windscreens—Part 1: Measurements and Specification of Insertion Loss in
Still or Slightly Moving Air
ANSI S1.18-1999 (R 2004) American National Standard Template Method
for Ground Impedance
ANSI S1.20-1988 (R 2003) American National Standard Procedures for
Calibration of Underwater Electroacoustic Transducers
ANSI S1.22-1992 (R 2007) American National Standard Scales and Sizes
for Frequency Characteristics and Polar Diagrams in Acoustics
ANSI S1.24 TR-2002 (R 2007) ANSI Technical Report Bubble Detection
and Cavitation Monitoring
ANSI S1.25-1991 (R 2007) American National Standard Specification for
Personal Noise Dosimeters
ANSI S1.26-1995 (R 2004) American National Standard Method for Cal-
culation of the Absorption of Sound by the Atmosphere
ANSI S1.40-2006 American National Standard Specifications and Verifica-
tion Procedures for Sound Calibrators
ANSI S1.42-2001 (R 2006) American National Standard Design Response
of Weighting Networks for Acoustical Measurements
ANSI S1.43-1997 (R 2007) American National Standard Specifications for

Integrating-Averaging Sound Level Meters

ACCREDITED STANDARDS COMMITTEE ON
MECHANICAL VIBRATION AND SHOCK,
S2

�A.T. Herfat, Chair; R.L. Eshleman, Vice Chair�
Scope: Standards, specification, methods of measurement and test, and

terminology in the fields of mechanical vibration and shock, and condition
monitoring and diagnostics of machines, including the effects of exposure to
mechanical vibration and shock on humans, including those aspects which
pertain to biological safety, tolerance, and comfort.

S2 Working Groups
S2/WG1—S2 Advisory Planning Committee �A.T. Herfat, Chair; R.L.
Eshleman, Vice Chair�;
S2/WG2—Terminology and Nomenclature in the Field of Mechanical Vi-
bration and Shock and Condition Monitoring and Diagnostics of Machines
�D.J. Evans�;
S2/WG3—Signal Processing Methods �T.S. Edwards�;
S2/WG4—Characterization of the Dynamic Mechanical Properties of Vis-
coelastic Polymers �W.M. Madigosky, Chair; J. Niemiec, Vice Chair�;
S2/WG5—Use and Calibration of Vibration and Shock Measuring Instru-
ments �D.J. Evans, Chair; B.E. Douglas, Vice Chair�;
S2/WG6—Vibration and Shock Actuators �G. Booth�;
S2/WG7—Acquisition of Mechanical Vibration and Shock Measurement
Data �B.E. Douglas�;
S2/WG8—Analysis Methods of Structural Dynamics �M. Mezache�;
S2/WG9—Training and Accreditation �R. Eshleman, Chair; D. Corelli, Vice
Chair�;
S2/WG10—Measurement and Evaluation of Machinery for Acceptance and
Condition �R.L. Eshleman, Chair; H. Pusey, Vice Chair�;
S2/WG10/Panel 1—Balancing �R.L. Eshleman�;
S2/WG10/Panel 2—Operational Monitoring and Condition Evaluation �R.
Bankert�;
S2/WG10/Panel 3—Machinery Testing �R.L. Eshleman�;
S2/WG10/Panel 4—Prognosis �A.J. Hess�;
S2/WG10/Panel 5—Data Processing, Communication, and Presentation �K.
Bever�;
S2/WG11—Measurement and Evaluation of Mechanical Vibration of Ve-
hicles �A.F. Kilcullen�;
S2/WG12—Measurement and Evaluation of Structures and Structural Sys-
tems for Assessment and Condition Monitoring �M. Mezache�;
S2/WG13—Shock Test Requirements for Shelf-Mounted and Other Com-
mercial Electronics Systems �B. Lang�;
S2/WG39 (S3)—Human Exposure to Mechanical Vibration and Shock
�D.D. Reynolds, Chair; R. Dong, Vice Chair�.
S2 Inactive Working Group
S2/WG54—Atmospheric Blast Effects �J.W. Reed�.

S2 Standards on Mechanical Vibration and Shock
ANSI S2.1-2000/ISO 2041:1990 American National Standard Vibration and
Shock—Vocabulary �Nationally Adopted International Standard�
ANSI S2.2-1959 (R 2006) American National Standard Methods for the
Calibration of Shock and Vibration Pickups
ANSI S2.4-1976 (R 2004) American National Standard Method for Speci-
fying the Characteristics of Auxiliary Analog Equipment for Shock and
Vibration Measurements
ANSI S2.7-1982 (R 2004) American National Standard Balancing Termi-
nology
ANSI S2.8-2007 American National Standard Technical Information Used
for Resilient Mounting Applications
ANSI/ASA S2.9-2008 American National Standard Parameters for Specify-
ing Damping Properties of Materials and System Damping
.ANSI S2.16-1997 (R 2006) American National Standard Vibratory Noise
Measurements and Acceptance Criteria of Shipboard Equipment
ANSI S2.17-1980 (R 2004) American National Standard Techniques of Ma-
chinery Vibration Measurement
ANSI S2.19-1999 (R 2004) American National Standard Mechanical
Vibration—Balance Quality Requirements of Rigid Rotors, Part 1: Determi-
nation of Permissible Residual Unbalance, Including Marine Applications
ANSI S2.20-1983 (R 2006) American National Standard Estimating Air
Blast Characteristics for Single Point Explosions in Air, with a Guide to
Evaluation of Atmospheric Propagation and Effects
ANSI S2.21-1998 (R 2007) American National Standard Method for Prepa-
ration of a Standard Material for Dynamic Mechanical Measurements
ANSI S2.22-1998 (R 2007) American National Standard Resonance Method
for Measuring the Dynamic Mechanical Properties of Viscoelastic Materials
ANSI S2.23-1998 (R 2007) American National Standard Single Cantilever
Beam Method for Measuring the Dynamic Mechanical Properties of Vis-
coelastic Materials
ANSI S2.24-2001 (R 2006) American National Standard Graphical Presen-
tation of the Complex Modulus of Viscoelastic Materials
ANSI S2.25-2004 American National Standard Guide for the Measurement,
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Reporting, and Evaluation of Hull and Superstructure Vibration in Ships
ANSI S2.26-2001 (R 2006) American National Standard Vibration Testing
Requirements and Acceptance Criteria for Shipboard Equipment
ANSI S2.27-2002 (R 2007) American National Standard Guidelines for the
Measurement and Evaluation of Vibration of Ship Propulsion Machinery
ANSI S2.28-2003 American National Standard Guide for the Measurement
and Evaluation of Vibration of Shipboard Machinery
ANSI S2.29-2003 American National Standard Guide for the Measurement
and Evaluation of Vibration of Machine Shafts on Shipboard Machinery
ANSI S2.31-1979 (R 2004) American National Standard Methods for the
Experimental Determination of Mechanical Mobility, Part 1: Basic Defini-
tions and Transducers
ANSI S2.32-1982 (R 2004) American National Standard Methods for the
Experimental Determination of Mechanical Mobility, Part 2: Measurements
Using Single-Point Translational Excitation
ANSI S2.34-1984 (R 2005) American National Standard Guide to the Ex-
perimental Determination of Rotational Mobility Properties and the Com-
plete Mobility Matrix
ANSI S2.42-1982 (R 2004) American National Standard Procedures for
Balancing Flexible Rotors
ANSI S2.43-1984 (R 2005) American National Standard Criteria for Evalu-
ating Flexible Rotor Balance
ANSI S2.46-1989 (R 2005) American National Standard Characteristics to
be Specified for Seismic Transducers
ANSI S2.48-1993 (R 2006) American National Standard Servo-Hydraulic
Test Equipment for Generating Vibration—Methods of Describing Charac-
teristics
ANSI S2.60-1987 (R 2005) American National Standard Balancing
Machines—Enclosures and Other Safety Measures
ANSI S2.61-1989 (R 2005) American National Standard Guide to the Me-
chanical Mounting of Accelerometers
ANSI S2.70-2006 �revision of ANSI S3.34-1986� American National Stan-
dard Guide for the Measurement and Evaluation of Human Exposure to
Vibration Transmitted to the Hand
ANSI S2.71-1983 (R 2006) �reaffirmation and redesignation of ANSI S3.29-
1983� American National Standard Guide to the Evaluation of Human Ex-
posure to Vibration in Buildings
ANSI S2.72/Part 1-2002 (R 2007)/ISO 2631-1:1997 (redesignation of
ANSI S3.18/Part 1-2002/ISO 2631-1:1997) American National Standard
Mechanical vibration and shock -Evaluation of human exposure to whole-
body vibration—Part 1: General requirements �Nationally Adopted Interna-
tional Standard�
ANSI S2.72/Part 4-2003 (R 2007)/ISO 2631-4:2001 (redesignation of
ANSI S3.18/Part 4-2003/ISO 2631-4:2001) American National Standard
Mechanical vibration and shock—Evaluation of human exposure to whole-
body vibration—Part 4: Guidelines for the evaluation of the effects of vi-
bration and rotational motion on passenger and crew comfort in fixed-
guideway transport systems �Nationally Adopted International Standard�
ANSI S2.73-2002/ISO 10819:1996 (R 2007) (redesignation of ANSI S3.40-
2002/ISO 10819:1996) American National Standard Mechanical vibration
and shock—Hand-arm vibration—Method for the measurement and evalu-
ation of the vibration transmissibility of gloves at the palm of the hand

�Nationally Adopted International Standard�

ACCREDITED STANDARDS COMMITTEE ON
BIOACOUSTICS, S3

�C.A. Champlin, Chair; D.A. Preves, Vice Chair�
Scope: Standards, specifications, methods of measurement and test,

and terminology in the fields of psychological and physiological acoustics,
including aspects of general acoustics which pertain to biological safety,
tolerance, and comfort.

S3 Working Groups
S3/Advisory—Advisory Planning Committee to S3 �C.A. Champlin, Chair;
D.A. Preves, Vice Chair�;
S3/WG35—Audiometers �R.L. Grason�;
S3/WG36—Speech Intelligibility �R.S. Schlauch�;
S3/WG37—Coupler Calibration of Earphones �C. J. Struck�;
S3/WG39—Human Exposure to Mechanical Vibration and Shock—Parallel

to ISO/TC 108/SC 4 �D.D. Reynolds, Chair; R. Dong, Vice Chair�;
S3/WG43—Method for Calibration of Bone Conduction Vibrators �J.D.
Durrant�;
S3/WG48—Hearing Aids �D.A. Preves�;
S3/WG51—Auditory Magnitudes �R.P. Hellman�;
S3/WG56—Criteria for Background Noise for Audiometric Testing �J.
Franks�;
S3/WG59—Measurement of Speech Levels �M.C. Killion and L.A. Wilber,
Co-Chairs�;
S3/WG60—Measurement of Acoustic Impedance and Admittance of the
Ear �Vacant�;
S3/WG62—Impulse Noise with Respect to Hearing Hazard �J.H. Patterson,
Chair; R. Hamernik, Vice Chair�;
S3/WG67—Manikins �M.D. Burkhard�;
S3/WG72—Measurement of Auditory Evoked Potentials �R.F. Burkard�;
S3/WG76—Computerized Audiometry �A.J. Miltich�;
S3/WG79—Methods for Calculation of the Speech Intelligibility Index
�C.V. Pavlovic�;
S3/WG80—Probe-tube Measurements of Hearing Aid Performance �W.A.
Cole�;
S3/WG81—Hearing Assistance Technologies �L. Thibodeau and L.A. Wil-
ber, Co-Chairs�;
S3/WG82—Basic Vestibular Function Test Battery �C. Wall�;
S3/WG83—Sound Field Audiometry �T.R. Letowski�;
S3/WG84—Otoacoustic Emissions �G.R. Long�;
S3/WG88—Standard Audible Emergency Evacuation and Other Signals �R.
Boyer�;
S3/WG89—Spatial Audiometry in Real and Virtual Environments �J. Be-
sing�;
S3/WG91—Text-to-Speech Synthesis Systems �C. Bickley and A.K. Syrdal,
Co-Chairs�.

S3 Liaison Group
S3/L-1 U. S. TAG Liaison to IEC/TC 87 Ultrasonics �W.L. Nyborg�.

S3 Inactive Working Groups
S3/WG71—Artificial Mouths �R.L. McKinley�;
S3/WG85—Allocation of Noise-induced Hearing Loss �R.A. Dobie�.

S3 Standards on Bioacoustics
ANSI S3.1-1999 (R 2008) American National Standard Maximum Permis-
sible Ambient Noise Levels for Audiometric Test Rooms
ANSI S3.2-1989 (R 1999) American National Standard Method for Mea-
suring the Intelligibility of Speech over Communication Systems
ANSI S3.4-2007 American National Standard Procedure for the Computa-
tion of Loudness of Steady Sounds
ANSI S3.5-1997 (R 2007) American National Standard Methods for Calcu-
lation of the Speech Intelligibility Index
ANSI S3.6-2004 American National Standard Specification for Audiometers
ANSI S3.7-1995 (R 2008) American National Standard Method for Coupler
Calibration of Earphones
ANSI S3.13-1987 (R 2007) American National Standard Mechanical Cou-
pler for Measurement of Bone Vibrators
ANSI S3.20-1995 (R 2008) American National Standard Bioacoustical Ter-
minology
ANSI S3.21-2004 American National Standard Methods for Manual Pure-
Tone Threshold Audiometry
ANSI S3.22-2003 American National Standard Specification of Hearing Aid
Characteristics
ANSI S3.25-1989 (R 2003) American National Standard for an Occluded
Ear Simulator
ANSI S3.35-2004 American National Standard Method of Measurement of
Performance Characteristics of Hearing Aids under Simulated Real-Ear
Working Conditions
ANSI S3.36-1985 (R 2006) American National Standard Specification for a
Manikin for Simulated in situ Airborne Acoustic Measurements
ANSI S3.37-1987 (R 2007) American National Standard Preferred Earhook
Nozzle Thread for Postauricular Hearing Aids
ANSI S3.39-1987 (R 2007) American National Standard Specifications for
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Instruments to Measure Aural Acoustic Impedance and Admittance �Aural
Acoustic Immittance�
ANSI S3.41-1990 (R 2001) American National Standard Audible Emer-
gency Evacuation Signal
ANSI S3.42-1992 (R 2007) American National Standard Testing Hearing
Aids with a Broad-Band Noise Signal
ANSI S3.44-1996 (R 2006) American National Standard Determination of
Occupational Noise Exposure and Estimation of Noise-Induced Hearing Im-
pairment
ANSI S3.45-1999 American National Standard Procedures for Testing Basic
Vestibular Function
ANSI S3.46-1997 (R 2007) American National Standard Methods of Mea-

surement of Real-Ear Performance Characteristics of Hearing Aids

ACCREDITED STANDARDS COMMITTEE ON
ANIMAL BIOACOUSTICS, S3/SC 1

�D.K. Delaney, Chair; M.C. Hastings, Vice Chair�
Scope: Standards, specifications, methods of measurement and test,

instrumentation and terminology in the field of psychological and physi-
ological acoustics, including aspects of general acoustics which pertain to
biological safety, tolerance and comfort of non-human animals, including
both risk to individual animals and to the long-term viability of populations.
Animals to be covered may potentially include commercially grown food
animals; animals harvested for food in the wild; pets; laboratory animals;
exotic species in zoos, oceanaria or aquariums; or free-ranging wild animals.

S3/SC 1 Working Groups
S3/SC 1/WG1—Animal Bioacoustics Terminology �A.E. Bowles�;
S3/SC 1/WG2—Effects of Sound on Fish and Turtles �R.R. Fay and A.N.
Popper, Co-Chairs�;
S3/SC 1/WG3—Underwater Passive Acoustic Monitoring for Bioacoustic

Applications �A.M. Thode�.

ACCREDITED STANDARDS COMMITTEE ON
NOISE, S12

�R.D. Hellweg, Chair; W.J. Murphy, Vice Chair�
Scope: Standards, specifications, and terminology in the field of

acoustical noise pertaining to methods of measurement, evaluation and con-
trol, including biological safety, tolerance and comfort, and physical acous-
tics as related to environmental and occupational noise.

S12 Working Groups
S12/Advisory—Advisory Planning Committee to S12 �R.D. Hellweg; W.J.
Murphy, Vice Chair�;
S12/WG3—Measurement of Noise from Information Technology and Tele-
communications Equipment �K. X. C. Man�;
S12/WG11—Hearing Protector Attenuation and Performance �E.H. Berger�;
S12/WG13—Method for the Selection of Hearing Protectors that Optimize
the Ability to Communicate �D. Byrne�;
S12/WG14—Measurement of the Noise Attenuation of Active and/or Pas-
sive Level Dependent Hearing Protective Devices �W.J. Murphy�;
S12/WG15—Measurement and Evaluation of Outdoor Community Noise
�P.D. Schomer�;
S12/WG18—Criteria for Room Noise �R.J. Peppin�;
S12/WG23—Determination of Sound Power �B.M. Brooks and J. Schmitt,
Co-chairs�;
S12/WG31—Predicting Sound Pressure Levels Outdoors �L. Pater�;
S12/WG32—Revision of ANSI S12.7–1986 Methods for Measurement of
Impulse Noise �W. Ahroon�;
S12/WG36—Development of Methods for Using Sound Quality �P. Davies
and G.L. Ebbitt, Co-Chairs�;
S12/WG38—Noise Labeling in Products �R.D. Hellweg�;
S12/WG40—Measurement of the Noise Aboard Ships �S. Antonides, Chair;
S.A. Fisher, Vice Chair�;
S12/WG41—Model Community Noise Ordinances �L.S. Finegold, Chair;
B.M. Brooks, Vice Chair�;
S12/WG44—Speech Privacy �G.C. Tocci, Chair; D. Sykes, Vice Chair�;
S12/WG45—Measurement of Occupational Noise Exposure from Tele-

phone Equipment �K.A. Woo, Chair; L.A. Wilber, Vice Chair�;
S12/WG46—Acoustical Performance Criteria for Relocatable Classrooms
�T. Hardiman and P.D. Schomer, Co-Chairs�;
S12/WG47—Underwater Noise Measurements of Ships �M. Bahtiarian�;
S12/WG48—Railroad Horn Sound Emission Testing �J. Erdreich, Chair; J.J.
Earshen, Vice-Chair�;
S12/WG49—Noise from Hand-operated Power Tools, Excluding Pneumatic
Tools �B.M. Brooks�;
S12/WG50—Information Technology �IT� Equipment in Classrooms �R.D.
Hellweg�;
S12/WG51—Procedure for Measuring the Ambient Noise Level in a Room
�J.G. Lilly�.

S12 Liaison Groups
S12/L-1 IEEE 85 Committee for TAG Liaison—Noise Emitted by Rotating
Electrical Machines �Parallel to ISO/TC 43/SC 1/WG 13� �R.G. Bartheld�;
S12/L-2 Measurement of Noise from Pneumatic Compressors Tools and
Machines �Parallel to ISO/TC 43/SC 1/WG 9� �Vacant�;
S12/L-3 SAE Committee for TAG Liaison on Measurement and Evaluation
of Motor Vehicle Noise �parallel to ISO/TC 43/SC 1/WG 8� �R.F. Schuma-
cher�;
S12/L-4 SAE Committee A-21 for TAG Liaison on Measurement and
Evaluation of Aircraft Noise �J.D. Brooks�;
S12/L-5 ASTM E-33 on Environmental Acoustics �to include activities of
ASTM E33.06 on Building Acoustics, parallel to ISO/TC 43/SC 2 and
ASTM E33.09 on Community Noise� �K.P. Roy�;
S12/L-6 SAE Construction-Agricultural Sound Level Committee �I.
Douell�;
S12/L-7 SAE Specialized Vehicle and Equipment Sound Level Committee
�T.M. Disch�;
S12/L-8 ASTM PTC 36 Measurement of Industrial Sound �R.A. Putnam,
Chair; B.M. Brooks, Vice Chair�.

S12 Inactive Working Groups
S12/WG9—Annoyance Response to Impulsive Noise �L.C. Sutherland�;
S12/WG19—Measurement of Occupational Noise Exposure �J. Barry�;
S12/WG27—Outdoor Measurement of Sound Pressure Level �G.A. Daigle�;
S12/WG29—Field Measurement of the Sound Output of Audible Public-
Warning Devices �Sirens� �P. Graham�;
S12/WG37—Measuring Sleep Disturbance Due to Noise �K.S. Pearsons�.

S12 Standards on Noise
ANSI S12.1-1983 (R 2006) American National Standard Guidelines for the
Preparation of Standard Procedures to Determine the Noise Emission from
Sources
ANSI/ASA S12.2-2008 American National Standard Criteria for Evaluating
Room Noise
ANSI S12.3-1985 (R 2006) American National Standard Statistical Methods
for Determining and Verifying Stated Noise Emission Values of Machinery
and Equipment
ANSI S12.5-2006/ISO 6926:1999 American National Standard Acoustics—
Requirements for the Performance and Calibration of Reference Sound
Sources Used for the Determination of Sound Power Levels �Nationally
Adopted International Standard�
ANSI/ASA S12.6-2008 American National Standard Methods for Measur-
ing the Real-Ear Attenuation of Hearing Protectors
ANSI S12.7-1986 (R 2006) American National Standard Methods for Mea-
surements of Impulse Noise
ANSI/ASA S12.8-1998 (R 2008) American National Standard Methods for
Determining the Insertion Loss of Outdoor Noise Barriers
ANSI S12.9/Part 1-1988 (R 2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental Sound,
Part 1
ANSI/ASA S12.9/Part 2-1992 (R 2008) American National Standard Quan-
tities and Procedures for Description and Measurement of Environmental
Sound, Part 2: Measurement of Long-Term, Wide-Area Sound
ANSI/ASA S12.9/Part 3-1993 (R 2008) American National Standard Quan-
tities and Procedures for Description and Measurement of Environmental
Sound, Part 3: Short-Term Measurements with an Observer Present
ANSI S12.9/Part 4-2005 American National Standard Quantities and Pro-
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cedures for Description and Measurement of Environmental Sound, Part 4:
Noise Assessment and Prediction of Long-Term Community Response
ANSI/ASA S12.9/Part 5-2007 American National Standard Quantities and
Procedures for Description and Measurement of Environmental Sound—
Part 5: Sound Level Descriptors for Determination of Compatible Land Use
ANSI/ASA S12.9/Part 6-2008 American National Standard Quantities and
Procedures for Description and Measurement of Environmental Sound—
Part 6: Methods for Estimation of Awakenings Associated with Outdoor
Noise Events Heard in Homes
ANSI/ASA S12.10-2002 (R 2007)/ISO 7779:1999 American National Stan-
dard Acoustics—Measurement of airborne noise emitted by information
technology and telecommunications equipment �Nationally Adopted Inter-
national Standard�
ANSI/ASA S12.11/Part 1-2003/ISO 10302:1996 (MOD) (R 2008) Ameri-
can National Standard Acoustics—Measurement of noise and vibration of
small air-moving devices—Part 1: Airborne noise emission �Modified Na-
tionally Adopted International Standard�
ANSI/ASA S12.11/Part 2-2003 (R 2008) American National Standard
Acoustics—Measurement of Noise and Vibration of Small Air-Moving
Devices—Part 2: Structure-Borne Vibration
ANSI/ASA S12.12-1992 (R 2007) American National Standard Engineering
Method for the Determination of Sound Power Levels of Noise Sources
Using Sound Intensity
ANSI S12.13 TR-2002 ANSI Technical Report Evaluating the Effectiveness
of Hearing Conservation Programs through Audiometric Data Base Analysis
ANSI/ASA S12.14-1992 (R 2007) American National Standard Methods for
the Field Measurement of the Sound Output of Audible Public Warning
Devices Installed at Fixed Locations Outdoors
ANSI/ASA S12.15-1992 (R 2007) American National Standard For
Acoustics—Portable Electric Power Tools, Stationary and Fixed Electric
Power Tools, and Gardening Appliances—Measurement of Sound Emitted
ANSI/ASA S12.16-1992 (R 2007) American National Standard Guidelines
for the Specification of Noise of New Machinery
ANSI S12.17-1996 (R 2006) American National Standard Impulse Sound
Propagation for Environmental Noise Assessment
ANSI S12.18-1994 (R 2004) American National Standard Procedures for
Outdoor Measurement of Sound Pressure Level
ANSI S12.19-1996 (R 2006) American National Standard Measurement of
Occupational Noise Exposure
ANSI S12.23-1989 (R 2006) American National Standard Method for the
Designation of Sound Power Emitted by Machinery and Equipment
ANSI S12.42-1995 (R 2004) American National Standard Microphone-in-
Real-Ear and Acoustic Test Fixture Methods for the Measurement of Inser-
tion Loss of Circumaural Hearing Protection Devices
ANSI/ASA S12.43-1997 (R 2007) American National Standard Methods for
Measurement of Sound Emitted by Machinery and Equipment at Worksta-
tions and Other Specified Positions
ANSI/ASA S12.44-1997 (R 2007) American National Standard Methods for
Calculation of Sound Emitted by Machinery and Equipment at Workstations
and Other Specified Positions from Sound Power Level
ANSI/ASA S12.50-2002 (R 2007)/ISO 3740:2000 American National Stan-
dard Acoustics -Determination of sound power levels of noise sources—
Guidelines for the use of basic standards �Nationally Adopted International
Standard�
ANSI/ASA S12.51-2002 (R 2007)/ISO 3741:1999 American National Stan-
dard Acoustics—Determination of sound power levels of noise sources us-
ing sound pressure—Precision method for reverberation rooms �This Stan-
dard includes Technical Corrigendum 1–2001.� �Nationally Adopted
International Standard�
ANSI S12.53/Part 1-1999 (R 2004)/ISO 3743-1:1994 American National
Standard Acoustics—Determination of sound power levels of noise
sources—Engineering methods for small, movable sources in reverberant
fields—Part 1: Comparison method for hard-walled test rooms �Nationally
Adopted International Standard�
ANSI S12.53/Part 2-1999 (R 2004)/ISO 3743-2:1994 American National
Standard Acoustics—Determination of sound power levels of noise sources
using sound pressure—Engineering methods for small, movable sources in
reverberant fields—Part 2: Methods for special reverberation test rooms
�Nationally Adopted International Standard�
ANSI S12.54-1999 (R 2004)/ISO 3744:1994 American National Standard
Acoustics -Determination of sound power levels of noise sources using

sound pressure—Engineering method in an essentially free field over a re-
flecting plane �Nationally Adopted International Standard�
ANSI S12.55-2006/ISO 3745:2003 American National Standard
Acoustics—Determination of sound power levels of noise sources using
sound pressure—Precision methods for anechoic and hemi-anechoic rooms
�Nationally Adopted International Standard�
ANSI S12.56-1999 (R 2004)/ISO 3746:1995 American National Standard
Acoustics—Determination of sound power levels of noise sources using
sound pressure—Survey method using an enveloping measurement surface
over a reflecting plane �Nationally Adopted International Standard�
ANSI/ASA S12.57-2002 (R 2007)/ISO 3747:2000 American National Stan-
dard Acoustics—Determination of sound power levels of noise sources us-
ing sound pressure—Comparison method in situ �Nationally Adopted Inter-
national Standard�
ANSI S12.60-2002 American National Standard Acoustical Performance
Criteria, Design Requirements, and Guidelines for Schools
ANSI S12.65-2006 (Revision of ANSI S3.14–1977) American National Stan-
dard for Rating Noise with Respect to Speech Interference
ANSI/ASA S12.68-2007 American National Standard Methods of Estimat-
ing Effective A-Weighted Sound Pressure Levels When Hearing Protectors

are Worn

ASA COMMITTEE ON STANDARDS „ASACOS…

ASACOS �P.D. Schomer, Chair; R.D. Hellweg, Vice Chair�

U.S. TECHNICAL ADVISORY GROUPS „TAGS…
FOR INTERNATIONAL STANDARDS
COMMITTEES

ISO/TC 43 Acoustics, ISO/TC 43 /SC 1 Noise �P.D. Schomer, U.S.
TAG Chair�

ISO/TC 108 Mechanical vibration, shock, and condition monitoring
�D.J. Evans, U.S. TAG Chair�

ISO/TC 108/SC 2 Measurement and evaluation of mechanical vibra-
tion and shock as applied to machines, vehicles and structures �A.F. Kil-
cullen and R.F. Taddeo, U.S. TAG Co-Chairs�

ISO/TC 108/SC 3 Use and calibration of vibration and shock measur-
ing instruments �D.J. Evans, U.S. TAG Chair�

ISO/TC 108/SC 4 Human exposure to mechanical vibration and shock
�D.D. Reynolds, U.S. TAG Chair�

ISO/TC 108/SC 5 Condition monitoring and diagnostics of machines
�D.J. Vendittis, U.S. TAG Chair; R. Taddeo, U.S. TAG Vice Chair�

ISO/TC 108/SC 6 Vibration and shock generating systems �C. Peter-
son, U.S. TAG Chair�

IEC/TC 29 Electroacoustics �V. Nedzelnitsky, U.S. Technical Advi-

sor�

STANDARDS NEWS FROM THE UNITED
STATES

�Partially derived from ANSI Reporter and ANSI Standards Action,
with appreciation�

American National Standards Call for Comment on Proposals
Listed
This section solicits comments on proposed new American National Stan-
dards and on proposals to revise, reaffirm, or withdraw approval of existing
standards. The dates listed in parenthesis are for information only.

AMCA „Air Movement and Control Association…

Reaffirmations

BSR/AMCA 520–2004 (R200x), Laboratory Methods of Testing Actuators
�reaffirmation of ANSI/AMCA 520–2004�

Establishes an industry standard for minimum rating and testing of actuators
used on fire/smoke dampers. The testing requirements will cover torque or
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force rating, long-term holding, operational life, elevated temperature per-
formance, periodic maintenance, production, and sound testing for both
pneumatic and electric operators. �December 8, 2008�

ASA „ASC S2… „Acoustical Society of America…

Reaffirmations

BSR/ASA S2.29-2003 (R200x), Guide for the Measurement and Evaluation
of Vibration of Machine Shafts on Shipboard Machinery �reaffirmation
and redesignation of ANSI S2.29–2003�

Gives guidelines for applying shaft vibration evaluation criteria, under nor-
mal operating conditions, measured at or close to the bearings of large
shipboard machines with oil film bearings, such as main propulsion tur-
bines and gears, and turbo-generators. These guidelines are presented in
terms of steady vibration amplitudes and changes in amplitudes which
may occur in these steady values. They apply to acceptance tests for new
machinery, and in-situ testing for monitoring purposes. �November 3,
2008�

Withdrawals

ANSI S2.7-1982 (R2004), Balancing Terminology �withdrawal of ANSI
S2.7–1982 �R2004��

Contains a collection of terms and definitions relating to balancing proce-
dures and equipment. The terms are grouped into seven major categories,
covering the subjects of: �1� Machines; �2� Rotors; �3� Unbalance; �4�
Balancing; �5� Balancing Machines and equipment; �6� Flexible Rotors;
and �7� Rotating Rigid Free-Bodies �i.e., aerospace vehicles�. �November
17, 2008�

ANSI S2.17-1980 (R2004), Techniques of Machinery Vibration Measure-
ment �withdrawal of ANSI S2.17-1980 �R2004��

Concerns vibration measurement quantities, equipment, and procedures in-
volved in operating machinery. Calibration of vibration measurement and
calibration equipment are discussed in the document. The standard has an
application to preventive maintenance programs, equipment selection, and
equipment quality. �November 24, 2008�

ASA „ASC S3… „Acoustical Society of America…

Reaffirmations

BSR S3.41-1990 (R200x), Audible Emergency Evacuation Signal �reaffir-
mation of ANSI S3.41-1990 �R2001��

Applies to an audible emergency signal used for and limited to situations
requiring immediate evacuation from a building because of emergency.
This standard specifies two parameters of the audible emergency evacua-
tion signal, i.e., the temporal pattern and the required sound pressure level
at all places with the intended signal reception area. It applies to the
audible signal, not to the individual signaling system components. �Octo-
ber 27, 2008�

Revisions

BSR/ASA S3.45-200x, Procedures for Testing Basic Vestibular Function
�revision and redesignation of ANSI S3.45-1999�

Defines test procedures, measurements, data analysis, and data reporting
requirements for performing and reporting a battery of six different tests
for the evaluation of human vestibular function �“Basic Vestibular Func-
tion Test Battery”�. Stimuli are presented to evoke eye movement by a
subject whose response is determined either by measurement of electrical
signals generated by the eye movements or by image-processing methods
applied to video eye movements. Test interpretation is not included. �No-
vember 24, 2008�

ASA „ASC S12… „Acoustical Society of America…

New Standards

BSR/ASA S12.67-200x, Pre-Installation Airborne Sound Measurements and
Acceptance Criteria of Shipboard Equipment �new standard�

Describes the instrumentation and procedures for the pre-installation mea-
surement and analysis of airborne noise generated by shipboard equip-
ment. Maximum noise level criteria are presented for several types of
equipment. This standard is based on MIL STD 740-1 “Airborne Sound
Measurements and Acceptance Criteria of Shipboard Equipment” and
MIL-STD-1474D, Requirement 5, “Shipboard Equipment Noise.” �No-
vember 10, 2008�

ASTM

Reaffirmations

BSR/ASTM F2174-2002 (R200x), Practice for Verifying Acoustic Emis-
sion Sensor Response �reaffirmation of ANSI/ASTM F2174–2002� �Octo-
ber 27, 2008�

CSAA „Central Station Alarm Association…

New Standards

BSR/CSAA-CS-AUD-01–200x, Audio Verification Procedures for Burglar
Alarms �new standard�

Defines monitoring procedures of burglar alarms by using the addition of
audio and its transmission from the protected premises for the verification
of alarm activity. The goal of this standard is to reduce the instances of
false dispatches. �November 3, 2008�

TIA „Telecommunications Industry Association…

Reaffirmations

BSR/TIA 631-A-2002 (R200x), Telecommunications—Telephone Terminal
Equipment—Radio Frequency Immunity Requirements �reaffirmation of
ANSI/TIA 631-A-2002�

Specifies Radio Frequency �RF� immunity performance criteria for two-wire
Telephone Terminal Equipment �TTE� having an acoustic output and two-
wire TTE adjunct devices with connection port for Telephone Terminal
Equipment �TTE� having an acoustic output. �October 27, 2008�

Revisions

BSR/TIA/EIA 136-440-C-200x, TDMA Third Generation Wireless Adap-
tive Multi Rate �AMR� Codec �revision and redesignation of ANSI/TIA/
EIA 136.440-B-2006�

Provides a description of the AMR speech service, including speech coding,
channel coding and link adaptation. �October 27, 2008�

Notice of Withdrawal: ANS at least 10 years past approval date
The following American National Standards have not been revised or reaf-
firmed within ten years from the date of their approval as American National
Standards and accordingly are withdrawn:
ANSI/AWS F6.1-1978 (R1998), Method for Sound Level Measurement of
Manual Arc Welding and Cutting Processes

Call for Members „ANS Consensus Bodies…
Directly and materially affected parties who are interested in participating as
a member of an ANS consensus body for the standards listed below are
requested to contact the sponsoring standards developer directly and in a
timely manner.

ASA „ASC S2… „Acoustical Society of America…
BSR/ASA S2.28-200x, Guide for the Measurement and Evaluation of Vi-
bration of Shipboard Machinery �revision and redesignation of ANSI S2.28-
2003�
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ASA „ASC S12… „Acoustical Society of America…
BSR/ASA S12.42-200x, Microphone-In-Real-Ear and Acoustic Test Fixture
Methods for the Measurement of Insertion Loss of Hearing Protection De-
vices �revision and redesignation of ANSI S12.42-1995 �R2004��

ASA „ASC S3… „Acoustical Society of America…
BSR/ASA S3.25-200x, Occluded Ear Simulator �revision and redesignation
of ANSI/ASA S3.25-200x�

American National Standards Final Action
The following American National Standards have received final approval
from the ANSI Board of Standards Review.

ASA „ASC S3… „Acoustical Society of America…

Reaffirmations

ANSI/ASA S3.1-1999 (R2008), Maximum Permissible Ambient Noise Lev-
els for Audiometric Test Rooms �reaffirmation and redesignation of ANSI
S3.1-1999 �R2003��

ANSI/ASA S3.7-1995 (R2008), Method for Coupler Calibration of Ear-
phones �reaffirmation and redesignation of ANSI S3.7-1995 �R2003��

ANSI/ASA S3.20-1995 (R2008), Bioacoustical Terminology �reaffirmation
and redesignation of ANSI S3.20-1995 �R2003��

ASA (ASC S12) (Acoustical Society of America)

Revisions

ANSI/ASA S12.6-2008, Methods for Measuring the Real-Ear Attenuation of
Hearing Protectors �revision and redesignation of ANSI S12.6-1997
�R2002��

UL „Underwriters Laboratories, Inc.…

Revisions

ANSI/UL 1971-2008, Signaling Devices for the Hearing Impaired �revision
of ANSI/UL 1971-2004�

Project Initiation Notification System „PINS…
ANSI Procedures require notification of ANSI by ANSI-accredited stan-
dards developers �ASD� of the initiation and scope of activities expected to
result in new or revised American National Standards �ANS�. Early notifi-
cation of activity intended to reaffirm or withdraw an ANS and in some
instances a PINS related to a national adoption is optional. The mechanism
by which such notification is given is referred to as the PINS process. For
additional information, see clause 2.4 of the ANSI Essential Requirements:
Due Process Requirements for American National Standards.

ASA „ASC S2… „Acoustical Society of America…
BSR/ASA S2.28-200x, Guide for the Measurement and Evaluation of Vi-
bration of Shipboard Machinery �revision and redesignation of ANSI S2.28-
2003�
Contains procedures for the measurement and evaluation of the mechanical
vibration of nonreciprocating machines, as measured on nonrotating parts. It
contains criteria for evaluating new machines and for vibration monitoring.
This American National Standard is related to the ISO 10816 series that
provides guidelines for the evaluation of different types of machines. The
type of machinery covered in this standard is shipboard machinery. Project
Need: To revisit limits set on the broadband values, based on statistical
analysis using new vibration data on 75 machines tested up to 20 times each.
Stakeholders: Maritime industry, military, naval engineering, ship building.

ASA „ASC S3… „Acoustical Society of America…
BSR/ASA S3.25-200x, Occluded Ear Simulator �revision and redesignation
of BSR/ASA S3.25-200x�
Specifies the acoustical performance of an occluded ear simulator. This de-
vice is designed to simulate the acoustical behavior of the ear canal between
the tip of an earmold and the eardrum, including the acoustic impedance at

the eardrum of a median adult human ear. The occluded ear simulator is also
suitable as the basis for extensions intended to simulate the complete ear
canal and the outer ear �e.g., head and torso simulators�. Project Need: To
acknowledge the compliance of different existing occluded ear simulators
already deployed �and in use for 30 years�, and new compliant devices.
Harmonization with IEC 60318-4 is also desirable. Extension of the current
frequency range of applicability may also be considered. Stakeholders:
Hearing aid manufacturers, telecom manufacturers, consumer headphone
and earphone manufacturers.

ASA „ASC S12… „Acoustical Society of America…
BSR/ASA S12.42-200x, Microphone-In-Real-Ear and Acoustic Test Fixture
Methods for the Measurement of Insertion Loss of Hearing Protection De-
vices �revision and redesignation of ANSI S12.42-1995 �R2004��
Provides two methods for measuring the insertion loss of any hearing pro-
tection device �HPD� that encloses the ears, caps the ears, or occludes the
ear canals. It contains information on instrumentation, calibration, electroa-
coustic requirements, subject selection and training, procedures for locating
ear-mounted microphones and HPDs to measure sound pressure levels at the
ear, specifications describing suitable ATFs, and methods for reporting the
calculated insertion-loss values. Project Need: To revise ANSI S12.42-1995
�R2004� so that it deals with earmuffs and earplugs. It also must be ex-
panded to provide specifics on a variety of test signals to include impulse
noise. The document must also be updated to correspond to the current
version of ANSI S12.6-2008. Stakeholders: Industrial, military, and nonoc-
cupational users of hearing protection devices and regulatory agencies.

ATIS „Alliance for Telecommunications Industry
Solutions…
BSR ATIS 0600010.03-200x, Operational Vibration and Shock Require-
ments for Network Telecommunications Equipment Utilized in Central Of-
fice and Outside Plant Environments �new standard�
Provides evaluation criteria for industry to ensure that the effects of opera-
tional vibration and shock on network telecommunications are minimized.
Project Need: To investigate the standardization of operational vibration and
shock requirements for network telecommunications equipment. Stakehold-

ers: Communications industry.

Standards News from Abroad
�Partially derived from ANSI Reporter and ANSI Standards Action,

with appreciation.�

International Organization for Standardization „ISO…

Newly Published ISO and IEC Standards
Listed here are new and revised standards recently approved and promul-
gated by ISO—the International Organization for Standardization.

ISO Standards
MECHANICAL VIBRATION AND SHOCK
„TC 108…
ISO 16063-12/Cor1:2008, Methods for the calibration of vibration and
shock transducers—Part 12: Primary vibration calibration by the reciprocity
method—Corrigendum
ISO 18436-4:2008, Condition monitoring and diagnostics of machines—
Requirements for qualification and assessment of personnel—Part 4: Field
lubricant analysis
ISO 18436-6:2008, Condition monitoring and diagnostics of machines—
Requirements for qualification and assessment of personnel—Part 6: Acous-
tic emission
ISO 18436-7:2008, Condition monitoring and diagnostics of machines—
Requirements for qualification and assessment of personnel—Part 7: Ther-
mography

PERFORMANCE OF HOUSEHOLD ELECTRICAL APPLIANCES
„TC 59…
IEC 60704-2-13 Amd.1 Ed. 1.0 b:2005, Amendment 1—Household and
similar electrical appliances—Test code for the determination of airborne
acoustical noise—Part 2-13: Particular requirements for range hoods
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SMALL CRAFT „TC 188…
ISO 14509-1:2008, Small craft—Airborne sound emitted by powered rec-
reational craft—Part 1: Pass-by measurement procedures

IEC Standards
ELECTRICAL ACCESSORIES „TC 23…
IEC 62080 Amd.1 Ed. 1.0 b:2008, Amendment 1—Sound signalling de-
vices for household and similar purposes

ISO Draft Standards
ACOUSTICS „TC 43…
ISO/DIS 8253-1, Acoustics—Audiometric test methods—Part 1: Basic
pure-tone air and bone conduction threshold audiometry �December 13,
2008�
ISO/DIS 10140-5, Acoustics—Laboratory measurement of sound insulation
of building elements—Part 5: Requirements for test facilities and equipment
�January 8, 2009�
ISO/DIS 10140-2, Acoustics—Laboratory measurement of sound insulation

of building elements—Part 2: Measurement of airborne sound insulation
�January 8, 2009�
ISO/DIS 10140-3, Acoustics—Laboratory measurement of sound insulation
of building elements—Part 3: Measurement of impact sound insulation
�January 8, 2009�
ISO/DIS 10140-4, Acoustics—Laboratory measurement of sound insulation
of building elements—Part 4: Measurement procedures and requirements
�January 8, 2009�
ISO/DIS 10140-1, Acoustics—Laboratory measurement of sound insulation
of building elements—Part 1: Test codes �January 8, 2009�

MECHANICAL VIBRATION AND SHOCK „TC 108…
ISO/DIS 4866, Mechanical vibration and shock—Vibration of fixed
structures—Guidelines for the measurement of vibrations and evaluation of
their effects on structures �December 21, 2008�
ISO/DIS 18436-5, Condition monitoring and diagnostics of machines—
Requirements for qualification and assessment of personnel—Part 5: Lubri-
cant laboratory technician/analyst �January 6, 2009�
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BOOK REVIEW

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Nonlinear Vibrations and Stability of Shells
and Plates

Marco Amabili

Cambridge University Press, Cambridge, 2008. 374 pp. Price:
$99.00 (hardcover) ISBN: 978-0-521-88329-0

Nonlinearity in the vibration of simple mechanical systems is a very
important aspect of many branches of science. In acoustics it underlies the
distortion in powerful loudspeakers and the shimmering sounds of cymbals
and Chinese gongs, while in engineering it can lead to the buckling and
failure of large structures associated with power sources. The cover of this
book indicates its concern with the latter topics, since it displays photos of
the lift-off of a space shuttle and the structure of an ultramodern building
dome in Valencia, together with a plot of a vibrational mode of a square
plate. The introduction adds photographs of the Queen Mary 2, the US Navy
submarine USS Asheville, and the huge new Airbus 380 passenger aircraft.

A brief flick through the pages, however, shows that this is not a book
for practical engineers but rather a detailed exposition of the underlying
mathematics. Many of the pages in the first few chapters are mostly occu-
pied by equations—there are 210 numbered equations in the 46 pages of
Chapter 1. To assess the contents and the readership for whom it will be
appropriate requires a much more detailed examination. The preface says
that the book is aimed at “researchers, professionals, students and instruc-
tors” and that it contains “a complete text on the nonlinear mechanics of
shells and plates” together with a “state of the art” exposition of their non-
linear vibrations and stability. This accords with my impressions. Despite
their mathematical density, the early chapters are well set out and explained
and do indeed tell you nearly all you need to know about the basis of the
subject. After the basic equations of Chapter 1, the second chapter enters the
more practical domain of doubly curved plates and plates with a laminated
structure, which are common in aircraft and other applications. Chapter 3
then present an excellent introduction to nonlinear dynamics, bifurcations,
and associated computational methods. A few terms for bifurcations and
attractors, such as “dangerous,” “explosive,” and “blue sky catastrophe,” are
particularly attention grabbing!

The following chapters of the book concentrate on particular cases of
practical importance and explore them in detail. Several chapters are de-
voted to circular cylindrical shells, both empty and filled with liquid, a topic
of relevance to applications such as the fuel tanks of the space shuttle, which
are considered explicitly. Some of the frequency response curves for this
situation are really unusual! Along with computed results, the author also
describes the results of his laboratory experiments on a system of this type
and presents computed and experimental bifurcation diagrams and Poincaré

maps. There is then a theoretical examination of the effects of axial load,
boundary conditions, and other parameters, and experimental results are
shown for some of these cases. Chapter 10 then leads us on to the behavior
of shells with biaxial curvature, with the forward fuel tank of the space
shuttle as an example, a matter that is returned to in a later chapter. The final
subject treated is the stability of rotating circular plates, with relevance to
computer hard-disk drives and similar systems.

Does the book cover most of the subjects I would expect? Perhaps not,
since it is mostly limited to discussion of almost flat or circularly cylindrical
shells with simple boundary conditions. Interesting cases not treated are, for
example, a conical shell, a plate with a sharp change in slope, and a flat
sheet rolled into a spiral like a clock spring. Certainly one can think of a
large number of such deviant shapes, but these are generic enough that they
might have been chosen as examples. The reason for limiting the geometries
treated is presumably that their possible number is immense, and the book
keeps to those with explicit solutions and clear engineering applications.

If it is read from an acoustical point of view, the book omits consid-
eration of many of the subjects one might regard as important, such as
harmonic generation and distortion as a function of amplitude and excitation
frequency. Indeed the word “spectrum” does not appear anywhere in the
index and figures 9.11 and 9.23, which do show spectra of a sort, are not
what one would be looking for. This is not meant as a criticism, but simply
to point out that the book is intended for mechanical engineers rather than
acousticians.

The book is very well written and the mathematical analysis is clearly
set out and explained. Each chapter has a list of typically 10 to 30 references
and the text is illustrated with a good number of well-drawn diagrams,
together with photographs of experimental equipment where this has been
used. The index, at less than two double-column pages, is surprisingly short,
but seems to be adequate.

The author is clearly an expert in this field, with many related publi-
cations, and he explains the subject very clearly, though the level of formal-
ity means that it is not easy to simply “dip in” to find the way to treat a
problem—you need to read the whole chapter carefully, and perhaps the
introductory chapters, too. It would be an excellent text for a graduate-level
course in the subject for engineering students with a good background in
mathematics. It should also appeal to established researchers in related areas
who want to catch up with the latest theoretical approaches in this field
without having to read all the published papers.

NEVILLE H. FLETCHER

Research School of Physical Sciences and Engineering
Australian National University
Canberra, ACT 0200, Australia
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REVIEWS OF ACOUSTICAL PATENTS
Sean A. Fulop
Dept. of Linguistics, PB92
California State University Fresno
5245 N. Backer Ave., Fresno, California 93740

Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
ANGELO CAMPANELLA, 3201 Ridgewood Drive, Hilliard, Ohio 43026–2453
JOHN ERDREICH, Ostergaard Acoustical Associates, 200 Executive Drive, West Orange, New Jersey 07052
SEAN A. FULOP, California State University, Fresno, 5245 N. Backer Avenue, M/S PB92, Fresno, California 93740-8001
JEROME A. HELFFRICH, Southwest Research Institute, San Antonio, Texas 78228
DAVID PREVES, Starkey Laboratories, 6600 Washington Ave. S., Eden Prairie, Minnesota 55344
NEIL A. SHAW, Menlo Scientific Acoustics, Inc., Post Office Box 1610, Topanga, California 90290
ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
ROBERT C. WAAG, Department of Electrical and Computer Engineering, University of Rochester, Rochester, New York 14627

7,327,071

43.35.Pt SURFACE ACOUSTIC WAVE DEVICE

Kenji Nishiyama et al., assignors to Murata Manufacturing
Company, Limited

5 February 2008 (Class 310/313 A); filed in Japan 2 March 2004

A surface acoustic wave �SAW� filter and duplex element 21 having a
zero resonance frequency temperature coefficient �TC� is claimed where the
space between interdigital transducer fingers 4A is filled with silicon dioxide
material 2 whose top surface is smoothed. A second SiO2 layer 6 is applied,

also smoothed, followed by a silicon nitride �SiN� topping 22. The latter is
claimed to provide a temperature coefficient contrasting with that of SiO2

and piezoelectric, resulting in a net zero TC for the SAW device.—AJC

7,326,392

43.35.Zc H2S SCAVENGING METHOD

Kevin S. Fisher and Kenneth E. McIntush, assignors to Gas
Technology Institute

5 February 2008 (Class 423/242.1); filed 2 August 2004

A gas scrubbing method enhanced by a mist produced at the face of an
ultrasound transducer surface somewhere in the column 11-30-31. Removal

of hydrogen sulfide �H2S� from gas flow 12 is enhanced by that mist of
water droplets that are but a few microns in diameter, providing a droplet
scrubbing area of 40 ft2 / ft3 of gas and allowing the column length 30-31 to
be much shorter.—AJC

7,379,558

43.38.Dv LOUDSPEAKER WITH INTEGRATED
SPIDER STANDOFF RING

Lucio Proni, assignor to JL Audio, Incorporated
27 May 2008 (Class 381/404); filed 16 December 2004

Aftermarket automotive loudspeakers suffer from various and sundry
failure modes. One of these can be due to the variability in the attachment of
the outer perimeter of the centering suspension to the speaker frame. Lower
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suspension element 18, commonly called a “spider,” is attached to standoff
56 using an overmolding process. This assures that the outer rim of the
spider is flat and can be repeatedly and assuredly attached to foot 48.—NAS

7,398,690

43.38.Fx ACOUSTIC PRESSURE SENSOR

David J. Erickson and Walter Chyrywaty III, assignors to
Lockheed Martin Corporation

15 July 2008 (Class 73/702); filed 7 April 2006

This patent discloses the construction details of what appears to be a
hydrophone receiver, although the application is not stated. The device is of
a cylindrical design and is apparently intended for use as a receiver as it
includes a cavity housing a preamplifier circuit board 19 next to the trans-
ducer elements 30, 31. The transducer elements are short, hollow cylinders

of piezoelectric material, most likely lead zirconate titanate for the stated
frequency range of 20 Hz–20 kHz. It is not an especially unusual design,
and no performance data are given to support the rather large claimed
bandwidth. Most of the discussion concerns sealing methods for the
housing.—JAH

7,372,968

43.38.Ja LOUDSPEAKER DRIVER

Andreas Buous and Martin Colloms, assignors to New
Transducers Limited

13 May 2008 (Class 381/152); filed in United Kingdom 8 November
2000

Coupler 56 is used to attached driver 44 to planar acoustic radiator 42

to allow easy replacement when said driver fails.—NAS

7,374,301

43.38.Ja STRETCHED MEMBRANE DEVICE

Douglas Evan Simmers, Massillon, Ohio
20 May 2008 (Class 359/847); filed 20 February 2005

Rigid batten 5 is attached to membrane 3 to prevent “wrinkles” in the

membrane when it is deformed to a concave shape.—NAS

7,403,628

43.38.Ja TRANSDUCER ASSEMBLY AND
LOUDSPEAKER INCLUDING RHEOLOGICAL
MATERIAL

Matthew J. Murray, assignor to Sony Ericsson Mobile
Communications AB

22 July 2008 (Class 381/152); filed 7 April 2004

A number of prior patents describe ways in which some part of a
cellular phone case can also serve as a sound emitting diaphragm. This
patent argues that the driving mechanism for such an inertial transducer is
fragile and can be damaged if the phone is bumped or dropped. So, instead

of a rigid connection between the two, a special resilient material is used
that becomes rigid in the presence of a magnetic field, somewhat like an
electromagnetic fluid clutch. The idea may or may not be practical, but it is
certainly unusual—a welcome change from patents that require an electron
microscope to detect any novel feature.—GLA

7,410,029

43.38.Ja BASS REFLEX TYPE LOUDSPEAKER
APPARATUS, LOUDSPEAKER BOX AND IMAGE
DISPLAY APPARATUS

Hideo Tanaami, assignor to Sony Corporation
12 August 2008 (Class 181/156); filed in Japan 9 March 2005

This is a good example of a “junk patent;” it displays negligible origi-
nality and provides no real protection. Its only apparent purpose is to act as
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a corporate trading stamp for Sony. The area of interest is a box containing
two loudspeakers, each with its own vented rear chamber �familiar prior art
thus far�. What the patent claims set forth is a specific geometry for folding
and nesting the two vent tunnels. In the space of 20 min or so, any engineer
could come up with a half-dozen equally acceptable alternatives.—GLA

7,398,816

43.38.Lc WINDOW SHADE

Andre Sala, assignor to Star H.K. Electronic Limited
15 July 2008 (Class 160/368.1); filed in United Kingdom 5

February 2004

Let us imagine a small child sitting next to a window in a residence or
automobile. Bright sunlight streams through the window, suggesting the
need for some kind of window shade. The child’s parent or guardian, having
acquired the special shade described in this patent, affixes it to the window

using its built-in suction cups. The aforesaid parent or guardian then oper-
ates a handheld remote control to activate the shade. Lights flash, stuffed
animals dance, and music emanates from a concealed loudspeaker. The child
is amused and, for a few minutes at least, the parent or guardian can attend
to other matters.—GLA

7,406,355

43.38.Md METHOD FOR GENERATING PLAYBACK
SOUND, ELECTRONIC DEVICE, AND
ENTERTAINMENT SYSTEM FOR GENERATING
PLAYBACK SOUND

Toru Morita, assignor to Sony Computer Entertainment
Incorporated

29 July 2008 (Class 700/94); filed in Japan 21 January 1999

Although this patent is aimed at a specialized application relating to
video games, the basic principle has wider potential uses. We are told that a
game can be partially loaded into one or more control modules that can then
be detached and used independently from the main game console. Sound
functions must be included in each control module. Audio effects are trig-
gered by an interrupt signal generated by a timer. Unless the timer operates

at a very high frequency, the digital audio data �say, a 1 kHz tone� may be
initiated at a point well above or below a zero crossing, introducing undes-
ired transient distortion. However, if the interrupt timing is deliberately per-
turbed to jibe with a period of the audio signal, the correct waveform is
preserved.—GLA

7,400,910

43.38.Si SPEAKER SOUND ENHANCEMENT FOR A
MOBILE TERMINAL

Yoshiya Matsumoto et al., assignors to Fujitsu Limited
15 July 2008 (Class 455/570); filed in Japan 13 June 2003

How many engineers does it take to make a cellular phone audible
whether the case is open or closed? In this instance, four. The novelty lies in

conducting sound from the back of the speaker through a short duct to a
rear vent without allowing it to be hindered by “wiring boards and the
like.”—GLA
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7,382,048

43.38.Si ACOUSTIC TRANSDUCER MODULE

Anthony D. Minervini, assignor to Knowles Electronics, LLC
3 June 2008 (Class 257/723); filed 28 April 2005

Microelectronic mechanical system �MEMS� 110 is connected to
printed circuit board 12 via connecting surface 114. The MEMS has con-
nections on the side toward 114 so that the MEMS does not need to be

soldered as it is held in place by the various parts of housing 102. Acoustic
ports 124 complete the microphone assembly.—NAS

7,406,172

43.38.Si REVERSIBLE BEHIND-THE-HEAD
MOUNTED PERSONAL AUDIO SET WITH PIVOTING
EARPHONE

Dominic Amae, assignor to Logitech Europe S.A.
29 July 2008 (Class 379/430); filed 16 February 2006

This patent teaches that combination headsets come in two basic vari-
eties: stereo and “monoaural.” In either case, only one microphone boom is

provided, usually attached to the right earcup. But suppose the user wants
the microphone on the left? In this case simply flip and rotate and the job is
done—no reassembly is required.—GLA

7,412,267

43.38.Si MOBILE DEVICE WITH A COMBINATION
ATTACHMENT AND ACOUSTIC PORT

Chris Eaton and Matt Murray, assignors to Sony Ericsson Mobile
Communications AB

12 August 2008 (Class 455/575.1); filed 30 October 2003

Small, handheld devices such as pagers and cellular phones are min-
iaturized to the greatest possible extent. There is no extra space for a loud-
speaker grill, so sound may be squirted out through a small opening or a

slot. Since many of these devices are fitted with a carrying strap, this patent
suggests that the two functions can be combined as shown. From this mod-
est concept the patent attorneys managed to derive 25 patent claims, an
achievement more impressive than the invention itself.—GLA

7,408,514

43.38.Si SPEAKER OF A PORTABLE TERMINAL
HAVING A RESONANCE SPACE

Sung-Soo Go, assignor to Samsung Electronics Company, Limited
5 August 2008 (Class 343/702); filed in Republic of Korea 18

October 2004

According to this patent, most cellular telephones suffer from a griev-
ous design fault: “…the speaker device is mounted on the folder without a
resonance space, thus producing a poor undertone so that the listener cannot
hear a wide range of high quality sound.” To remedy this sad state of affairs,
speaker unit 100 is separated from sound opening 201, creating a resonance
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space 600 in front of the diaphragm. If the diagram is accurate then there is
no rear cavity at all, somewhat diminishing one’s expectation of high quality
sound. The diagram also indicates that the hinged cover only partly blocks
opening 201; however, the patent claims tippy toe around this feature by
stating only that “…sound generated by the speaker module advances in
multiple directions, after passing through the resonance space, regardless of
the folder being opened or closed.”—GLA

7,401,397

43.40.Dx METHOD OF PRODUCING AN INERTIAL
SENSOR

Kirill V. Shcheglov and A. Dorian Challoner, assignors to The
Boeing Company

22 July 2008 (Class 29/595); filed 9 March 2006

This patent describes a microelectronic mechanical gyroscope made of
silicon, said to have improved sensitivity and bias stability compared to
other similar gyros due to its construction. The inventors compare the gyro
to traditional quartz hemispheric resonator gyros and to silicon ring gyros of
more recent invention. The device is essentially a silicon disk perforated by
annular slots, with the annular cavities housing the drive and sense elec-
trodes. The inventors claim that the sensitivity and stability improvements
are gained by committing more surface area to electrodes and laser trimming
the perimeter of the silicon disk after testing. Much of the text is given to
discussion of the vibrational modes in and out of the plane of the disk, and
their coupling. This appears to be an advance in the state of the art for
compact commercial gyros, but it is hard to tell as no performance data are
given.—JAH

7,401,000

43.40.Le ACOUSTIC VIBRATION ANALYZING
APPARATUS AND ACOUSTIC VIBRATION
ANALYZING METHOD, PROGRAM FOR ANALYZING
ACOUSTIC VIBRATION, AND RECORDING
MEDIUM, READABLE BY COMPUTER, ON WHICH
PROGRAM FOR ANALYZING ACOUSTIC
VIBRATION IS STORED

Takaaki Nakamura, assignor to Honda Motor Company, Limited
15 July 2008 (Class 702/145); filed in Japan 28 August 2003

The apparatus described in this patent is intended to assist in identifi-
cation of the sources of unusual sounds or vibrations in automotive trans-
missions. Sounds and vibrations from the transmission, from the engine, and
other devices are sensed and recorded together with an elapsed time signal,
with vehicle speed data, and with comments from the test driver. Frequency
analysis of the sounds and vibrations is performed and the orders �multiples
of rotational speed of a selected component� are determined. These are
displayed and correlated with listener’s observations. Later analysis permits
reproduction of single sound components at a time so that a listener can
compare these to his subjective observations.—EEU

7,374,499

43.40.Tm GOLF CLUB HEAD WITH DUAL
DUROMETER FACE INSERT

David D. Jones and Leslie J. Bryant, assignors to Karsten
Manufacturing Corporation

20 May 2008 (Class 473/340); filed 1 August 2005

The face of insert 30 of club head 10 is made from a high durometer
material which provides the “desirable acoustic feedback” when striking the

golf ball. The surround of insert 30 is made of a lower durometer material to
allow the insert to “float” within cavity 24 of body 12 which provides “a
desirable feel.”—NAS

7,401,690

43.40.Tm DAMPED CLUTCH PLATE SYSTEM AND
METHOD

Jeff Lazowski and Eric Denys, assignors to Material Sciences
Corporation

22 July 2008 (Class 192/30 V); filed 2 September 2005

A clutch plate according to this invention consists of a sandwich struc-
ture composed of a viscoelastic core between steel layers. The viscoelastic
material can be selected to be effective at different temperatures and may
also serve as the bond between the steel layers.—EEU

7,406,923

43.40.Tm SYSTEMS AND METHODS FOR
REDUCING VIBRATIONS

Donald Wayne Allen et al., assignors to Shell Oil Company
5 August 2008 (Class 114/243); filed 7 April 2006

Strakes attached to cylindrical structures that are exposed to fluid cur-
rents can reduce vibrations resulting from vortex shedding. This patent de-
scribes particular strake configurations that are claimed to be comparatively
easy to manufacture, transport, store, and install, particularly for underwater
applications.—EEU
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7,406,939

43.40.Vn ENGINE VIBRATION SUPPRESSION
DEVICE AND SUPPRESSION METHOD THEREOF

Yasuyuki Asahara and Kazuhiro Fujikane, assignors to Nissan
Motor Company, Limited

5 August 2008 (Class 123/192.1); filed in Japan 7 November 2005

When the engine in a hybrid automobile is restarted there occur torque
variations as the intake air is compressed and expanded, leading to vibration
of the engine on its mountings. This patent describes an active control sys-
tem that provides counteracting torques in order to reduce these vibrations.
A controller estimates the internal cylinder pressure of the engine on
the basis of the engine’s operating conditions, calculates the desired oppos-
ing torque, and causes the hybrid’s electrical motor to generate this
torque.—EEU

7,409,741

43.40.Yq TOOTHBRUSH WITH TUNED VIBRATING
HEAD

William S. Dworzan, Santa Ana, California
12 August 2008 (Class 15/22.1); filed 24 June 2003

In this toothbrush design a rotor with an eccentric mass is located near
the brush’s head. The rotor’s rotational frequency matches the natural fre-
quency of the toothbrush structure, enabling the generation of relatively
intense resonant vibrations with minimal battery energy usage.—EEU

7,402,537

43.50.Gf AIR PERMEABLE, WATER REPELLENT,
ACOUSTIC DOOR WATERSHIELD

Steven E. Lenda and Donald P. Marriott, assignors to Creative
Foam Corporation

22 July 2008 (Class 442/50); filed 17 December 2003

Watershields in automotive vehicles typically are applied to door pan-
els in order to keep water, dirt, and sound from entering the passenger
compartment. The watershield described in this patent is intended to be
installed between the interior panel of a door and the attached interior trim.
It is constructed of a layer of water repellant nonwoven scrim, which is air
permeable, atop an acoustically absorptive layer formed from a lofted non-
woven fiber pad.—EEU

7,401,679

43.66.Ts ADAPTOR FOR MOUNTING A SOUND
TUBE IN AN EARPIECE

Klaus Sommer Ipsen, assignor to GN Resound A/S
22 July 2008 (Class 181/129); filed in Denmark 14 February 2003

An adaptor connected to a sound tube inserts into the in-the-ear shell
portion of an open behind-the-ear hearing aid fitting and also provides

venting via at least one opening.—DAP

7,400,738

43.66.Ts ACOUSTIC MODULE FOR A HEARING AID
DEVICE

Torsten Niederdränk et al., assignors to Siemens Audiologische
Technik GmbH

15 July 2008 (Class 381/318); filed in Germany 27 June 2002

A detachable acoustic module in a hearing aid houses the micro-
phone�s� and receiver, seals them off acoustically, and mechanically isolates
them from each other and from external vibration. The design is said to

reduce size, shield against electromagnetic interference, and simplify manu-
facture since the module can be used in different hearing aid designs. The
fixed vibration-coupling characteristics of the module are determined by the
hearing aid signal processor and used to further improve feedback
reduction.—DAP

7,403,630

43.66.Ts MINIATURE HEARING AID INSERT
MODULE

Martin Bondo Jørgensen and Karsten Videbæk, assignors to
Sonion Roskilde A/S

22 July 2008 (Class 381/324); filed 30 April 2004

An insertable module for a hearing aid contains a socket and battery
lid that are attached to an electrically conductive metal frame for accommo-
dating the hearing aid battery. The adherence of the removable module to
the faceplate is made more robust by making the frame rigid, rectangular,
and “closed loop” with only a small opening and with projections to engage
the faceplate. Overall advantages are said to be easier manufacturability,
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repair, and customization for different wearers’ ears as well as greater bat-
tery concealment.—DAP

7,403,629

43.66.Ts DISPOSABLE MODULAR HEARING AID

John G. Aceti et al., assignors to Sarnoff Corporation
22 July 2008 (Class 381/324); filed 13 March 2000

To allow replacement of a highly flexible earmold tip used with a
deeply fitting disposable modular hearing aid, a replaceable base unit may
contain in one embodiment a shell, electronics, battery, controls, receiver,

and microphone. The replaceable earmold, which may alternately house the
receiver, electronics, and battery, has a mushroom-shaped ultrasoft tip and
means for replaceably attaching to the base unit.—DAP

7,407,035

43.66.Ts SPLIT SHELL SYSTEM AND METHOD
FOR HEARING AIDS

Robert Stinauer et al., assignors to GN ReSound A/S
5 August 2008 (Class 181/135); filed 25 February 2003

To facilitate easier manufacturing of custom hearing aids, a two-piece
shell is utilized to permit easier access to the inside of the hearing aid. The
shell is split longitudinally, approximately in a plane along the axis of the

ear canal, and no faceplate is used. A modular component assembly may be
used, and after joining the two parts which may have locking features, the
shell may be inserted into an elastomeric sheath.—DAP

7,409,069

43.66.Ts FACEPLATE MOAT AND CUT OUT FOR
HEARING INSTRUMENT

Thomas Geoffery Fletcher et al., assignors to Sound Design
Technologies, Limited

5 August 2008 (Class 381/322); filed 3 December 2004

To facilitate easier manufacturing of custom hearing aids, a moat or
trench is cut into the surface of the faceplate that includes a wall structure

for coupling with the shell portion. The base of the shell is fabricated
slightly undersized and presses into the moat in the faceplate after cement
has been inserted into it.—DAP
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7,412,068

43.66.Ts OTOPLASTY FOR BEHIND-THE-EAR
„BTE… HEARING AIDS

Erich Bayer, Straubing, Germany
12 August 2008 (Class 381/328); filed in Germany 14 October 1999

An arc-shaped retention clip is used to better retain in place the flex-
ible tubing and earpiece used with open behind-the-ear hearing aid fittings

or cochlear implant systems with behind-the-ear processors. The clip adapts
and attaches to the outer edge of the wearer’s cavum concha near the cymba
portion of the outer ear.—DAP

7,264,081

43.66.Vt HEARING PROTECTION EARPLUG

Stefan Bruck, assignor to Uvex Arbeitsschutz GmbH
4 September 2007 (Class 181/135); filed in Germany 10 June 2005

The addition of an “X” shaped cavity �5� in a foam earplug provides

improved handling and comfort.—JE

7,268,669

43.66.Vt PERSONAL SENSORY REDUCTION
SYSTEM, AND METHOD

Michael McEvoy, Pensacola, Florida
11 September 2007 (Class 340/309.16); filed 5 November 2004

The addition of a blindfold to an earmuff type hearing protector is

described. The earmuff can accommodate a programmable alarm clock
�32�.—JE

7,314,047

43.66.Vt HEARING PROTECTION DEVICE

Robert Falco, assignor to Cabot Safety Intermediate Corporation
1 January 2008 (Class 128/864); filed 27 January 2003

With the addition of ribs and/or flanges �302� to the inside surfaces
�40� of the three primary flanges �18� of a molded hearing protector,
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additional stiffness of the primary flanges is achieved to prevent collapse
while preserving comfort.—JE

7,286,980

43.72.Dv SPEECH PROCESSING APPARATUS AND
METHOD FOR ENHANCING SPEECH
INFORMATION AND SUPPRESSING NOISE IN
SPECTRAL DIVISIONS OF A SPEECH SIGNAL

Youhua Wang and Koji Yoshida, assignors to Matsushita Electric
Industrial Company, Limited

23 October 2007 (Class 704/205); filed in Japan 31 August 2000

Sixteen embodiments of a method for speech enhancement �noise sup-
pression� are presented, which in essence implement comb filtering. In
theory, the passbands of the comb filter lie on the speech harmonics. The
likelihood of this being true is said to be increased over the prior art in this
method by highly accurate pitch detection, though this reviewer could not
really understand how.—SAF

7,289,626

43.72.Dv ENHANCEMENT OF SOUND QUALITY
FOR COMPUTER TELEPHONY SYSTEMS

George E. Carter and Bianka Skubnik, assignors to Siemens
Communications, Incorporated

30 October 2007 (Class 379/387.02); filed 7 May 2001

A number of noise-reduction techniques are put forth in this patent, all
of which apply frequency domain processing or filtering to the signal at the
client side in a computer telephony application. It is suggested that the noise
can be both detected and reduced by simple spectral processing and filtering.
These rather obvious methods, which are outlined without any significant
details, are offered as an alternative to client-side hardware noise gates,
which is like a straw man to make the patent seem novel.—SAF

7,289,955

43.72.Dv METHOD OF DETERMINING
UNCERTAINTY ASSOCIATED WITH ACOUSTIC
DISTORTION-BASED NOISE REDUCTION

Li Deng et al., assignors to Microsoft Corporation
30 October 2007 (Class 704/226); filed 20 December 2006

This patent has a tangled skein for its history, and constitutes a divi-
sional of a continuation in part �now another patent� of a continuation in part
�now a third patent� of yet a fourth, U.S. Patent No. 7,107,210, “Method of
Noise Reduction Based on Dynamic Aspects of Speech.” The background
notes that, while there is uncertainty remaining in the cleaned signal used for
speech recognition, prior art techniques either ignore it or overcompensate
by eliminating speech frames with too much uncertainty. Methods are put
forth in the patent which can, first, measure the uncertainty resulting from a
noise reduction process, and then utilize what helpful information exists in
speech frames having high uncertainty. Without noise, the observation vec-
tor y is the same as a clean vector x, and so evaluating the probability
p�y �m� for a Gaussian model component m would, under such unrealistic
circumstances, be the same as p�x �m�. The method described instead deter-
mines p�y �m� by marginalizing a joint conditional density function
p�y ,x �m� over all possible �unseen� clean speech vectors.—SAF

7,295,968

43.72.Dv DEVICE AND METHOD FOR PROCESSING
AN AUDIO SIGNAL

Franck Bietrix and Hubert Cadusseau, assignors to Wavecom
13 November 2007 (Class 704/200); filed in France 15 May 2001

“This invention relates to, in particular, the reduction or cancellation of
noise in an audio signal via a digital communication device….” It is noted
by the authors that, while international standards specify a 160-point frame
for speech vocoding, noise cancellation processing generally uses 256-point
frames to increase Fourier transform efficiency. The mismatch produces
asynchrony among the various frame cuts of the signal, which in turn ne-
cessitates a number of processing accommodations in spectral domain noise
cancellation that increase computational complexity. The patent describes, in
unclear peculiar English, a method for synchronizing the differently sized
frames by beginning the noise cancellation window 96 points before the
beginning of a speech window so that they have the same end point. The
method promises to eliminate all the processing tricks necessitated by the
more usual methods.—SAF

7,292,977

43.72.Fx SYSTEMS AND METHODS FOR
PROVIDING ONLINE FAST SPEAKER ADAPTATION
IN SPEECH RECOGNITION

Daben Liu, assignor to BBNT Solutions LLC
6 November 2007 (Class 704/236); filed 16 October 2003

According to this patent, prior art techniques for speaker adaptation in
a speech recognition system usually involves time-intensive and non-real-
time techniques which require decoding everything twice, and also batch
processing of a complete utterance’s worth of segments to perform segment
clustering by speaker. A number of techniques are suggested here to address
these issues, including real-time speaker-change detection logic �another
patent is referenced for this� and a decoding scheme involving a forward
stage with reduced data rate, a backward stage with increased accuracy, and
a rescoring stage with maximum accuracy �using the most complex sort of
hidden Markov model�. The level of detail in the patent is similar to that in
this review.—SAF

7,295,970

43.72.Fx UNSUPERVISED SPEAKER
SEGMENTATION OF MULTI-SPEAKER SPEECH
DATA

Allen Louis Gorin et al., assignors to AT&T Corporation
13 November 2007 (Class 704/221); filed 24 January 2003

Multiple speakers are identified in a dialog by applying automatic
segmentation routines in an iterative fashion. Between iterations and ini-
tially, speaker models are compared on each segment using a “generalized
likelihood ratio” to determine the most likely speaker, and segments are
clustered accordingly by speaker. A Gaussian mixture model is constructed
for the pooled data from each segment cluster. The input speech is then
compared with the model to obtain a detection score as a function of time;
this error measure is used to obtain a new segmentation for the next
iteration. The process can be repeated until a stable segmentation is
achieved.—SAF
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7,401,022

43.72.Gy PROCESSING A SPEECH FRAME IN A
RADIO SYSTEM

Petri Ahonen, assignor to Nokia Corporation
15 July 2008 (Class 704/270); filed in Finland 19 September 2000

If a speech frame that has propagated over a radio path is found to be
free of defects via channel code decoding, the value of at least one speech
parameter in the channel-decoded speech frame is used to determine if the

speech frame contains speech that is decodable by a speech decoder. The
speech frame is decoded only if speech is inferred to be present.—DAP

7,406,412

43.72.Gy REDUCED COMPUTATIONAL
COMPLEXITY OF BIT ALLOCATION FOR
PERCEPTUAL CODING

Stephen Decker Vernon et al., assignors to Dolby Laboratories
Licensing Corporation

29 July 2008 (Class 704/229); filed 20 April 2004

One or more coding parameters used in bit allocation for an audio
coding system are determined by first making an estimate of an offset of a
second masking curve from a calculated perceptual masking curve for an
audio signal. The optimum value of the offset is determined by taking the
difference between the number of bits that would be allocated if an initial
value of offset is used and the number of bits that are actually available for
allocation.—DAP

7,406,410

43.72.Gy ENCODING AND DECODING METHOD
AND APPARATUS USING RISING-
TRANSITION DETECTION AND NOTIFICATION

Kei Kikuiri et al., assignors to NTT DoCoMo, Incorporated
29 July 2008 (Class 704/221); filed in Japan 8 February 2002

To prevent annoying noises caused by pre-echo from degrading sub-
jective quality, an input signal that has been encoded by code-excited linear
prediction �CELP� is decoded by detecting a rising transition in the gain of
the excitation vectors that were determined by a first decoder. The presence

of the rising amplitude transition notifies a second decoder that decodes
signals not encoded via CELP. As a result of the transition, the second
decoder outputs a signal obtained by decoding an enhancement layer code
word determined by encoding a difference between the input signal and a
signal decoded by the first decoder.—DAP

7,408,998

43.72.Gy SYSTEM AND METHOD FOR ADAPTIVE
BIT LOADING SOURCE CODING VIA VECTOR
QUANTIZATION

John M. Kowalski, assignor to Sharp Laboratories of America,
Incorporated

5 August 2008 (Class 375/260); filed 8 March 2005

To reduce computational complexity, a data receiver calculates a level
of modulation for at least one carrier in a multicarrier communication

system via a transmitted index to a codeword in a codebook. The codeword
index is determined as a function of the received signal-to-noise ratio for the
carrier.—DAP
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7,286,986

43.72.Ja METHOD AND APPARATUS FOR
SMOOTHING FUNDAMENTAL FREQUENCY
DISCONTINUITIES ACROSS SYNTHESIZED
SPEECH SEGMENTS

David Talkin, assignor to Rhetorical Systems Limited
23 October 2007 (Class 704/268); filed in United Kingdom 2

August 2002

In state of the art concatenative speech synthesis, the general method
involves the literal splicing together of brief segments of recorded speech
�suitably encoded�. A constant problem for this technique stems from mis-
matched fundamental frequencies of two segments that are being spliced
together. This patent proposes techniques to ameliorate this difficulty, which
involves adjusting the fundamental frequency contour of each concatenated
speech segment according to a linear function of the beginning and
end values for each segment. One ingenious and novel proposal uses a
physical model of coupled springs to derive the linear function, thereby
introducing natural costs of frequency shifting by modeling with spring
constants.—SAF

7,401,020

43.72.Ja APPLICATION OF EMOTION-BASED
INTONATION AND PROSODY TO SPEECH IN TEXT-
TO-SPEECH SYSTEMS

Ellen M. Eide, assignor to International Business Machines
Corporation

15 July 2008 (Class 704/258); filed 29 November 2002

The patent would seem to be about methods for synthesizing speech
with emotional content. However, almost nothing is said about how one
might in, fact, perform such synthesis. The patent is primarily concerned
with issues of how the input text could be marked up so as to indicate the
desired emotion. Indeed, very little is said about that topic as well. All the
patent really says is that the input text could be so marked up.—DLR

7,289,958

43.72.Ne AUTOMATIC LANGUAGE INDEPENDENT
TRIPHONE TRAINING USING A PHONETIC TABLE

Alexis P. Bernard and Lorin P. Netsch, assignors to Texas
Instruments Incorporated

30 October 2007 (Class 704/255); filed 7 October 2003

A method is described for using a table of phonetic symbols and fea-
ture values in order to facilitate what might be called the “porting” of a
speech recognition system from one language to another. Supposing one has
a good speech recognizer for, say, English, the method indicates how best to
transfer the monophone and triphone hidden Markov models �this is the
architecture that is applicable here� to a new target language such as Ger-
man. The phonetic table allows the selection of the most phonetically similar
monophone in English to be used for each target German monophone
model. Triphones follow from known techniques. The trouble is that
the most crucial element of the procedure is only vaguely indicated,
namely, what particular transformation must be made to the best English
monophone model in order to yield a useful German model. The target
model is simply stated to be a “compressed or stretched version” of the
reference model.—SAF

7,292,976

43.72.Ne ACTIVE LEARNING PROCESS FOR
SPOKEN DIALOG SYSTEMS

Dilek Z. Hakkani-Tur et al., assignors to AT&T Corporation
6 November 2007 (Class 704/236); filed 29 May 2003

When a spoken dialog system is fully deployed, its speech recognition
models require constant updating and retraining. This process generally in-
volves human phoneticians who transcribe speech fragments that have been
recently received and perhaps incorrectly recognized. This patent proposes
some techniques to assist in reducing the labor of this activity. In one ex-
ample, a finite state machine lattice is generated from each audio dialog
sound file using the cepstral representation, together with costs derived from
acoustic and language model probabilities. The information is used to esti-
mate word confidence scores, so that utterances received are ranked accord-
ing to mean word score. The utterances having the poorest recognition con-
fidence can then be prioritized for the human experts to proceed with the
updating and retraining. The level of detail in the patent is similar to that in
this review.—SAF

7,401,017

43.72.Ne ADAPTIVE MULTI-PASS SPEECH
RECOGNITION SYSTEM

Hy Murveit et al., assignors to Nuance Communications
15 July 2008 (Class 704/247); filed 4 April 2006

The goal is to speed up speech recognition without sacrificing accu-
racy. A first pass speech recognition produces several alternative speech
expressions, each having an assigned score related to the certainty of match-
ing the spoken input. Based on the first pass results, a second pass speech
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recognition is selectively performed to match the spoken input only to those
expressions identified in the first pass recognition. If one of the expressions
in the first pass is assigned a score higher than a predetermined threshold, a
second pass is not performed.—DAP

7,295,978

43.72.Ne SYSTEMS AND METHODS FOR USING
ONE-DIMENSIONAL GAUSSIAN DISTRIBUTIONS
TO MODEL SPEECH

Richard Mark Schwartz et al., assignors to Verizon Corporate
Services Group Incorporated

13 November 2007 (Class 704/240); filed 5 September 2000

In a typical speech recognition system using hidden Markov models,
feature vectors obtained from the front end are organized into a number of
multinomial Gaussian distributions. Dealing with these Gaussians takes up a
large share of the computational complexity in speech recognition. This
patent presents a technique by which “each dimension of the multinomial
Gaussian distribution may be represented by a code for one of a small set of
one-dimensional Gaussian distributions.” This particular codebook approxi-
mation yields a dramatic reduction in the complexity of handling Gaussian
models. The possible effects on performance of the system are not
discussed.—SAF

7,406,408

43.72.Ne METHOD OF RECOGNIZING PHONES IN
SPEECH OF ANY LANGUAGE

Bradley C. Lackey et al., assignors to The United States of
America as represented by the Director, National Security
Agency

29 July 2008 (Class 704/8); filed 24 August 2004

In designing a speech recognition system capable of analyzing input
speech expressed in any language or phonetic system, the recognizer should
ideally have access to several specific components, which would include
listings of the phonetic elements �or “phones”� which occur in each of the
languages to be handled, a database of the phonetic characteristics of each of
the listed phones, a pronunciation dictionary for each language of interest,
speech transcripts and frequency-of-occurrence information for each lan-
guage, transcripts and frequency information for each utterance to be pro-

cessed, and finally a sample of speech which has not yet been analyzed. The
patent presents a variety of strategies by which �it is hoped� satisfactory
analyses can be performed in the event that one or more of these prerequi-
sites is not at hand. There is no detail whatsoever of how any of the listed
steps might actually be accomplished.—DLR

7,412,390

43.72.Ne METHOD AND APPARATUS FOR SPEECH
SYNTHESIS, PROGRAM, RECORDING
MEDIUM, METHOD AND APPARATUS FOR
GENERATING CONSTRAINT INFORMATION AND
ROBOT APPARATUS

Erika Kobayashi et al., assignors to Sony France S.A.
12 August 2008 (Class 704/267); filed in the European Patent

Office 15 March 2002

At last, here is a patent that actually says how to do something. The
task is to provide a humanlike robot with the capability of speaking with
some degree of humanlike speech. A variety of situation analyzers would
characterize the current situation in ways that cause the internal state of the
system to make adjustments on each of two independent axes, labeled as
“valence” and “arousal.” This results in the internal state moving to one of
several conditions, labeled as “calm,” “sadness,” “comfort,” “happiness,” or
“anger.” Depending on the internal state, the text sent to the speech synthe-
sis system is marked up in any of several ways so as to produce synthetic
speech with the appropriate emotional content.—DLR

7,402,136

43.80.Vj EFFICIENT ULTRASOUND SYSTEM FOR
TWO-DIMENSIONAL C-SCAN IMAGING AND
RELATED METHOD THEREOF

John A. Hossack et al., assignors to University of Virginia Patent
Foundation

22 July 2008 (Class 600/447); filed 15 January 2004

This system consists of a two-dimensional array transducer, transmis-
sion circuitry, and reception circuitry that includes channel memory buffers.
The contents of the memory buffers are read into a beamformer with differ-
ent focusing values for each buffer reading cycle. The beamformer calcu-
lates image values at multiple points along a line.—RCW
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